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ABSTRACT

We study classification problems under fairness constraints and introduce an al-
gorithmic framework designed to prevent discrimination against different groups.
These problems are often reformulated as continuous constrained optimization
problems and are typically solved using continuous relaxations (surrogates) of the
fairness constraints. However, many current algorithms do not provide theoretical
guarantees, which possibly is due to the resulting fairness constraints being both
non-convex and non-smooth. We propose a novel primal-dual algorithm, based on
a newly developed Lagrangian, that converges to a stationary solution of the re-
formulated problem. Our algorithm is not only efficient and robust, but it also en-
joys strong performance guarantees on the fairness of its solutions. Furthermore,
experimental results demonstrate that our algorithm is highly effective in terms
of computational cost and fairness guarantees, outperforming related algorithms
that use regularization (penalization) techniques and/or standard Lagrangian re-
laxation.

1 INTRODUCTION

Machine learning algorithms are increasingly used in enhancing human decision-making in sensitive
domains. They can handle large amounts of data beyond human capacity with faster computation, in-
creasing efficiency and accuracy. They also provide an alternative to human decision-making, which
can be subjective and prone to biases, thus promising to enhance consistency in decision-making.
Despite the efficiency and effectiveness of utilizing large datasets, they often lack the expected objec-
tivity. Recent studies have revealed significant biases in these algorithmic decisions. For instance,
Google’s Ad-targeting algorithm showed a preference for recommending higher-paying executive
positions to men more frequently than to women [Datta et al.[|(2014). Similarly, an algorithm used
in the U.S. criminal justice system incorrectly predicted African Americans to be twice as likely as
white Americans to commit crimes again Chouldechoval (2017).

Over the past decade, the development of fair classification algorithms has emerged as a critical topic
in machine learning, due to the growing awareness of biases towards sensitive attributes in algorith-
mic decision-making. These algorithms are used in many applications, including the prediction of
criminal recidivism (Dieterich et al.,[2016; |Flores et al.,[2016), granting loans (Dedman et al.,|1988)),
and job recommendation (Datta et al.,[2014), to name a few. The objective of fair classification is to
ensure that algorithms make decisions that are unbiased with respect to certain sensitive attributes in
societal contexts including, but not limited to: gender, ethnicity, age (Angwin et al.| 2022; |[Barocas
& Selbst, 2016} [Buolamwini & Gebrul 2018; Mehrabi et al.l 2021). A variety of desired notions of
fairness have been proposed; we refer to (Berk et al., 2021} |(Chouldechova & Rothl |2020; Mehrabi
et al.| 2021) for comprehensive discussions on fairness in machine learning and applications.

This work focuses on notions of fairness, which are widely used in classification applications. Pop-
ular group fairness notions include demographic parity (also known as statistical parity) (Dwork
et al., 2012; |Feldman et al.,|2015), equal opportunity Hardt et al.| (2016), and equalized odds (known
as disparate treatment) (Hardt et al., 2016} [Zafar et all 2017). The underlying idea behind these
notions is to balance the decisions of a classifier among the different sensitive groups. They can be
incorporated into classification algorithms as constraints to mitigate biases.
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1.1 RELATED WORK

The literature on algorithmic fairness is generally divided into three categories: pre-processing, in-
processing, and post-processing (Mehrabi et al.l 2021). Pre-processing methods focus on modifying
the training data by removing correlations with sensitive features while preserving other data for
training [Zemel et al.| (2013)); [Feldman et al.| (2015); Samadi et al.| (2018)); |Gordaliza et al|(2019).
Post-processing methods adjust the model’s predictions to meet fairness criteria, typically by mod-
ifying the decision boundary for specific subgroups [Fish et al.| (2016)); [Hardt et al.| (2016) or using
random classification for individuals from underprivileged groups Kamiran et al.| (2012).

To control bias, fairness can be incorporated as constraints into optimization problems. A fair clas-
sification is thus formulated as a constrained optimization, aiming at minimizing the loss while
ensuring that a fairness violation is kept within acceptable limits. This approach falls under the
in-processing category. Recent works on fair classification have focused on developing algorithms
to solve constrained optimization problems. Most fair classification algorithms use regularization
techniques, where fairness constraints are penalized with certain regularization parameters (Agarwal
et al., [2018; Berk et al., 2021} (Celis et al., 2019; |Donini1 et al., [2018; Menon & Williamson!, 2018}
‘Woodworth et al., 2017; |[Zafar et al., 2017). However, these regularization algorithms do not always
provide provable fairness guarantees due to the non-convexity of the resulting optimization (e.g.,
statistical parity [IDwork et al.| (2012); |Goel et al| (2018)), and equalized odds Hardt et al.[ (2016);
Menon & Williamson| (2018)). Additionally, regularization algorithms can exhibit some disadvan-
tages, such as: (i) they are often non-convex in nature or achieve convexity at the cost of probabilistic
interpretation, and (ii) the performance of the algorithms is highly sensitive to the choices of hyper-
parameters, leading to diverse results depending on different datasets Huang & Vishnoi| (2019).

Another popular constrained optimization approach is to apply Lagrangian relaxation (Menon &
Williamson, 2018; (Cotter et al., [2019a; |[Narasimhan, |2018} |Cotter et al.,[2019b; Bendekgey & Sud-
derthl, 2021} |Cruz et al.| 2022). Lagrangian methods allow for the incorporation of fairness con-
straints into the learning process by introducing multipliers that adjust the objective to account for
fairness constraints. However, two main challenges arise when using Lagrangian with fairness con-
straints. The loss function is possibly non-convex, and the original fairness constraints are non-
convex and non-differentiable. The non-differentiability can be effectively handled by replacing the
original fairness constraints with smooth surrogates. The use of surrogates allows us to obtain so-
lutions with optimality and provable fairness guarantees on the original constraints (Bendekgey &
Sudderth, [2021} |Yao et al.| 2023)). However, Lagrangian methods still have challenges posed by the
non-convexity of fairness surrogates. The non-convexity of fairness constraints makes it challenging
to ascertain whether a solution optimizes fairness and the failure of convergence.

1.2  OUR CONTRIBUTIONS

Motivated by the limitations in existing constrained optimization approaches to fair classification, we
propose a novel algorithmic framework. This framework is based on a newly developed Lagrangian
in [Kim| (2021} |2023)), designed to tackle classification challenges with theoretical and performance
guarantees. Our paper makes contributions to the literature on fair classification algorithms:

* Inspired by the Lagrangian formulation in |Kim|(2021) for equilibrium computation, we leverage
artificial (perturbation) variables into the Lagrangian with dual smoothing, to derive strong con-
cavity in the dual variables. This technique leads to an efficient primal-dual first-order algorithm
for which we provide provable fairness guarantees. In particular, primal convergence naturally
ensures feasibility (fairness) guarantees.

* Qur algorithmic framework is flexible; it enables us to obtain fair classifiers under various fair-
ness constraints, including non-convex non-smooth surrogates of the fairness constraints. It can
also achieve approximate solutions that result in high accuracy of loss than prior work with high
fairness.

* QOur algorithm has a practical advantage with fixed parameters, except for the step size of the
auxiliary multiplier. This feature simplifies implementation by removing extensive tuning of the
parameters. It also consistently progresses towards balancing predictive accuracy and fairness
guarantees. Experimental results show that our algorithm is efficient and performs favorably
compared to related approaches that handle non-convex non-smooth constraints.
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2 PRELIMINARIES

2.1 FAIR CLASSIFICATION

Let D = {(z;,5i,y:)}Y, be a set of N training samples drawn independently from an unknown
joint distribution of (X, A,Y"). z; € X represents the predictive feature, y; € {0,1} is the target
label, and s; € {a, b} denotes the sensitive attribute. A parameterized classifier fy(x) predictsy = 1
if fo(x) > 0. The goal of fair classification is to obtain a classifier fy(z) that is fair with respect to
the given sensitive attribute while maintaining prediction accuracy. There are three fairness notions
widely used for group fairness in classification: demographic parity [Dwork et al.| (2012)); |Agarwal
et al.| (2018), equal opportunity Hardt et al.| (2016), and equalized odds (Hardt et al., 2016)). Since
demographic parity and equal opportunity are quite similar from a mathematical perspective (Lohaus
et al.,[2020), we focus on the two fairness notions of demographic parity and equalized odds:

Demographic parity. A classifier f is fair for demographic parity if its predictions are independent
of the sensitive attribute A: Pr(fop(x) > 0] s=a) =Pr(fo(z) >0|s=0).

Equal opportunity. fy is fair for equal opportunity if its predictions for positively labeled samples
are independent of the sensitive attribute: Pr(fo(z) > 0| s = a,y = 1) = Pr(fp(z) > 0| s =
by =1).

Equalized odds. fy holds equalized odds if its predictions are conditionally independent of the
sensitive attribute: Pr(fy(z) >0 |s=a,y=34) =Pr(fy(z) >0|s=b,y=j),VjeY.

In practice, we do not know the true distribution over (X, A,Y") and only have access to training
samples {(z;, s;,v;) }}¥, . Furthermore, ensuring exact fairness may not be possible except in trivial
cases (Woodworth et al.| [2017; [Friedler et al.l [2021]), or might come at a significant accuracy cost
without guaranteeing fairness (Ji et al.l 2020). Therefore, we consider the empirical fairness dispar-
ity A(0) based on the fairness score [Wu et al.[(2019), which is constrained to be within a specified
€ > 0. The following definition provides the general form of this type of fairness disparity.

Definition 1 (Empirical e-fairness). A classifier fy satisfies a general group-based notion of empiri-
cal e-fairness if A(0) := ‘NL S W fo(zi) > 0| siyit — w0 St I folwi) > 0| si,y:}| < e,

where I is the indicator function and € > 0 is the unfairness tolerance parameter. A larger € permits
greater fairness on a metric of interest, while a smaller € more tightly restricts the level of fairness.

The fairness-constrained empirical risk (loss) minimization can be formulated as (Donini et al.,
2018;|Goel et al.l [2018):

N
1
in F(0):=— i)y Yi 6 A0) < 1
min F(0) N;%(fe(xz),y,) st A@) <e, ()
where £y : R? — R is the loss, F(-) is the average predictive loss, and {(;,;)}Y, is a set of N
training samples. However, the constrained problem (1)) is often intractable due to the non-convex
and non-differentiable nature of I{ fo(x) > 0| -}, making gradient-based algorithms inapplicable.

2.2 TRACTABLE OPTIMIZATION AND LAGRANGIAN RELAXATION

To address the intractability, these constraints can be replaced with suitable surrogates (Zafar et al.,
2019; (Cotter et al., [2019b; |[Lohaus et al., [2020; |Bendekgey & Sudderthl 2021 |Yao et al., [2023)).
We employ surrogates that are differentiable (or at least sub-differentiable) to enable the use of
gradient-based algorithms. Specifically, let o : R — R be a differentiable surrogate (continuous
approximation) for the indicator function. For example, the indicator function I{ fo(x) > 0 | s}
used for demographic parity can be replaced by o (fy(x)). We then set the tractable constraint:

R 1 N, 1 Ny
A(0) = Egd(fe(x))*ﬁb 7b0(fa(z)) ; 2)

Notice that the setting (2) is non-convex and non-smooth. Let G(6) := A(#) — ¢ that is non-convex
and non-smooth. In general, under the fairness constraints, finding a fair classifier for problem
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is approximately equivalent to solving the tractable continuous constrained optimization problem:

in F'(0) s.t. G(0)<0
min F(6) s (6) <0, 3)
where F' : R? — R is the differentiable loss; G = (G1,...,G,,) : R4 — R™ is a non-convex

non-smooth mapping; and © C R? is a closed convex set. The corresponding Lagrangian is
L(0,7) = F(0) + (AN G(0)),

where A € R is the Lagrange multipliers. Solving the constrained problem (3)) via the Lagrangian
L(6, \) is equivalent with finding (6*, A*) that satisfies the KKT conditions as used in|[Hu & Chen
(2020); Bendekgey & Sudderth| (2021)); |Cruz et al.| (2022):

The KKT conditions. A point =* is called a KKT point of problem (3)) if there is A* such that
0 € OL(O*, \*) := VF(0*) + OG(0*)\* + No(6%)
A >0, G(6*) <0, (\,G(6%)) =0

where No(0*) = {v € © | (v,0 —0*) < 0, VO € O} is the normal cone to © at §*. Note that
a suitable constraint qualification (CQ) is necessary for the existence of multipliers that satisfy the
KKT conditions (e.g., MFCQ, CPLD, and others; see Bertsekas| (1999);|Andreani et al.| (2022)).

“4)

3 PROXIMAL-PERTURBED LAGRANGIAN FRAMEWORK

In this section, we propose a new primal-dual framework that solves the problem of finding provably
fair solutions. Given suitable surrogates of the fairness constraints, our method is guaranteed to find
a classifier with a good level of fairness.To this end, we first introduce a novel Lagrangian that has a
desirable structure for developing an efficient fair classification algorithm.

3.1 A VARIANT OF PROXIMAL-PERTURBED LAGRANGIAN

Motivated by the reformulation techniques in (Bertsekas, [1999; 2014)), by employing perturbation
variables z € R™ with slack variables v € R?, and letting G(0) +u = z and z = 0, we first
transform problem (3) into an extended equality-constrained formulation:

i F .t = =0.
ee@mglRlﬁ‘l,zeRm 0) st GO Fu=z =2=0 4)

Clearly, for z* = 0 and u* > 0, the extended formulation (E]) is equal to problem (E]) For the
equality constrained problem (3, we now define a variant of the Proximal-Perturbed Lagrangian
(P-Lagrangian) introduced in |Kim|(2021) as follows:

Lap(® 2,0, 0) 1= FO) + 0, G0) +u—2) + (w2) + S = DA -l ©

where A € R™ is the multiplier (dual) associated with the constraint G(0) + u—z = 0 and 4 € R™
is the auxiliary multiplier associated with the constraint z = 0, « > 0 is a penalty parameter, and
B > 0 is a proximal parameter.

In addition, observing that given (A, 1), minimizing £, with respect to z gives:
(A ) = (A= p)/e,
substituting z(\, p) into Lo5(0, u, 2, A, 1), yields the reduced P-Lagrangian:

1
Eaﬁ(9>u7z()\7ﬂ)a Aaﬂ) = F(e) + <)" G(a) + u> - %”)‘ - :U’HQ’ (7)

@

where p := 5%5. Note that Lop(0,u,z(A @), A, ) is %—strongly concave in A (for fixed p) and

hence there exists a unique maximizer, denoted by A(6, u). If we maximize L,5(0, u, z(\, pt), A, 1)
with respect to A, we obtain:

A0, 1) = argmax Log(0,u, 2(A, p), A, 1) = p+ p(G(0) + u), (®)
AER™

which is well-defined and will be used for the update of Aj1 in (12).
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3.2 DESCRIPTION OF ALGORITHM

In this subsection, we present a gradient-based alternating algorithm that computes a stationary
solution to problem (3). The steps of our proposed algorithm are described in Algorithm 1}

Algorithm 1: P-Lagrangian based Alternating Direction Algorithm (PLADA)
1: Input: fixed parameters @ > 1, 8 € (0,1), p = 13%5,0 <7 < m and 0 < 7 < %.
G

initial (90, U, 20, A0, ,uo), Yo € (0, 1].

2: fork=0,1,...,T do

3 Oy = argmingee {(VF(0r),0) + (A, G(0)) + (1/20)[10 — 0x]° }
4 Uk41 = HU[uk — T)\k]

S50 k41 = ME Yk (7)\k;#k) with 75 = min {707 ”)\k,pj;:”2+1}

6: A1 = Hk1 + p(G(Or+1) + Ur+1)

7o zhe1 = 5 ( Akt — k1)

8: end for

At each iteration, the algorithm updates 6 by:
Okr1 = aragrgin {<VF(9k), 9) + <)\k> G(9)> + 1/27]”9 — 9k||2} . 9)
ce

The update of u is the projected gradient descent on L3 onto U := [0, Upax]:
U1 = argﬂll]in {UVuLap Ok, s, 25 My i), w0 — ug) + 1/27)Ju — ug||*} = Ty [ug, — TR,
ue
(10)
where, without loss of generality, we can construct an upper tmax := Bg onug11 as [|G(0)]| < Bg.
The auxiliary multiplier ;. is then updated by a gradient ascent scheme on £,g:

Prr1 = pr + e (zr + B(Ake — pr)) :Nk‘i‘l:()\k_ﬂk)v (11)

where we used the fact that V,Lo5(0k41, 2k, Ak, i) = 21 + B(Ap — px) and 25, = i()\k — UK);
v > 0 is the step-size defined by v, = min {~o, pdr/(||A\x — k> +1)}; and 6r > 0 in v is
chosen to satisfy the following conditions: lim;_,., dx = 0 and 220:0 0 = 4oo. In the algorithm,
we choose a decaying & = & - (t + 1) =% with x > 0, so that these conditions hold.

Next, the algorithm performs an exact maximization on the reduced P-Lagrangian (7)) to update A:

Met1 = ppsr + P (G(Okr1) + ups1) - (12)

The last step is to update z via an exact minimization on £,z for given the updated (Ag41, fr+1):

Zk4+1 = (/\k+1 - Mk-i—l)/a- (13)

Note that a critical aspect of our algorithm is that the parameters «, 5, and the dual step size p are
constants and thus independent of the number of iterations k. In Appendix[D.I] we demonstrate how
robust the algorithm is with respect to the choices of o and .

4 CONVERGENCE GUARANTEES

In this section, we present the convergence results of Algorithm [T} The structure of Algorithm [I]
allows us to establish its convergence properties in a simple way. For the convergence analysis, we
make the following standard assumptions:

Assumption 1. There exists a point (6, A) € © x R™ satisfying the KKT conditions .

Assumption 2. Given © C R<, the gradient VF' is Lp-Lipschitz continuous on ©. That is, there
exist constants Ly > 0 such that ||[VF(0) — VF(0')|| < Lrl||0 — 0’|, V0,6 € ©.

Assumption 3. G is continuous with G (6) # () on ©, and there exists a constant M > 0 such
that maxgeo||0G ()| < M.
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Assumption 4. The domain O is compact, i.e., Dg := maxg ¢-co||d — 6’| < co.
Assumption 5. The iterates {\;} are contained in a convex compact subset A C R™.

The assumptions above are standard in the optimization literature; see e.g., Boob et al| (2022);
Huang & Lin| (2023). Assumption [3| implies the Lipschitz continuity of G: ||G(6) — G(8')| <
Mc||0—0"||, V0,0 € ©.Problems with an unbounded © can be reformulated to satisfy Assumption
[l For example, if F' is bounded below and a coercive regularization R is added, the problem with
F' + R has a compact domain (see, e.g.,|Lu & Zhou|(2023)). Moreover, Assumption E] is commonly
used in the convergence analysis of constrained optimization algorithms (Nocedal & Wright, 2006
Bertsekas| 2014} Birgin & Martinez, 2014} Hong et al.| 201652023} Na et al., 2023aib).

4.1 MAIN RESULTS

In this subsection, we establish main convergence results for Algorithm[I] Building on several key
properties of the proposed algorithm given in Appendix [B] (Lemmas [3] and ), we show that the
generated primal-dual iterates converge to a KKT point of problem (3)).

Theorem 1 (Primal convergence). Suppose that Assumptions [IH4| hold. Let { (0., uy, 2k, M, pire) }
generated by Algorithm with the decaying sequence 5, = k- (t +1)71. Let {py := (Ok, ug, zx)}
be the generated primal sequences. Then,

| T
. k412 _
Jim kZ_O IG+1% = o, (14)
where GET! .= (GEHE,GRHY GRHYY € Oy Lap (Or, uk, 25y My i)

Theorem 1} whose complete proof is provided in Appendix , states that the O (1/ T rate of the
primal convergence holds: the running-average stationarity (first-order optimality) residual is

1 k+12 _ log(T)\ _ »(1
r 1o =o (*57) -0 (7).

Remark 1. Invoking Lemmafd]and Theorem I} we immediately obtain the following result:

T-1
1
A7 ,;0 (16541 = Okll® + lurs1 — uel?) = 0,

which implies the O(1/T) rate of the squared running-average successive difference of primal iter-
ates:

T
1 ~ (1
T > (10k11 = Ol” + llurs1 — usl*) = O (T) _
k=0

Note that Theorem [I] states the convergence in an ergodic sense, which involves averaging over the
sequence of iterates or employing a randomized output selection from 7T’ iterates. Thus, the primal
iterates converge with O(1/T') in an ergodic sense.

We now show the feasibility guarantees for Algorithm |1} It suffices to prove that limy_, o [|Ax —
k|| = 0. This result can be easily achieved by the auxiliary multiplier p update.
Theorem 2 (Fairness guarantees). Under Assumptions let {(O, ug, 2k, Ak, ux )} be the se-
quence generated by Algorithm Let the decaying sequence {8y} be chosen as in Theorem
Then, it holds that:

lim [ Ae — jax | = 0,

t—o0

and hence, we have that G() < 0, where 0 is a limit point of {0} }.

It is noteworthy that the above results suggest Algorithm [T] can reduce the fairness violation if con-
trolling primal iterates {6y} and {uy} properly. By building on the convergent primal sequence and
utilizing the definitions of Ay and g1, we readily have the fairness guarantees. Equipped with
Theorems|[T]and 2] we immediately have the outer iteration complexity for Algorithm [T}

'The notation (5() suppresses all logarithmic factors from the big-O notation.
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Figure 1: Comparison of the performance of PLADA, IPP-ConEx, IPP-SSG and SSG on the logistic
loss (I6) with demographic parity (DP) constraint (I5). The results are presented in terms of their
loss values, constraint violation and near stationarity (from top to bottom) on Adult, Bank and
COMPAS datasets (from left to right) with respect to CPU time in seconds.

5 NUMERICAL EXPERIMENTS

We evaluate the empirical performance of our proposed algorithm on real-world datasets and com-
pare with state-of-the-art algorithms that can handle non-convex non-smooth fairness constraints.
Specifically, we evaluate the performance of PLADA against four benchmark algorithms: the single-
loop switching subgradient (SSG) algorithm|Huang & Lin|(2023)), two double-loop inexact proximal
point (IPP) algorithms (IPP-ConEx [Boob et al.|(2022) and IPP-SSG Huang & Lin| (2023))) and the
multiplier model approach Narasimhan et al.| (2020). For the benchmark algorithms, we followed
the hyperparameter settings of Huang & Lin| (2023)) and Narasimhan et al.| (2020), and we provide
detailed descriptions of hyperparameters as well as additional experiments in the Appendix.

Datasets. We evaluate the performance of algorithms on real-world datasets in the field of algo-
rithmic fairness: Adult (Kohavi et al.,[1996), Bank (Moro et al.,[2014), COMPAS (Angwin et al.,
2022)) and Communities and Crime (Redmond, 2009).

5.1 DEMOGRAPHIC PARITY CONSTRAINT
We start by considering the setting of non-convex non-smooth demographic parity constraint:
~ 1 T 1 T
Ap(O) =D o0Taz)— —> a(0Tx)], (15)

N,
iel, “ el
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Figure 2: Comparison of the performance of PLADA, IPP-ConEXx, IPP-SSG and SSG on the logistic
loss objective (I6) and the equalized odds (EO) constraint (I7) with respect to CPU time.

where I, and I,, denote the sets of protected and unprotected data indices, respectively, with corre-
spondmg sizes of N, = |I,| and N,, = |I,,|. Equation (15) uses sigmoid cr( ) as a surrogate, making
it weakly convex. And the objective is to optimize the loglstlc empirical loss:

F(0) =

N

1 8T

NE log(1 + e vif @), (16)
=1

Given that the logistic loss is smooth and convex, Figure ] depicts the favorable behavior of each
algorithm. Notably, our algorithm exhibits superior performance in the smooth and convex setting.

5.2 EQUALIZED ODDS CONSTRAINTS

While demographic parity (T3)) is a more widely accepted notion of fairness, equalized odds (I7)
is stricter and thus more challenging to optimize. Equalized odds aims to equalize the true positive
rate and the false positive rate between protected and unprotected demographic groups.

1 1
—_— J(eTl'i) — Ni Z U(eTxi) 9
Pq e, “4icl,,
1
— Z (07 2;) — ~ > o0 z)| . (17)
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Figure 3: Comparison of the validation performance of PLADA and Narasimhan et al., Narasimhan
et al.| (2020) on the intersectional group fairness versus Epochs.

While the compared algorithms support a single constraint, as described in (I7), PLADA can handle
multiple fairness constraints by alternatingly optimizing parameters such as (u, z, A, ) for each fair-
ness constraint. The advantage of our algorithm over the other algorithms is most clearly illustrated
in Figure 2]

5.3 EXTENSION TO INTERSECTIONAL GROUP FAIRNESS CONSTRAINTS ON NEURAL
NETWORKS

Finally, we extend the experiment to an even more complex fairness problem by incorporating neural
networks and intersectional group fairness. Specifically, we used a neural network with 5 hidden
layers with ReLU activation for the classifier fp(-). This makes both the objective and the constraints
highly non-convex and non-smooth. Also, fairness over intersectional groups is even stricter
and more challenging than demographic parity and equalized odds in that the constraint
spans over a large number of groups. In particular, we use the fairness constraint as the expectation
over 535 intersectional fairness constraints:

N
Ri(0) = o |~ ST 11— yafo(w)] Z L= yifole]] (18)

N,
G i€l

where G is a group uniformly sampled among all relevant groups and [-]* represents a hinge func-
tion. For this problem, we used the Communities and Crime dataset/Redmond|(2009), which consists
of 1,994 data points and 140 features, which aim to predict the per capita violent crimes of different
communities in the US.

Notably, Figure [3| shows that PLADA outperforms the Lagrangian-based algorithm in [Narasimhan
et al.|(2020), which uses a deep neural network with three hidden layers for updating the multipliers
to ensure a bounded sequence. On the other hand, PLADA employs a simple updating scheme
that guarantees the boundedness of the Lagrange multiplier sequence, leading to consistent fairness
satisfaction.

6 CONCLUSIONS

We studied classification problems under fairness constraints, introducing an algorithmic framework
to prevent discrimination across different groups. These problems are often reformulated as contin-
uous constrained optimization tasks, using continuous relaxations of fairness constraints. Our novel
primal-dual algorithm converges to a stationary solution at a rate of O(1/+/T), where T represents
the outer iterations. Experimental results demonstrated its effectiveness in terms of computational
cost and fairness guarantees, outperforming related algorithms. Although our current analysis is
limited to the use of deterministic/full (sub)gradient, extension to the stochastic setting is of interest.
In Appendix [D.3] we provide a preliminary application of our algorithm to stochastic gradients on a
large dataset.



Under review as a conference paper at ICLR 2025

REFERENCES

Alekh Agarwal, Alina Beygelzimer, Miroslav Dudik, John Langford, and Hanna Wallach. A reduc-
tions approach to fair classification. In International conference on machine learning, pp. 60—69.
PMLR, 2018.

Roberto Andreani, Gabriel Haeser, Maria Laura Schuverdt, Leonardo D Secchin, and Paulo JS
Silva. On scaled stopping criteria for a safeguarded augmented lagrangian method with theoretical
guarantees. Mathematical Programming Computation, 14(1):121-146, 2022.

Julia Angwin, Jeff Larson, Surya Mattu, and Lauren Kirchner. Machine bias. In Ethics of data and
analytics, pp. 254-264. Auerbach Publications, 2022.

Solon Barocas and Andrew D Selbst. Big data’s disparate impact. California law review, pp. 671—
732, 2016.

Henry C Bendekgey and Erik Sudderth. Scalable and stable surrogates for flexible classifiers with
fairness constraints. Advances in Neural Information Processing Systems, 34:30023-30036, 2021.

Richard Berk, Hoda Heidari, Shahin Jabbari, Michael Kearns, and Aaron Roth. Fairness in criminal
justice risk assessments: The state of the art. Sociological Methods & Research, 50(1):3—44,
2021.

Dimitri P Bertsekas. Nonlinear programming. Athena scientific Belmont, 1999.

Dimitri P. Bertsekas. Constrained optimization and Lagrange multiplier methods. Academic press,
2014.

Ernesto G Birgin and José Mario Martinez. Practical augmented Lagrangian methods for con-
strained optimization. SIAM, 2014.

Digvijay Boob, Qi Deng, and Guanghui Lan. Stochastic first-order methods for convex and noncon-
vex functional constrained optimization. Mathematical Programming, pp. 1-65, 2022.

Joy Buolamwini and Timnit Gebru. Gender shades: Intersectional accuracy disparities in commer-
cial gender classification. In Conference on fairness, accountability and transparency, pp. 77-91.
PMLR, 2018.

L Elisa Celis, Lingxiao Huang, Vijay Keswani, and Nisheeth K Vishnoi. Classification with fairness
constraints: A meta-algorithm with provable guarantees. In Proceedings of the conference on
fairness, accountability, and transparency, pp. 319-328, 2019.

Alexandra Chouldechova. Fair prediction with disparate impact: A study of bias in recidivism
prediction instruments. Big data, 5(2):153-163, 2017.

Alexandra Chouldechova and Aaron Roth. A snapshot of the frontiers of fairness in machine learn-
ing. Communications of the ACM, 63(5):82-89, 2020.

Andrew Cotter, Maya Gupta, and Harikrishna Narasimhan. On making stochastic classifiers deter-
ministic. Advances in Neural Information Processing Systems, 32, 2019a.

Andrew Cotter, Heinrich Jiang, Maya Gupta, Serena Wang, Taman Narayan, Seungil You, and
Karthik Sridharan. Optimization with non-differentiable constraints with applications to fairness,
recall, churn, and other goals. Journal of Machine Learning Research, 20(172):1-59, 2019b.

André F Cruz, Catarina Belém, Sérgio Jesus, Joao Bravo, Pedro Saleiro, and Pedro Bizarro.
Fairgbm: Gradient boosting with fairness constraints. arXiv preprint arXiv:2209.07850, 2022.

Amit Datta, Michael Carl Tschantz, and Anupam Datta. Automated experiments on ad privacy
settings: A tale of opacity, choice, and discrimination. arXiv preprint arXiv:1408.6491, 2014.

Bill Dedman et al. The color of money. Atlanta Journal-Constitution, pp. 1-4, 1988.

William Dieterich, Christina Mendoza, and Tim Brennan. Compas risk scales: Demonstrating ac-
curacy equity and predictive parity. Northpointe Inc, 7(4):1-36, 2016.

10



Under review as a conference paper at ICLR 2025

Michele Donini, Luca Oneto, Shai Ben-David, John S Shawe-Taylor, and Massimiliano Pontil. Em-
pirical risk minimization under fairness constraints. Advances in neural information processing
systems, 31, 2018.

Cynthia Dwork, Moritz Hardt, Toniann Pitassi, Omer Reingold, and Richard Zemel. Fairness
through awareness. In Proceedings of the 3rd innovations in theoretical computer science confer-
ence, pp. 214-226, 2012.

Michael Feldman, Sorelle A Friedler, John Moeller, Carlos Scheidegger, and Suresh Venkatasubra-
manian. Certifying and removing disparate impact. In proceedings of the 21th ACM SIGKDD
international conference on knowledge discovery and data mining, pp. 259-268, 2015.

Benjamin Fish, Jeremy Kun, and Addm D Lelkes. A confidence-based approach for balancing
fairness and accuracy. In Proceedings of the 2016 SIAM international conference on data mining,
pp. 144-152. SIAM, 2016.

Anthony W Flores, Kristin Bechtel, and Christopher T Lowenkamp. False positives, false negatives,
and false analyses: A rejoinder to machine bias: There’s software used across the country to
predict future criminals. and it’s biased against blacks. Fed. Probation, 80:38, 2016.

Sorelle A Friedler, Carlos Scheidegger, and Suresh Venkatasubramanian. The (im) possibility of
fairness: Different value systems require different mechanisms for fair decision making. Commu-
nications of the ACM, 64(4):136-143, 2021.

Naman Goel, Mohammad Yaghini, and Boi Faltings. Non-discriminatory machine learning through
convex fairness criteria. In Proceedings of the Thirty-Second AAAI Conference on Artificial Intel-
ligence. AAAI, 2018.

Paula Gordaliza, Eustasio Del Barrio, Gamboa Fabrice, and Jean-Michel Loubes. Obtaining fairness
using optimal transport theory. In International conference on machine learning, pp. 2357-2365.
PMLR, 2019.

Moritz Hardt, Eric Price, and Nati Srebro. Equality of opportunity in supervised learning. Advances
in neural information processing systems, 29, 2016.

Ilgee Hong, Sen Na, Michael W Mahoney, and Mladen Kolar. Constrained optimization via ex-
act augmented lagrangian and randomized iterative sketching. In International Conference on
Machine Learning, pp. 13174-13198. PMLR, 2023.

Mingyi Hong, Zhi-Quan Luo, and Meisam Razaviyayn. Convergence analysis of alternating direc-
tion method of multipliers for a family of nonconvex problems. SIAM Journal on Optimization,
26(1):337-364, 2016.

Lily Hu and Yiling Chen. Fair classification and social welfare. In Proceedings of the 2020 confer-
ence on fairness, accountability, and transparency, pp. 535-545, 2020.

Lingxiao Huang and Nisheeth Vishnoi. Stable and fair classification. In International Conference
on Machine Learning, pp. 2879-2890. PMLR, 2019.

Yankun Huang and Qihang Lin. Oracle complexity of single-loop switching subgradient methods
for non-smooth weakly convex functional constrained optimization. In Thirty-seventh Conference
on Neural Information Processing Systems, 2023.

Disi Ji, Padhraic Smyth, and Mark Steyvers. Can i trust my fairness metric? assessing fairness with
unlabeled data and bayesian inference. Advances in Neural Information Processing Systems, 33:
18600-18612, 2020.

Faisal Kamiran, Asim Karim, and Xiangliang Zhang. Decision theory for discrimination-aware
classification. In 2012 IEEE [2th international conference on data mining, pp. 924-929. IEEE,
2012.

Jong Gwang Kim. Equilibrium computation of generalized nash games: A new lagrangian-based
approach. In Proceedings of the 22nd ACM Conference on Economics and Computation, pp.
676-676, 2021.

11



Under review as a conference paper at ICLR 2025

Jong Gwang Kim. A new lagrangian-based first-order method for nonconvex constrained optimiza-
tion. Operations Research Letters, 51(3):357-363, 2023.

Ron Kohavi et al. Scaling up the accuracy of naive-bayes classifiers: A decision-tree hybrid. In
Kdd, volume 96, pp. 202-207, 1996.

Michael Lohaus, Michael Perrot, and Ulrike Von Luxburg. Too relaxed to be fair. In International
Conference on Machine Learning, pp. 6360-6369. PMLR, 2020.

Zhaosong Lu and Zirui Zhou. Iteration-complexity of first-order augmented lagrangian methods for
convex conic programming. SIAM Journal on Optimization, 33(2):1159-1190, 2023.

Ninareh Mehrabi, Fred Morstatter, Nripsuta Saxena, Kristina Lerman, and Aram Galstyan. A survey
on bias and fairness in machine learning. ACM computing surveys (CSUR), 54(6):1-35, 2021.

Aditya Krishna Menon and Robert C Williamson. The cost of fairness in binary classification. In
Conference on Fairness, accountability and transparency, pp. 107-118. PMLR, 2018.

Sérgio Moro, Paulo Cortez, and Paulo Rita. A data-driven approach to predict the success of bank
telemarketing. Decision Support Systems, 62:22-31, 2014.

Sen Na, Mihai Anitescu, and Mladen Kolar. An adaptive stochastic sequential quadratic program-
ming with differentiable exact augmented lagrangians. Mathematical Programming, 199(1):721-
791, 2023a.

Sen Na, Mihai Anitescu, and Mladen Kolar. Inequality constrained stochastic nonlinear optimization
via active-set sequential quadratic programming. Mathematical Programming, 202(1):279-353,
2023b.

Harikrishna Narasimhan. Learning with complex loss functions and constraints. In International
Conference on Artificial Intelligence and Statistics, pp. 1646-1654. PMLR, 2018.

Harikrishna Narasimhan, Andrew Cotter, Yichen Zhou, Serena Wang, and Wenshuo Guo. Ap-
proximate heavily-constrained learning with lagrange multiplier models. Advances in Neural
Information Processing Systems, 33:8693—-8703, 2020.

Yurii Nesterov. Efficiency of coordinate descent methods on huge-scale optimization problems.
SIAM Journal on Optimization, 22(2):341-362, 2012.

Jorge Nocedal and Stephen Wright. Numerical optimization. Springer Science & Business Media,
2006.

Michael Redmond. Communities and Crime. UCI Machine Learning Repository, 2009. DOI:
https://doi.org/10.24432/C53W3X.

R Tyrrell Rockafellar and Roger J-B Wets. Variational analysis, volume 317. Springer Science &
Business Media, 2009.

Samira Samadi, Uthaipon Tantipongpipat, Jamie H Morgenstern, Mohit Singh, and Santosh Vem-
pala. The price of fair pca: One extra dimension. Advances in neural information processing
systems, 31, 2018.

Blake Woodworth, Suriya Gunasekar, Mesrob I Ohannessian, and Nathan Srebro. Learning non-
discriminatory predictors. In Conference on Learning Theory, pp. 1920-1953. PMLR, 2017.

Yongkai Wu, Lu Zhang, and Xintao Wu. On convexity and bounds of fairness-aware classification.
In The World Wide Web Conference, pp. 3356-3362, 2019.

Wei Yao, Zhanke Zhou, Zhicong Li, Bo Han, and Yong Liu. Understanding fairness surrogate
functions in algorithmic fairness. arXiv preprint arXiv:2310.11211, 2023.

Muhammad Bilal Zafar, [sabel Valera, Manuel Gomez Rodriguez, and Krishna P Gummadi. Fair-
ness beyond disparate treatment & disparate impact: Learning classification without disparate
mistreatment. In Proceedings of the 26th international conference on world wide web, pp. 1171—
1180, 2017.

12



Under review as a conference paper at ICLR 2025

Muhammad Bilal Zafar, Isabel Valera, Manuel Gomez-Rodriguez, and Krishna P Gummadi. Fair-
ness constraints: A flexible approach for fair classification. The Journal of Machine Learning
Research, 20(1):2737-2778, 2019.

Rich Zemel, Yu Wu, Kevin Swersky, Toni Pitassi, and Cynthia Dwork. Learning fair representations.
In International conference on machine learning, pp. 325-333. PMLR, 2013.

13



Under review as a conference paper at ICLR 2025

A NOTATION AND BASIC DEFINITIONS

Before proceeding with proofs of the lemmas and theorems, let us first provide the notation and
basic definitions used in the proofs.

Let R denote d-dimensional Euclidean space with inner product (-, -) and the corresponding norm
|| - |. The Euclidean norm of a matrix is also denoted by || - ||. We use R’} to denote the nonnegative
orthant in R and denote the Jacobian matrix of G at # by 0G(6). The distance function between
a vector 6 and a set © C R is defined by dist(d, ©) := inf,ce |[w — 0| For any set © C R,
its indicator function Ig is defined by Ig = 0if§ € © and + oo otherwise. For any set © C
R, its indicator function Ig is defined by Ie¢ = 0if@ € © and + oo, otherwise. Note that
argmingcg F'(0) = arg mingcra{¢(0) := F(0) +1o(0)}.

We recall some definitions about subdiffererential calculus (Rockafellar & Wetsl 2009, Definition
8.3). Let G; : RY — R U {+0oc} be a proper and lower semicontinuous function. For each 6 € ©,
the Frechet subdifferential of G of 6 is given by

9G;(6) = {dk € R%: lim inf Gi(w) — Gi(0) — {d,w — ) > 0}.

W [lw — 0]

The limiting subdifferencial (or simply the subdifferential) of G; at § € R is defined as
9G;(0) = {d € R% : 30,0 and dy, € OG;(0y,) with dy — d as k — oo} .

The inclusion G, (6) C 8G;(6) holds for each € © and we set G, (0) = 0G;(A) = for § ¢ ©.
Each d € 0G;(0) is called a subgradient of G; at 6.

B PROOFS OF KEY PROPERTIES FORM MAIN RESULTS IN SECTION [4]

Based on the structure of Algorithm[I] we first derive fundamental yet crucial relationships among

the sequences { A\ }, {ux}, {0k}, and {us}.

Lemma 3. Let { (0, i, 2k, Ak, 1) } be the sequence generated by Algorithm|[I] Then,
lrnsr = el = () 0*) 1k = el |* < 050/2; (192)
ks = Akll? = (1= (w/0)” ik = Al (19b)
ka1 = Akll® < 3p° ME|0kr1 — Okl® + 3p% lugr — wr|l® +3(vi/0*) Ak — il (19¢)

Proof. From the pi-update @ we immediately obtain the relations in (I9al):
o3 62
< 3 < <
1A = gl 42 4 (L[| Ak = prel]?)

(1— ) e = el
p

Squaring both sides of the above inequality yields the relation (T9b).
By the A-update (12)), we have
A1 = Al < llpwgr — pnll + PG (Or41) + wrtr — G(Ok) — uk|
< Npwsr = pell + pMe |01 — Okl + pllurtr — url,
which, along with (a + b+ ¢)? < 3(a® + b + ¢2) and (19a), provides the relation (19¢). O

Lemma 4 (Approximate decrease of L,z). Suppose that Assumptions PHd| are satisfied. Let
{wi, := (O, Uk, 2k, Ay i) } be the sequence generated by Algorithm l Choose the step sizes 1
and T so that 0 < n < and 0 < 1 < 5. Then, it holds that

42
iy = el = kIIAk pl|* <

Subtracting fig41 from Ag ylelds

Ak = bkl =

Ak — e — lpk(Ak — )|l =

LF+3pM2

Lop(Wit1) — Lap(Wi) < —Cl|\9k+1 — 0% — Collunsr — ug® + o (20)
o

where C 1:%(%*LF*3/)M%)>O,C2::%(%73)>O andék :2—’“+5’€

14
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Proof. Notice first that

«
Lap Ok ks 205 M, pe) = F(Ok) + e G(0) + un) = e — s 21) + 5 |21 = gH)\k — l?
1
= F(0r) + (Ar, G(Or) + ur) — %”)\k — |

- Laﬁ(ekauk>2()\kauk)7 )\k:7,uk?)7
where p = a/(1 + ), and thus
LagOkt15Ukt15 2k, Mes k) = Lap(Ort1, Ukt1, Z(Aks o), Aoy o)

Then the difference of two successive sequences of L, can be divided into two parts:
Lag(Ort1, Ukt1, Zhot1s Mot 1, ot1) — Lag Ok, Uk, 2k, Aoy o)
= [Laﬁ(0k+1, Uk+15 Rk )‘ka /Lk) - ﬁaﬁ(gka Uk, 2k, >\k7 :uk”

+ Lo Ok, Urs1, Z(Akg1s r41), Mot 1, k1) — Lap(Org1, Ukr1, Z( Ak fik), My )] -
(21)
Consider the first part (2I). Since 041 and w41 are the solutions of subproblems (9) and (10),
respectively, we have that for any § € © and for any u € U,

1
(VE(Ok), Ok+1 — 0) + (Mg, G(Ok41) — G(0)) + o (101 — OlI> — 16 — 6&]*) <0, (22)
and 1
(ViLap(Wi), urpr —u) + 5 (lupsr — ug))® = [lu — ugl|*) <0. (23)
By taking 6 = 0, in (22)), u = uy, in , and using V,,Lo5(Wi) = A, we have
1
(VF(Or), 0r+1 — Ok) + (M, G(Ok41) — G(0r)) < *%H@kﬂ — 0kl1?,
and 1
My Upg1 — ug) < —§||Uk+1 — ug|%.
By adding and subtracting the term (VF (0,), 041 — 6 ), we obtain
Lop(Or11, Ukt1, 2, Ay k) — Lo Ok, Uk, 285 Aky i)
= [F(Ok+1) + M, G(Ok41) + ug1)] = [F(O) + ( Ak, G(O0k) + ug)]
= (M, G(Ok41) — G(Ok)) + (Miy w1 — ug) + [F(Ok+1) — F(0r)]
=[(VF (), Ok+1 — Ok) + (A, G(Ok11) — G(0k))]
+ [F(Ok+1) = F(Or) = (VE(Ok), Or+1 — k)] + (Ney ub1 — ug)

1/1 1
< —|-=L 0 | C— — 2. 24
=73 (77 F) H k+1 k“ 2T||Ulc+1 ukH (24)

Next, we derive an upper bound for the second part. We start by noting that

Lo (Or41, Ukt 15 Z( Nk 15 t1)s Mot 15 kt1) — Lap(Or1, U1, Z( A, fik)s My o)
1 1
=5 (A1 = Mgy G(Ok41) + wpo1) — % (X1 = prga [P = e — ) -
Using the facts that G(0x11) + up4+1 = %(Akﬂ — pig+1) and {a,b) = 1lall® + 3|6]|* — %la — b]|?
for any a,b € R™, we have

1 1
) (Aka1 = Ay A1 — 1) = % (I = Aell? + Ak = pra 2 = lirgr = Ael?) -
Hence,

LasOr41 Ukt15 Z(Akg1s okt 1)s Mot 1 k1) — Lag(Or1, U1, Z( Ak k)5 Ais Lok

(@) 1 1

< % (30> ME|10ks1 — Okl + 3% [uns1 — urll® + 377 1Ak — pell®) + 2 (1= (1= %)?) A — pl?
= L 3020 r — 02 + 3 — u|? %Af 2 L oy = 02) I — a2
=5 (3pMEN O 11 — Okll” + 3pllursy — urll®) + 2% Ak — prel” + 2p( e — k) 1Ak — pl

(®) 1 202+ 6

<3 (BpMENOk+1 — Ok ]l* + 3pllurr — uk?) + ka’ (25)
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where (a) is from ( i and b and (b) holds by Vi | Ax — pxl® < m < 0.
Combining (24) and | ylelds the desired result:
Log(Wit1) — Lap(W)
1/1 1/1 203 + 6,
<5 (5~ 2= 3008 ) W = 0l = 5 (5 = 30) s — w22,
i 2
which completes the proof. O

C PROOFS OF MAIN RESULTS IN SECTION [l

Before presenting our main convergence results, we first derive an upper bound for the subgradient
of L,3(Wg1) in the primal variables. This subgradient, denoted by 9p L5(Wy41), is expressed in
terms of the iterates generated by Algorithm/[T}

Lemma 5 (Iterative error bound for subgradient of £, in primal variables). Suppose that Assump-
tlonslandlhold Let the sequence {wy, := (0, uk, 2, \i, i) } be generated by Algorlthml and
let {py := (Ok, uk, 2 )} be the generated primal sequences. Then, there exists constant d; > 0 with

Ghtl .= (GETE,GE+10) € OpLap(Wit1) such that

1G5l < Dp (10x+1 — Okl + llunsr — urll) + (Me + 1)d,

where
Dy = max{Lp +1/n+ p(M& + Mg) +1/n, p(Mg +1) +1/7}.

Proof. Writing down the optimality condition for the update of 01 in @), we have

0€ VF(O) +0G0rs1) " M + %(em —0k) +v, veENo(Ori1) (26)
Using the subdifferential calculus rules, we have
VF(Or11) +0G(Ok11) " Mer1 +v € 0pLop(Whi1) (27)
By defining the quantity
Gitt = VF (O 41) — VF(Or) + 0G(0r+1) T Mpg1 — ) — %(9“1 — Ok) (28)

and using and (27), we obtain that G T € 9gLos(Wii1).

Next, define the quantity
GEtY = gy — My upgr — Aesal,

which is equivalent to the projected gradient of L, in u. It is a measure of optimality for the update
of ug41 [Nesterov| (2012):

_ _ 1
VuLlap(Wii1) = U1 — argmin {<vu£aﬁ(Wk+1)7U — Upt1) + §Hv — uk+1||2}
veU

= Upy1 — Ukt1-
where we define Uy 11 := argmin, ey {(VuLas(Wii1), v — ups1) + 3llv — wpgr |2}
From the update of zj1 in (T3], we have

VoLap(Wii1) = —(Akg1 — prr1) + @zpg1 = 0.

Hence, we obtain

. St gt € 09Lap(Okr1, Wkt1, 2kt 15 Akt 15 k1)
Gp =[G where gf“ = VuLlapgOr+1, Wht1s Zht15 Mot 1, Hkt1)
0 0 =V.Lap(Okt1, Whkt1, Zht1s Nt 1, fh+1)
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We derive an upper estimate for Q’;“. A direct calculation gives

IG5 < IIVF(Ory1) = VEOR) | + (/10 = 1|l + 0GB 1) [ A1 — Akl
< (Lr 4+ 1/)|0k+1 — Okll + Ma | Ak — Al
< (Lp +1/m)|0k11 = Okll + pME||Ok 41 — Okl + pMe |1 — url| + My
< (Lr +1/n+ pME) 041 — Ok|| + pMe ||ugs1 — ugll + Moy (29)

Next, we estimate an upper bound for the component G¥*1. The first-order optimality condition
implies that

(VuLap(urt1) + (U1 — Upt1),u — Ugg1) = 0. (30)
Here, V., Lo(Wi41) is denoted by VLo s (ug11). By the definition w1 in (I0), we have

1
<Vu£aﬁ(’uk) + ;(Uk+1 —ug),u — Uk+1> >0, (31)

where V., Log(ur) = VuLas(Ok, Uk, 2k, Ak, i) for simplicity. Combining and (31), with
settings u = 1 in and u = Uy in (1), yields

1 - -
<Vu£a6(uk) — VuLag(ups1) + ;(Uk-i-l —u) — (Ukg1 — Ukt1), Ukg1 — uk+1> >0,

equivalently,

1 - .
<vu£aﬁ(uk) — VuLap(urt1) + ;(ukJrl — Up), Ukt1 — Uk+1> > g1 — ugg|*

By applying the Cauchy-Schwarz inequality and triangle inequality yields

1 - -
(mzaﬁ(uk) VL) + s - ukn) s — wsa] = [Tss — |

and

IVuLap(ur) = VuLag(urs) | < (A — M|
< pMe|Oky1 — Okl + pllursr — gl + O

Therefore,
G = kst = wesnll < pMel0kr1 = Oll + (p + 1/7) llusr — el + 0. (32)
Combining (29) and (32), we obtain
1G5 < Dp (1641 — Okll + k1 — url)) + (Me + 1),
where Dy, = max{Lp + 1/n+ p(M& + M¢) + 1/n, p(Mg + 1) + 1/7}. This inequality, along
with Q’g“ € 0Lop(Wg41), yields the desired result. O

C.1 PROOF OF THEOREM/I]
Proof. From Lemma] we have
Cp (1051 = Ol + w1 = unll®) < Lap(Wh) = Lap(Wis1) + b, (33)
where C, = max{Cy, C>}. Using Lemma 5|and the fact (a + b+ ¢)? < 3(a® + b* + ¢?), we have
1G5 I* < 3D5 (1041 — Orll® + lluwsr — urel|?) + 3(Me + 1)%37,

which, combined with (33)), yields

2

3D —~
1957112 < 2 (Lan(We) = Las(Wis1) + 31 ) +3(M +1)%67.
o
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Summing up the above inequalities over k = 0,...,7T — 1, we obtain
T—1 3D2 T-1 T-1
Z ||g]l§+1||2 < Tp (ﬁaﬁ(WO) — Lop(wr) + Z 5k> +3(Mg +1)? Z 62
k=0 p k=0 k=0
Since Y ;o 0% < +oo, we denote By = Y77, 62. Therefore,
=
O S el
k=0
3D2 3D ~T-17 _
_ Gy (Lan(Wo) ~ Lap(wr)) L k=0 Ok L 3(Mg +1)” sz
- T T T
3D2 3D2 —
T (LaB(WO) - Eaﬁ) (ﬁ +3(Me + 1)2) AR RS S
< + + £ (34)
T T T ’

where the second inequality holds by the the lower boundedness of L,z(wy), denoted by Lz, that

~ 2
is from the boundedness of generated sequences, and J;, = g—’; + %.

Note that given d;, = & - (k + 1)~! and x > 0, for sufficiently large 7', we know that

T-1

Z S ~ Kk log(kT).

k=0
Since the last term on the right-hand side (RHS) of (34) dominates the other terms and 7" grows
faster than log(T'), the RHS of decreases to 0 as T increase. Therefore, by taking the limit
T — oo, we obtain

T—1
: 1 k12 _ . log(T) a1
Tlggo T ,;O Gp " |I¥ = 0 with the rate of O T =0 T/

which proves that the ergodic primal convergence hold for Algorithm 1 in terms of the running-
average stationarity residual. O

C.2 PROOF OF THEOREM[Z]

Proof. From the p-update , notice that pix11 = o + % Zf:o ~¢(As — pt). Using the fact that
lall = ||B]| < |la + b|| for any a,b € R™, we have

i%()\t = fit)

t=0

< gl + llpoll < +o0, (35)

where the last inequality hold by the boundedness of {u} from Assumption [5] together with the
boundedness of sequence {(A\r — px) := p(G(6x) + ur)}. The convergence of the sequences {6}
and {uy} to finite values (6,), along with the definition of Ay = pux, + p(G(0)) + uy), implies that
{\, — ux} is convergent to a finite value (X — ).

We prove that {\; — ur} — 0 by contradiction. Assume that {\; — ux} does not converge 0,
meaning there exists some e # 0 such that {\, — p} — e as k — oo. Since Y ;- ) y& = 00, we
see that

D Ok — ) || = o0,

k=0

which contradicts l| This contradiction leads to the desired result that A — 7 = 0. It directly
follows the definitions of A1 and w1 that

Ozé(Xfﬁ):G@)qLﬂ and w > 0.

Hence, we have the feasibility of 0, namely, G(?) < 0. The above result, together with Theorem
implies that + >4 ' |GE*112 = O (1/T). O
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Loss DP Violation Near Stationarity
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Figure 4: Comparison of the performance of PLADA with different o on the logistic loss objective
with demographic parity (DP) constraint on Adult dataset. The results show the performance of
PLADA is not sensitive to the value of o (8 = 0.1 is fixed).
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Figure 5: Comparison of the performance of PLADA with different 3 on the logistic loss objective
with demographic parity (DP) constraint on Adult dataset. The results show that the performance of
PLADA is very slightly sensitive to the choice of 3, as it affect dual parameter defined by p =

(o = 10 is fixed).

a
14+ap

D ADDITIONAL EXPERIMENTS

D.1 HYPERPARAMETER SENSITIVITY

Although Algorithm([T]requires the selection of multiple hyperparameters (c, 3, p, 11, 7), it is straight-
forward to select appropriate values for each hyperparameter. While 7 is inevitably associated with
any algorithm, p and 7 can be directly found by the values of « and f.

In this section, we provide empirical results on the sensitivity of our algorithm to the choices of
the parameters v > 0 and 8 > 0. First, Figure E| demonstrates that the value of v does not have
significant impact on the performance of the algorithm.

Additionally, Figure [5] shows that our algorithm demonstrates only a slight sensitivity to 3, which
is more evident in the near stationarity plot. Despite this slight sensitivity in 3, our algorithm
demonstrates sufficient robustness and can still provide solutions that minimize the objective and
that remain feasible.

D.2 CONVERGENCE OF DUAL VARIABLES

This section highlights empirical results that demonstrate the convergence of the dual variables,
A and g, which further validate the results established by Theorem 2} The first row of Figure [6]
demonstrates the converging behavior of |A — u| throughout multiple datasets. It can be easily seen
from the figure, that the difference of A and y converges to zero. The second and third rows depicts
the individual convergence of A and y respectively.
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Figure 6: The values of |A — p|, A\, u of PLADA on the logistic loss objective with demographic
parity (DP) constraint. The results show the converging behavior of the dual variables and their
difference.
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Figure 7: The average performance of PLADA and Narasimhan et al.[(2020) on the ranking fairness
versus Epochs after three repetitions. MSLR-WEB10K dataset has over 1.2M data points, from
which over 470k pairs are created. PLADA achieves better constraint satisfaction with comparable
error rate against approximate methods for the stochastic setting.

D.3 HIGHLY STOCHASTIC SETTING

Another important setting to gauge the performance of our proposed algorithm is within the highly
stochastic setting. In addition to dealing with stochastic mini-batches, we extended the experiment
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to address ranking fairness. To do so, we leveraged the MSLR-WEB 10K Dataset, which has over
470k pairwise constraints to satisfy.

We benchmarked our algorithm against |[Narasimhan et al.|(2020). The results, as shown on Figure
demonstrate the effectiveness in finding more accurate classifier and the ability to better satisfy
constraints, even under a highly stochastic setting.

E EXPERIMENT DETAILS

The description of the datasets used in the experiments are presented in Table

Dataset \ n d Label Sensitive Group
Adult (a9a) 48,842 123 Income Gender
Bank 41,188 54  Subscription Age
COMPAS 6,172 16 Recidivism Race
Communities and Crime | 1,994 140 Crime Race
MSLR-WEB10K 1.2M 136  Relevance Quality Score

Table 1: Real-world fairness datasets used in experiments

Hyper-parameters of PLADA used in experiments are presented in Table[2] Note that we only used
two hyper-parameter sets for 10 different problems, while our benchmark algorithms used different
hyper-parameters for every datasets, objectives and constraints.

Problem | 7w M « B v
Modelsand 5.2 0.001 0.1 100 0.1 0.1
Neural network 5. 0.1 0.01 100 05 0.1

Table 2: Hyper-parameters of PLADA used in experiments

Finally, the intersectional groups of Section[5.3|are created with ten thresholds on three criteria: the
percentages of the Black, Hispanic and Asian populations. Among 1000 groups, 535 groups with
memberships of more than 1% of data points form 535 constraints.
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