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Abstract

Word Usage Graphs (WUGs) represent human001
judgments about semantic proximity between002
word uses as a weighted undirected graph.003
WUGs pose specific challenges to clustering al-004
gorithms such as incompleteness and noise. We005
are the first to systematically compare multi-006
ple graph clustering algorithms for WUGs and007
find that the Weighted Stochastic Block Model008
is comparable to or outperforms the current009
state-of-the-art. We further test various graph010
cleaning strategies to improve the quality of re-011
maining cluster assignments while minimizing012
data loss. With better clustering and cleaning013
methods we hope to help researchers help other014
researchers improve the quality of their WUGs015
without additional manual annotation. We pub-016
lish clustered and cleaned graphs for further017
research.018

1 Introduction019

In recent years, a new annotation paradigm for020

word senses has emerged under the name of Word021

Usage Graphs (WUGs, Schlechtweg et al., 2020,022

2021b). In this paradigm, humans provide se-023

mantic proximity judgements for pairs of word024

uses (also known as Word-in-Context annotations),025

which are then represented as a weighted graph and026

clustered with a graph clustering algorithm, as dis-027

played in Figure 1. This way, clusters representing028

word senses can be inferred from simple judgments029

about pairs of word uses, avoiding the need for030

word sense definitions. While, up to now, this ap-031

proach has been applied mainly within the field of032

Lexical Semantic Change Detection (LSCD) (e.g.033

Schlechtweg et al., 2021b; Kurtyigit et al., 2021;034

Zamora-Reina et al., 2022), it can be applied gen-035

erally in a Word Sense Induction (WSI) setting036

(Aksenova et al., 2022) or for Word Sense Dis-037

ambiguation (WSD) when combined with a sense038

labelling procedure for word sense clusters (cf. Giu-039

lianelli et al., 2023; Kutuzov et al., 2024).040

Being a rather recently developed annotation 041

approach, the WUG paradigm brings many open 042

questions. In this paper, we approach two impor- 043

tant problems: (i) WUGs are undirected graphs 044

with ordinal edge weights. They are often sparsely 045

observed (annotated), contain considerable annota- 046

tion noise and disagreements and have subgraphs 047

annotated by different annotators. Node clustering 048

under these conditions is challenging as e.g. many 049

standard clustering algorithms such as Agglomera- 050

tive Clustering (Ward Jr, 1963) need a complete ad- 051

jacency matrix not provided by incomplete WUGs. 052

The current state-of-the-art approach is Correla- 053

tion Clustering (Bansal et al., 2004) as first applied 054

to this problem by Schlechtweg et al. (2020), but 055

mainly for lack of a systematic comparison. We 056

thus test multiple graph clustering algorithms on a 057

WUG dataset that provides an independent word 058

sense annotation for evaluation. (ii) As a result 059

of the above-described challenges, clusterings ob- 060

tained on WUGs often show considerable error. 061

Researchers may want to clean out unreliable clus- 062

ter assignments before using them as ground truth 063

for model evaluation (e.g. Schlechtweg et al., 2020; 064

Aksenova et al., 2022; Zamora-Reina et al., 2022) 065

or further modelling (Giulianelli et al., 2023; Kutu- 066

zov et al., 2024). Hence, we test several post hoc 067

cleaning strategies and evaluate the results in terms 068

of lost data and correspondence to the independent 069

word sense annotation. 070

Our contributions can be summarized as follows: 071

• We are the first to systematically evaluate 072

graph clustering algorithms on manually an- 073

notated WUGs. 074

• We considerably improve the clustering per- 075

formance over the previous state-of-the-art. 076

• We are the first to empirically validate the 077

clustering model proposed in Peixoto (2017) 078

and slightly adjusted in Schlechtweg et al. 079

(2021a). 080
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DWUG DE DWUG DE Sense

n 50 24
N/V/A 34/14/2 16/7/1
|U| ≤100+≤100 25+25
AN 8 3
|J| 1.7 2.9

KRI .67 .87
STYLE use-use use-sense

Table 1: Statistics for the latest version (2.3.0) of
DWUG DE and the new DWUG DE Sense dataset.
n = no. of target words, N/V/A = no. of
nouns/verbs/adjectives, |U| = no. uses per word (t1+t2),
AN = no. of annotators, |J| = avg. no. judgments per
annotation instance, KRI = Krippendorff’s α, STYLE =
annotation style.

• We are the first to formulate and systemati-081

cally evaluate cleaning procedures for WUGs,082

which will be crucial for further research083

building on this type of data.084

• We publish improved clusterings and cleaned085

graphs for further research.1086

2 Related Work087

There are a number of recent WUG datasets for088

multiple languages (Schlechtweg et al., 2021b; Kur-089

tyigit et al., 2021; Baldissin et al., 2022; Zamora-090

Reina et al., 2022; Kutuzov et al., 2022; Aksenova091

et al., 2022; Chen et al., 2023). Most of them are092

diachronic, meaning that the underlying word uses093

were sampled from different time periods. A few094

studies investigate the clustering and/or edge sam-095

pling procedures (Schlechtweg et al., 2021a; Tunc,096

2021; Kotchourko, 2021). See also Schlechtweg097

(2023, pp. 54–67) for an in-depth analysis of clus-098

ter errors, and robustness of clusterings and seman-099

tic change scores derived from them. However,100

studies on clustering WUGs either do not evaluate101

the quality of obtained clusters against a realistic102

(i.e., empirically observed) gold standard or do103

not compare their models against others. Hence,104

we currently do not know which clustering algo-105

rithm should be preferred on WUGs in practice.106

Moreover, there are no previous results on cleaning107

WUGs. More recent work uses WUG clusters as108

a data source for generation of sense glosses (Giu-109

lianelli et al., 2023; Kutuzov et al., 2024) or for110

edge induction (Noble et al., 2024).111

1Link will be put for publication version.

3 Datasets 112

For our experiments, we use the DWUG DE dataset 113

(Schlechtweg et al., 2021b) and the DWUG DE 114

Sense dataset (Schlechtweg, 2023, pp. 57–58) de- 115

rived from it. Table 1 provides basic statistics for 116

both of them. 117

3.1 DWUG DE 118

DWUG DE contains pairs of German word uses 119

from two time periods annotated with judgements 120

about relatedness of word meanings in those pairs 121

collected from multiple annotators. For each target 122

word, authors sampled pairs of uses such as (1) 123

and (2) from two historical corpora (1800–1899, 124

1946–1990) and asked annotators to rate them on 125

a ordinal relatedness scale from 1 (unrelated) to 4 126

(identical), as detailed in Table 3 in Appendix A. 127

(1) Im Ohrwurm ist der obere Magenmund 128

inwendig mit einigen Zähnen in zwey Reihen 129

besetzt. 130

‘In the earworm the upper stomach mouth is 131

occupied inside with some teeth in two rows.’ 132

(2) Werden die Lieder Ohrwürmer, klingelt 133

auch die Kinokasse. 134

‘If the songs become catchy tunes, the cinema 135

cash register also rings.’ 136

The annotated pairs were represented as a weighted 137

graph with the median of annotator judgments as 138

edge weights and clustered with Correlation Clus- 139

tering. All uses sharing a cluster were then inter- 140

preted as having the same sense and the semantic 141

change for each word was measured based on these 142

clusterings. We use version 2.3.0 for our experi- 143

ments.2 144

3.1.1 DWUG DE Sense 145

Schlechtweg (2023) randomly chose 24 target 146

words (out of 50) from the DWUG DE dataset, 147

randomly sampled uses for each target word (25 148

per time period from at most 100 in the original 149

dataset) and asked three annotators to label each 150

use with a sense definition from a predefined in- 151

ventory best describing meaning of the target word 152

in this use. The data is then cleaned and aggre- 153

gated. For our experiments, we use the "maj3" 154

aggregation, meaning that all uses were identically 155

annotated by all three annotators leaving 826 uses 156

of 24 target words for evaluation. We use version 157

2https://zenodo.org/records/7441645.
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Figure 1: WUGs from different datasets (Schlechtweg et al., 2021b; Kurtyigit et al., 2021): English plane (left),
Swedish färg (middle) and German anpflanzen (right). Noisy nodes and isolates were removed.

1.0.0 for our experiments.3 DWUG DE Sense is a158

subset of DWUG DE in terms of target words and159

uses. However, it provides word sense annotations160

following the more established use-sense approach161

widely used in WSD (e.g. Langone et al., 2004;162

Hovy et al., 2006). It was cleaned on the use level.163

Hence, it can serve as a reliable gold standard to164

evaluate clusterings on the DWUG DE graphs.165

4 Tasks166

A WUG G = (U,E,W) is a weighted, undirected167

graph, where nodes u ∈ U represent word uses and168

weights w ∈ W represent the human-annotated169

semantic proximity of a pair of uses (an edge)170

(u1, u2) ∈ E (McCarthy et al., 2016; Schlechtweg171

et al., 2020). We approach two tasks: Given an172

incomplete and noisy WUG,173

1. cluster the G based on the edge weights such174

that uses with the same sense are in the same175

cluster,176

2. remove nodes from the G which were clus-177

tered incorrectly while removing as few nodes178

as possible.179

Note that the first task is basically WSI under spe-180

cific conditions. Our main quality metrics are the181

Rand Index and the Adjusted Rand Index (RI and182

ARI, Hubert and Arabie, 1985) against gold clus-183

ters, and for the second task we additionally report184

the amount of nodes, senses, clusters and whole185

lemmas removed.186

5 Models187

In this section, we describe models solving two188

tasks described above, i.e., clustering and cleaning189

models.190

3https://zenodo.org/records/8197553.

5.1 Graph preprocessing 191

First, note that the pre-processing techniques de- 192

scribed below are not tested with WSBM as it shifts 193

edge weights from discrete to dense values requir- 194

ing dense distribution estimation during model fit- 195

ting, which we found to suffer from a bug in graph- 196

tool version 2.58 installed with Anaconda. 197

We define two graph preprocessing parameters: 198

• t: threshold for shifting all edge weights and 199

• dwn: downscales the influence of annotation 200

noise. 201

We shift each edge weight w = W (e), e ∈ E to 202

w′ = w − t where t is the threshold parameter. 203

For both, CW and CC, this parameter decreases 204

the influence of edge weights that are close to the 205

threshold on cluster comparison scores during clus- 206

tering (the sum of edge weights for Chinese Whis- 207

pers and the cluster loss for Correlation Clustering). 208

We test the values t ∈ {0.0, 1.8, 1.9. . .3.2} where 209

the the value 0.0 corresponds to the original edge 210

weights. 211

In their manual analysis, Schlechtweg (2023, p. 212

60) observed disagreements stemming from am- 213

biguity of some word uses to be the major factor 214

determining clustering errors. Hence, we intro- 215

duce the dwn parameter scaling each shifted edge 216

weight w′(e) := w′(e)(1− σ) where σ is the stan- 217

dard deviation of all judgements on edge e. This 218

lowers the absolute values of questionable edge 219

weights, which should decrease their influence on 220

the clustering with Chinese Whispers and Correla- 221

tion Clustering. We test models with and without 222

downscaling. 223

5.2 Clustering 224

For model choice, we rely on the results from previ- 225

ous studies (Schlechtweg et al., 2021a; Tunc, 2021; 226

Kotchourko, 2021). Below, we assume that cluster- 227
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ing algorithms operate on the preprocessed graphs228

from Section 5.1.229

Chinese Whispers Chinese Whispers (CW) is230

an efficient, randomized clustering algorithm with231

a time complexity linear with respect to the number232

of edges (Biemann, 2006). The algorithm first as-233

signs all nodes to different clusters. Then the nodes234

are processed in randomized order for a small num-235

ber of iterations (we set this hyperparameter to 20)236

and are assigned to the strongest cluster in the local237

neighborhood, i.e., the cluster whose sum of edge238

weights to the current node is maximal, i.e., given239

the currently processed node u and N(u) being240

the set of all neighbouring nodes, u’s new cluster241

assignment will be given by242

C(u) := argmax
c

∑
n∈(c ∩ N(u))

weight((u, n))243

where weight is a hyperparameter, which takes244

three different values:245

1. lin: This calculates the weight of an edge246

between two nodes in a graph using lin-247

ear weighting, which is the edge weight di-248

vided by the degree of the destination node:249

weight((u, n)) =W (u, n)/d(n).250
2. log: This computes the weight of an edge251

between two nodes in a graph using loga-252

rithm weighting, which is the edge weight253

divided by the logarithm of the degree of254

the destination node (shifted by one to255

avoid zero division): weight((u, n)) =256

W (u, n)/log2(d(n) + 1).257
3. top: This keeps edge weight as is:258

weight((u, n)) =W (u, n).259

We use the implementation provided by Ustalov260

et al. (2019).4261

Correlation Clustering We use a variation of262

Correlation Clustering (CC) (Bansal et al., 2004),263

a graph clustering technique which minimizes the264

sum of cluster disagreements, i.e., the sum of neg-265

ative edge weights within a cluster and the pos-266

itive edge weights across clusters (Schlechtweg267

et al., 2020). CC has been used extensively in268

the LSCD context to cluster human annotations269

(Schlechtweg et al., 2021b; Kurtyigit et al., 2021;270

Kutuzov et al., 2022; Baldissin et al., 2022; Ak-271

senova et al., 2022; Zamora-Reina et al., 2022;272

Chen et al., 2023). Those edges e with a weight273

4https://github.com/nlpub/chinese-whispers

W (e) ≥ 0 are referred to as positive edges PE 274

while edges with weights W (e) < 0 are called 275

negative edges NE . Let further C : U 7→ L be 276

some clustering on U , ϕE,C be the set of positive 277

(high) edges across any of the clusters in clustering 278

C and ψE,C the set of negative (low) edges within 279

any of the clusters. The algorithm then searches for 280

a clustering C that minimizes the sum of weighted 281

cluster disagreements: 282

SWD(C) =
∑

e∈ϕE,C

W (e) +
∑

e∈ψE,C

|W (e)| . 283

That is, the sum of positive edge weights be- 284

tween clusters and (absolute) negative edge weights 285

within clusters is minimized. Minimizing SWD is 286

a discrete optimization problem which is NP-hard 287

(Bansal et al., 2004). We use the implementation of 288

Schlechtweg et al. (2021b).5 The implementation 289

approximates the global optimum with Simulated 290

Annealing (Pincus, 1970), a standard discrete opti- 291

mization algorithm. In order to reduce the search 292

space, the implementation iterates over different 293

values for the maximum number of clusters. It also 294

iterates over randomly as well as heuristically cho- 295

sen initial clustering states. The implementation 296

has the following hyperparameters: 297

• tCC: a threshold for shifting and splitting edge 298

weights into positive and negative. 299

• maxclusters: the maximum number of clusters 300

allowed in the search space, 301

• maxatm and maxiter: the maximum attempts 302

and maximum iterations for simulated anneal- 303

ing and 304

• rep: the number of repetitions of the cluster- 305

ing. 306

tCC has an equivalent effect as the threshold pa- 307

rameter described above. Hence, it will not be 308

varied. maxclusters is set to 20 based on the as- 309

sumption that most words have less than 20 senses. 310

We set maxatm and maxiter to 2000 and 50000 re- 311

spectively, and rep to 5. These have shown near 312

to optimal performance on DWUG DE in Tunc 313

(2021). 314

Weighted Stochastic Block Model We use a 315

Bayesian formulation of the Weighted Stochastic 316

Block Model (WSBM), a generative model for ran- 317

dom graphs popular in biology, physics and so- 318

cial sciences (Aicher et al., 2014; Peixoto, 2017). 319

5https://github.com/Garrafao/WUGs
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The model has been first applied on WUGs by320

Schlechtweg et al. (2021a) and subsequently by321

Kotchourko (2021) and Noble et al. (2024). The322

basic assumption of the WSBM is that nodes be-323

long to latent blocks (clusters), and that nodes in324

the same block are stochastically equivalent (i.e.,325

they have edges drawn from the same distribution).326

Fitting the model is equivalent to determining the327

optimal latent block structure providing a cluster-328

ing of word uses.329

The inference of the latent block structure is330

driven by both edge existence and edge weights.331

This is achieved by treating edge weights as co-332

variates that are sampled from some distribution333

(e.g. binomial) conditioned on the vertex partition334

(Peixoto, 2014a), i.e.,335

P (A, x|θ, γ, b) = P (x|A, γ, b)P (A|θ, b)336

with the covariates being sampled only on existing337

edges, and where γrs is a set of parameters that338

govern the sampling of the weights between groups339

r and s. The posterior partition distribution is then340

P (b|A, x) = P (x|A, b)P (A|b)P (b)
P (A, x)

,341

omitting the parameters θ, γ as in the non-342

parametric WSBM through the use of marginal343

likelihoods (Peixoto, 2017). In our experiments we344

use the non-parametric, micro-canonical implemen-345

tation of the WSBM which avoids explicitly encod-346

ing distribution parameters for edge weights by re-347

placing them with hard quantities (Peixoto, 2014c).348

The non-parametric model avoids over-fitting, and349

micro-canonical distributions are easier to compute350

while approaching their canonical counterparts351

asymptotically (Peixoto, 2017). Finding the maxi-352

mum of the posterior distribution of the WSBM is353

NP-hard (Peixoto, 2015). Hence, we infer the opti-354

mal partitioning of vertices P (b|x) asymptotically355

with multilevel agglomerative Markov chain Monte356

Carlo (MCMC) Peixoto (2014b). All experiments357

were done with Peixoto (2017)’s implementation.6358

We keep all hyperparameters (e.g. the temperature359

parameter for MCMC, β) at their default values,360

except for the following ones:361

• dist: the distribution fitted to the observed362

edge weights within and between blocks (clus-363

ters),364
• mrg: whether to marginalize out edge proba-365

bilities,366

6https://graph-tool.skewed.de/

• dgr: whether to use the degree-corrected 367

model version, 368
• Bmax: the maximum number of clusters to con- 369

sider during search and 370
• niter: the number of sweeps performed in 371

multilevel agglomerative acceptance-rejection 372

MCMC search. 373

We test all discrete distributions available in the 374

implementation: poisson, binomial, and geometric. 375

We test the model with and without marginalizing 376

out edge probabilities (Schlechtweg et al., 2021a), 377

with and without degree-correction (Karrer and 378

Newman, 2011). Bmax and niter are set to 30 and 379

100 respectively. These choices for manipulation 380

are driven by Schlechtweg et al. (2021a)’s findings 381

and examples in Peixoto (2014a). 382

5.3 Postprocessing 383

We define the following cluster postprocessing pa- 384

rameters: 385

• tclps: threshold for collapsing clusters. 386

We apply a cluster postprocessing step merging 387

clusters with the average between-cluster edge 388

weights above tclps. This parameter follows the 389

idea that nodes from two different clusters should 390

really correspond to two different senses, thus, the 391

between-cluster edges should have judgments from 392

the lower end of the annotation scale. Hence, clus- 393

ter with high judgments on the between-cluster 394

edges likely correspond to the same sense and 395

should be merged. 396

5.4 Cleaning 397

There are no previous studies on cleaning strategies 398

for WUGs. Hence, we derive a number of postpro- 399

cessing (cleaning) heuristics based on the insights 400

obtained from a manual analysis of clustering er- 401

rors (Schlechtweg, 2023, pp. 59–61): 402

• tstdnode: remove nodes with average standard 403

deviation on its edges above the threshold, 404
• tdgrnode: remove nodes with degree (number 405

of edges) below the threshold, 406
• tsizecluster: remove clusters with a size below 407

the threshold, 408
• tcntcluster: remove poorly connected clus- 409

ters. We calculate the percentage of annotated 410

edges for each cluster pair and then average 411

these percentages per cluster. We then remove 412

clusters with an average connectedness below 413

the threshold. 414
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These strategies are motivated by the hypothesis415

that clustering errors mainly stem from noise in416

the graph (e.g. through ambiguity), edge sparsity417

or their combination. We test the effect of each of418

the hyperparameters individually, reducing the size419

of the grid. We also test the effect of the above-420

described cluster postprocessing parameter tclps421

in more detail as part of the cleaning experiments,422

which was not feasible above given the large hy-423

perparameter grid in the clustering experiments.424

For each cleaning run, we first remove nodes and425

edges with a high number of 0-judgments before426

applying the cleaning strategy. We further remove427

all isolates.For each threshold hyperparameter, we428

calculate the grid by first gathering all observed429

values of the underlying variable (e.g. all degrees430

of nodes for tdgrnode) over all graphs in DWUG431

DE with published opt clusterings. We then divide432

these scores in 50 percentiles and select all unique433

percentiles for the respective hyperparameter grid.434

This way we avoid testing many values having little435

effect on the graphs.436

6 Experiments437

We now apply the clustering and cleaning mod-438

els described above to the annotated graphs from439

DWUG DE varying their hyperparameters. Cluster440

quality is measured as correspondence to DWUG441

DE Sense clusters with the Adjusted Rand Index442

(ARI, Hubert and Arabie, 1985).443

6.1 Clustering444

Evaluation Setup. To compare different meth-445

ods, we need some labelled data to select optimal446

hyperparameters for each of them, and also sep-447

arate labelled data to calculate the unbiased esti-448

mates of clustering quality. Since we have only 24449

words in our dataset, we decided to employ leave-450

one-out cross-validation. Specifically, following451

the idea proposed in (Cawley and Talbot, 2010)452

when calculating ARI of a method for a particular453

test word, we first select the hyperparameters that454

maximise the average ARI on all other words, then455

calculate ARI for the test word. This helps avoid456

over-fitting during hyperparameter selection and457

obtain unbiased estimates of ARI for each method458

on each test word.459

This evaluation setup helps to get unbiased esti-460

mates of the quality of a whole pipeline consisting461

of a particular clustering method, pre- and post-462

processing steps, and also the hyperparameter se-463

lection approach. However, it potentially select 464

entirely different hyperparameter configurations 465

for each fold. Table 2 shows the number of folds 466

each configuration was selected for. Evidently, for 467

each clustering method there exists a winning con- 468

figuration selected for 70-80% of folds. This con- 469

figuration can be recommended as the default one 470

when running our pipelines on new data. 471

Result Overview. The cross-validated ARI for 472

each clustering method is reported in Table 2. 473

WSBM outperforms two other methods, and CW 474

demonstrates poor performance. Additionally, Ap- 475

pendix B compares these methods on each word 476

individually. 477

Since the test set contains 24 words only, it is 478

important to check for statistical significance of the 479

differences between performance of our clustering 480

methods. We set the confidence level of 5% and em- 481

ploy the Wilcoxon signed-rank test with one-sided 482

alternative and Pratt method (Pratt, 1959) to ac- 483

count for zero differences.The differences between 484

WSBM and CW, and also between CC and CW 485

are statistically significant, while the difference 486

between WSBM and CC is not. We can reliably 487

conclude that CW is worse than two other meth- 488

ods. The size of the test set does not allow to draw 489

reliable conclusions regarding the comparison of 490

WSBM and CC though. 491

Previous Models. Another way to select hyper- 492

parameter configurations for testing is by previous 493

results or theoretical argument. This way, we select 494

two model configurations to compare: (i) The 495

WSBM+tclps=False+dist=binomial+mrg=True 496

+dgr=False and (ii) CC+t=2.5+dwn=False 497

+tclps=False. The first is suggested by the 498

rather superficial evaluation of Schlechtweg 499

et al. (2021a) and has a theoretical motivation 500

as statistically sound model (Peixoto, 2017). 501

The second model has a theoretical motivation 502

based on the interpretation of the annotation scale 503

(Schlechtweg et al., 2020) and was used to create 504

the published clusterings for most WUG datasets 505

(e.g. Schlechtweg et al., 2021b; Kurtyigit et al., 506

2021; Chen et al., 2023). We now test whether 507

their performances are significantly different: The 508

two models have an average ARI of .81 and .75 509

respectively. The Wilcoxon test shows that the 510

difference is not statistically significant though.7 511

7However, p-value is 0.0516, which is only a bit higher
than our critical value of 0.05.
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method ARI t dwn tclps dist mrg dgr weight #folds

WSBM .76
- - False binomial True True - 20
- - 2.4 binomial True False - 2
- - False binomial True False - 1
- - 2.3 binomial True True - 1

CC .72

2.5 True 2.3 - - - - 18
2.4 True 2.4 - - - - 2
2.5 True 2.4 - - - - 1
2.6 False 2.3 - - - - 1
2.9 True 2.3 - - - - 1
2.6 True 2.3 - - - - 1

CW .55

3.0 True 2.4 - - - top 17
2.0 True 2.4 - - - top 2
2.8 False 2.4 - - - top 2
2.2 True 2.3 - - - top 1
2.2 True 2.4 - - - top 1
2.9 True 2.3 - - - top 1

Table 2: The configurations of hyperparameters selected for each method in at least one CV fold. The configuration
selected for the majority of folds is in bold. “-” marks non-applicable parameters for the respective method.

Shifting and collapsing thresholds. CC and CW512

profit from post-clustering collapsing of clusters513

with tclps=2.3/2.4. For CC, the shifting thresh-514

old t=2.5 seems optimal, however with additional515

post-collapsing at 2.3. For CW, a higher shifting516

thresholds of t=3.0 seems optimal, with additional517

collapsing at 2.4. Collapsing has no pronounced518

effect for the WSBM.519

Ambiguity downscaling. Table 2 indicates that520

dwn=True has a positive effect on CC and CW as521

it is part of most optimal configurations. For CC,522

dwn=True for 23/24 folds while for CW this is true523

for 22/24 folds.524

Edge marginalization, degree correction and dis-525

tribution for WSBM. The performance differ-526

ence for WSBM+tclps=False+dist=binomial with527

and without edge marginalization (mrg=False/True)528

is .175/.176 vs. .813/.815 (dgr=False/True), the529

difference is statistically significant and also quite530

large. This trend is opposite for other distribu-531

tions (poisson, geometric), but the performance of532

these models is always lower than 0.34. This con-533

firms the observations of Schlechtweg et al., but534

leaves an open question why the trend is inconsis-535

tent across distributions. Furthermore, 21/24 folds536

have dgr=True suggesting that degree-correction537

has a positive effect. The binomial distribution is538

part of the selected model on all folds confirming539

previous results by Schlechtweg et al. (2021a).540

Weight parameter for CW. The weight param-541

eter is weight=top across all selected models sug-542

gesting that degree weighting has no positive effect543

for CW.544

6.2 Cleaning 545

As indicated above, cleaning experiments were 546

only performed for the published DWUG DE opt 547

clusterings, which were obtained with CC at a 548

threshold of 2.5 after removing nodes with a high 549

number of 0-judgments and any nan edges and iso- 550

lates, without further preprocessing or postprocess- 551

ing. This choice is driven by the fact that this clus- 552

tering approach is widely used for other datasets 553

and thus our results can more easily be assumed to 554

generalize to these datasets. 555

Evaluation Setup. To compare different clean- 556

ing methods we have to compare the trade-offs they 557

offer between the amount of information removed 558

from a graph and the clustering quality of the re- 559

maining part of this graph, next we explain how we 560

quantify these trade-offs. Better cleaning methods 561

result in higher quality for the same proportion of 562

removed uses. In addition, it is important to con- 563

sider the number of senses that have all of their 564

uses removed after cleaning because, generally, we 565

would prefer a method that preserves all or almost 566

all word senses even if it removes more uses e.g. 567

due to heavier filtering of uses of the most frequent 568

senses. 569

As a measure of change in the number of uses
we employ the relative change averaged across all
target words:

∆nuses

nuses
=

1

N

N∑
i=1

nuses′i − nusesi
nusesi

where nusesi and nuses′i are the number of uses 570

of the i-th target word before and after cleaning, 571
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Figure 2: Comparison of cleaning methods. Relative
changes are plotted, arrows show if we prefer higher
or lower values. For the random baseline we show the
mean and the 95% CI for the mean based on 100 runs
for each X value.

N is the number of target words. Similarly, the572

relative change in the number of senses or clusters573

is calculated first for each target word, and then574

averaged across all target words. If all uses of a575

particular target word are filtered, out we naturally576

define the number of uses, senses and clusters for577

this word as 0.578

As the main measure of change in the cluster-
ing quality we rely on the relative change of the
complement of ARI, Appendix C explains why this
metric is selected. First, we calculate the relative
change for each word:

∆(1− arii)

(1− arii)
=

(1− ari′i)− (1− arii)

1− arii

where arii and ari′i measure the quality of the orig-579

inal clustering of all uses and clustering of uses that580

survived after cleaning. For a target word with no581

uses, the quality of clustering cannot be naturally 582

defined. Thus, the metrics of clustering quality are 583

averaged only across those words that have some 584

uses survived after filtering. In Appendix D we 585

compare the results using both the original clus- 586

tering metrics ARI and RI, and also their comple- 587

ments, all of them are calculated the same way. 588

Result Overview. Figure 2 compares the clean- 589

ing methods including a random baseline, which 590

randomly removes the given proportion of nodes. 591

The first plot shows the relative change of the com- 592

plement of ARI averaged across those target words 593

that have at least one use after cleaning, the values 594

below 0 mean an increase of clustering quality af- 595

ter cleaning. The second plot shows the average 596

relative change of the number of senses for all tar- 597

get words, the higher values meaning more senses 598

survived are preferable. 599

The only method that consistently improves 600

the clustering quality while preserving almost all 601

senses is dgrnode. It also leaves more senses com- 602

pared to all other methods when the same propor- 603

tion of uses is removed.The best clustering quality 604

is obtained when roughly half of the uses are re- 605

moved. Despite the proportion of removed uses is 606

large in this case, very few senses are fully filtered 607

out making this filtering configuration practically 608

useful. Sizecluster gives a comparable improve- 609

ment with much fewer uses removed, but at the 610

same time with much more senses fully lost due to 611

removing whole clusters. Stdnode is competitive 612

when we allow removing only 5-10% of nodes, but 613

cannot give the same improvement as dgrnode un- 614

less 70-80% of nodes are filtered out and 30-40% of 615

senses are lost which seems hardly acceptable for 616

practical use. Finally, cntcluster results in a large 617

loss of senses and no improvement in clustering 618

quality. 619

7 Conclusion 620

We systematically evaluated graph clustering al- 621

gorithms and cleaning strategies on manually an- 622

notated WUGs. We were able to show that the 623

Weighted Stochastic Block Model outperforms the 624

previous state-of-the-art model, Correlation Clus- 625

tering. However, the difference was not statistically 626

significant. Further, we identified the removal of 627

nodes by their degree as effective cleaning strategy. 628

We publish the improved clusterings and cleaned 629

graphs for further research. 630
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8 Limitations631

The main limitation of our work is the size of the632

gold dataset containing only 24 words. This is633

due to the scarcity of data annotated both with the634

WUG and the traditional approach. Further, the635

DWUG DE WUGs have been annotated with a636

special annotation approach in rounds involving637

many edge sampling heuristics. We do not know638

whether our results generalize to WUGs annotated639

in a different way, e.g. with random sampling of640

edges.641

Some interesting experiments are missing in our642

work: We did not test the dense version of the643

WSBM. We also only tested the cleaning strategies644

on the published clusterings and did not test com-645

binations of cleaning strategies. We only applied646

cleaning as a post-processing step, but it could be647

applied as a pre-processing before clustering.648

Our work relies on the assumptions that semantic649

proximity judgments between pairs of uses reflect650

the structure of traditional sense definition judg-651

ments as we use the former to reproduce the latter652

through clustering. This assumption sometimes653

does not hold, also because annotators may dis-654

agree in the interpretation of the word uses.655

References656

Christopher Aicher, Abigail Z. Jacobs, and Aaron657
Clauset. 2014. Learning latent block structure in658
weighted networks. Journal of Complex Networks,659
3(2):221—-248.660

Anna Aksenova, Ekaterina Gavrishina, Elisei Rykov,661
and Andrey Kutuzov. 2022. RuDSI: Graph-based662
word sense induction dataset for Russian. In Pro-663
ceedings of TextGraphs-16: Graph-based Methods664
for Natural Language Processing, pages 77–88,665
Gyeongju, Republic of Korea. Association for Com-666
putational Linguistics.667

Gioia Baldissin, Dominik Schlechtweg, and Sabine668
Schulte im Walde. 2022. DiaWUG: A Dataset for669
Diatopic Lexical Semantic Variation in Spanish. In670
Proceedings of the 13th Language Resources and671
Evaluation Conference, Marseille, France. European672
Language Resources Association.673

Nikhil Bansal, Avrim Blum, and Shuchi Chawla. 2004.674
Correlation clustering. Machine Learning, 56(1-675
3):89–113.676

Chris Biemann. 2006. Chinese whispers: An efficient677
graph clustering algorithm and its application to nat-678
ural language processing problems. In Proceedings679
of the First Workshop on Graph Based Methods for680
Natural Language Processing, TextGraphs-1, page681

73–80, USA. Association for Computational Linguis- 682
tics. 683

Gavin C. Cawley and Nicola L.C. Talbot. 2010. On over- 684
fitting in model selection and subsequent selection 685
bias in performance evaluation. J. Mach. Learn. Res., 686
11:2079–2107. 687

Jing Chen, Emmanuele Chersoni, Dominik 688
Schlechtweg, Jelena Prokic, and Chu-Ren Huang. 689
2023. ChiWUG: A graph-based evaluation dataset 690
for Chinese lexical semantic change detection. In 691
Proceedings of the 4th International Workshop on 692
Computational Approaches to Historical Language 693
Change, Singapore. Association for Computational 694
Linguistics. 695

Mario Giulianelli, Iris Luden, Raquel Fernandez, and 696
Andrey Kutuzov. 2023. Interpretable word sense 697
representations via definition generation: The case 698
of semantic change analysis. In Proceedings of the 699
61st Annual Meeting of the Association for Compu- 700
tational Linguistics (Volume 1: Long Papers), pages 701
3130–3148, Toronto, Canada. Association for Com- 702
putational Linguistics. 703

Eduard Hovy, Mitchell Marcus, Martha Palmer, Lance 704
Ramshaw, and Ralph Weischedel. 2006. Ontonotes: 705
The 90% solution. In Proceedings of the Human Lan- 706
guage Technology Conference of the NAACL, Com- 707
panion Volume: Short Papers, NAACL-Short ’06, 708
pages 57—-60, USA. Association for Computational 709
Linguistics. 710

Lawrence Hubert and Phipps Arabie. 1985. Comparing 711
partitions. Journal of Classification, 2:193–218. 712

Brian Karrer and M. E. J. Newman. 2011. Stochastic 713
blockmodels and community structure in networks. 714
Physical Review E, 83:016107. 715

Serge Kotchourko. 2021. Optimizing human annotation 716
of word usage graphs in a realistic simulation envi- 717
ronment. Bachelor thesis, University of Stuttgart. 718

Sinan Kurtyigit, Maike Park, Dominik Schlechtweg, 719
Jonas Kuhn, and Sabine Schulte im Walde. 2021. 720
Lexical Semantic Change Discovery. In Proceedings 721
of the 59th Annual Meeting of the Association for 722
Computational Linguistics and the 11th International 723
Joint Conference on Natural Language Processing 724
(Volume 1: Long Papers), Online. Association for 725
Computational Linguistics. 726

Andrey Kutuzov, Mariia Fedorova, Dominik 727
Schlechtweg, and Nikolay Arefyev. 2024. En- 728
riching word usage graphs with cluster definitions. 729
In Proceedings of the 2024 Joint International 730
Conference on Computational Linguistics, Language 731
Resources and Evaluation (LREC-COLING 2024), 732
pages 6189–6198, Torino, Italia. ELRA and ICCL. 733

Andrey Kutuzov, Samia Touileb, Petter Mæhlum, Tita 734
Enstad, and Alexandra Wittemann. 2022. Nor- 735
DiaChange: Diachronic semantic change dataset for 736

9

https://doi.org/10.1093/comnet/cnu026
https://doi.org/10.1093/comnet/cnu026
https://doi.org/10.1093/comnet/cnu026
https://aclanthology.org/2022.textgraphs-1.9
https://aclanthology.org/2022.textgraphs-1.9
https://aclanthology.org/2022.textgraphs-1.9
https://aclanthology.org/2022.lrec-1.278/
https://aclanthology.org/2022.lrec-1.278/
https://aclanthology.org/2022.lrec-1.278/
https://doi.org/10.1023/B:MACH.0000033116.57574.95
https://aclanthology.org/2023.lchange-1.10/
https://aclanthology.org/2023.lchange-1.10/
https://aclanthology.org/2023.lchange-1.10/
https://doi.org/10.18653/v1/2023.acl-long.176
https://doi.org/10.18653/v1/2023.acl-long.176
https://doi.org/10.18653/v1/2023.acl-long.176
https://doi.org/10.18653/v1/2023.acl-long.176
https://doi.org/10.18653/v1/2023.acl-long.176
https://doi.org/10.1103/PhysRevE.83.016107
https://doi.org/10.1103/PhysRevE.83.016107
https://doi.org/10.1103/PhysRevE.83.016107
http://dx.doi.org/10.18419/opus-11848
http://dx.doi.org/10.18419/opus-11848
http://dx.doi.org/10.18419/opus-11848
http://dx.doi.org/10.18419/opus-11848
http://dx.doi.org/10.18419/opus-11848
https://aclanthology.org/2021.acl-long.543/
https://aclanthology.org/2024.lrec-main.546
https://aclanthology.org/2024.lrec-main.546
https://aclanthology.org/2024.lrec-main.546
https://aclanthology.org/2022.lrec-1.274
https://aclanthology.org/2022.lrec-1.274
https://aclanthology.org/2022.lrec-1.274
https://aclanthology.org/2022.lrec-1.274


Norwegian. In Proceedings of the Thirteenth Lan-737
guage Resources and Evaluation Conference, pages738
2563–2572, Marseille, France. European Language739
Resources Association.740

Helen Langone, Benjamin R. Haskell, and George A.741
Miller. 2004. Annotating wordnet. In Proceedings742
of the Workshop Frontiers in Corpus Annotation at743
HLT-NAACL, Boston, MA, USA.744

Diana McCarthy, Marianna Apidianaki, and Katrin Erk.745
2016. Word sense clustering and clusterability. Com-746
putational Linguistics, 42(2):245–275.747

Bill Noble, Francesco Periti, and Nina Tahmasebi. 2024.748
Improving word usage graphs with edge induction.749
In Proceedings of the 5th Workshop on Computa-750
tional Approaches to Historical Language Change,751
pages 92–107, Bangkok, Thailand. Association for752
Computational Linguistics.753

Tiago P. Peixoto. 2014a. Documentation of the graph-754
tool python library. (last checked july 17, 2020).755

Tiago P. Peixoto. 2014b. Efficient monte carlo and756
greedy heuristic for the inference of stochastic block757
models. Physical Review E, 89(1).758

Tiago P. Peixoto. 2014c. The graph-tool python library.759
figshare.760

Tiago P. Peixoto. 2015. Model selection and hypothesis761
testing for large-scale network models with overlap-762
ping groups. Physical Review X, 5:011033.763

Tiago P. Peixoto. 2017. Nonparametric weighted764
stochastic block models. Physical Review E, 97.765

Martin Pincus. 1970. A monte carlo method for766
the approximate solution of certain types of con-767
strained optimization problems. Operations Re-768
search, 18(6):1225–1228.769

John W. Pratt. 1959. Remarks on zeros and ties in the770
wilcoxon signed rank procedures. Journal of the771
American Statistical Association, 54(287):655–667.772

Dominik Schlechtweg. 2023. Human and Computa-773
tional Measurement of Lexical Semantic Change.774
Ph.D. thesis, University of Stuttgart, Stuttgart, Ger-775
many.776

Dominik Schlechtweg, Enrique Castaneda, Jonas Kuhn,777
and Sabine Schulte im Walde. 2021a. Model-778
ing sense structure in word usage graphs with the779
weighted stochastic block model. In Proceedings780
of *SEM 2021: The Tenth Joint Conference on Lex-781
ical and Computational Semantics, pages 241–251,782
Online. Association for Computational Linguistics.783

Dominik Schlechtweg, Barbara McGillivray, Simon784
Hengchen, Haim Dubossarsky, and Nina Tahmasebi.785
2020. SemEval-2020 Task 1: Unsupervised Lexical786
Semantic Change Detection. In Proceedings of the787
14th International Workshop on Semantic Evaluation,788
Barcelona, Spain. Association for Computational Lin-789
guistics.790

Dominik Schlechtweg, Sabine Schulte im Walde, and 791
Stefanie Eckmann. 2018. Diachronic Usage Relat- 792
edness (DURel): A framework for the annotation 793
of lexical semantic change. In Proceedings of the 794
2018 Conference of the North American Chapter of 795
the Association for Computational Linguistics: Hu- 796
man Language Technologies, pages 169–174, New 797
Orleans, Louisiana. 798

Dominik Schlechtweg, Nina Tahmasebi, Simon 799
Hengchen, Haim Dubossarsky, and Barbara 800
McGillivray. 2021b. DWUG: A large Resource of 801
Diachronic Word Usage Graphs in Four Languages. 802
In Proceedings of the 2021 Conference on Empirical 803
Methods in Natural Language Processing, pages 804
7079–7091, Online and Punta Cana, Dominican 805
Republic. Association for Computational Linguistics. 806

Benjamin Tunc. 2021. Optimierung von Clustering von 807
Wortverwendungsgraphen. Bachelor thesis, Univer- 808
sity of Stuttgart. 809

Dmitry Ustalov, Alexander Panchenko, Chris Biemann, 810
and Simone Paolo Ponzetto. 2019. Watset: Local- 811
Global Graph Clustering with Applications in Sense 812
and Frame Induction. Computational Linguistics, 813
45(3):423–479. 814

Joe H Ward Jr. 1963. Hierarchical grouping to opti- 815
mize an objective function. Journal of the American 816
Statistical Association, 58(301):236–244. 817

Frank D. Zamora-Reina, Felipe Bravo-Marquez, and 818
Dominik Schlechtweg. 2022. LSCDiscovery: A 819
shared task on semantic change discovery and de- 820
tection in Spanish. In Proceedings of the 3rd Inter- 821
national Workshop on Computational Approaches to 822
Historical Language Change, Dublin, Ireland. Asso- 823
ciation for Computational Linguistics. 824

10

https://aclanthology.org/2022.lrec-1.274
https://aclanthology.org/2024.lchange-1.9
https://graph-tool.skewed.de/static/doc/index.html
https://graph-tool.skewed.de/static/doc/index.html
https://graph-tool.skewed.de/static/doc/index.html
https://doi.org/10.1103/physreve.89.012804
https://doi.org/10.1103/physreve.89.012804
https://doi.org/10.1103/physreve.89.012804
https://doi.org/10.1103/physreve.89.012804
https://doi.org/10.1103/physreve.89.012804
https://doi.org/10.6084/m9.figshare.1164194
https://doi.org/10.1103/PhysRevX.5.011033
https://doi.org/10.1103/PhysRevX.5.011033
https://doi.org/10.1103/PhysRevX.5.011033
https://doi.org/10.1103/PhysRevX.5.011033
https://doi.org/10.1103/PhysRevX.5.011033
https://doi.org/10.1103/PhysRevE.97.012306
https://doi.org/10.1103/PhysRevE.97.012306
https://doi.org/10.1103/PhysRevE.97.012306
https://doi.org/10.1287/opre.18.6.1225
https://doi.org/10.1287/opre.18.6.1225
https://doi.org/10.1287/opre.18.6.1225
https://doi.org/10.1287/opre.18.6.1225
https://doi.org/10.1287/opre.18.6.1225
https://doi.org/10.1080/01621459.1959.10501526
https://doi.org/10.1080/01621459.1959.10501526
https://doi.org/10.1080/01621459.1959.10501526
http://dx.doi.org/10.18419/opus-12833
http://dx.doi.org/10.18419/opus-12833
http://dx.doi.org/10.18419/opus-12833
https://doi.org/10.18653/v1/2021.starsem-1.23
https://doi.org/10.18653/v1/2021.starsem-1.23
https://doi.org/10.18653/v1/2021.starsem-1.23
https://doi.org/10.18653/v1/2021.starsem-1.23
https://doi.org/10.18653/v1/2021.starsem-1.23
https://www.aclweb.org/anthology/2020.semeval-1.1/
https://www.aclweb.org/anthology/2020.semeval-1.1/
https://www.aclweb.org/anthology/2020.semeval-1.1/
https://www.aclweb.org/anthology/N18-2027/
https://www.aclweb.org/anthology/N18-2027/
https://www.aclweb.org/anthology/N18-2027/
https://www.aclweb.org/anthology/N18-2027/
https://www.aclweb.org/anthology/N18-2027/
https://aclanthology.org/2021.emnlp-main.567
https://aclanthology.org/2021.emnlp-main.567
https://aclanthology.org/2021.emnlp-main.567
https://elib.uni-stuttgart.de/handle/11682/11923
https://elib.uni-stuttgart.de/handle/11682/11923
https://elib.uni-stuttgart.de/handle/11682/11923
https://doi.org/10.1162/COLI_a_00354
https://doi.org/10.1162/COLI_a_00354
https://doi.org/10.1162/COLI_a_00354
https://doi.org/10.1162/COLI_a_00354
https://doi.org/10.1162/COLI_a_00354
https://aclanthology.org/2022.lchange-1.16/
https://aclanthology.org/2022.lchange-1.16/
https://aclanthology.org/2022.lchange-1.16/
https://aclanthology.org/2022.lchange-1.16/
https://aclanthology.org/2022.lchange-1.16/


x
4: Identical
3: Closely Related
2: Distantly Related
1: Unrelated

Table 3: The DURel relatedness scale (Schlechtweg
et al., 2018).

A Annotation scale825

Table 3 shows the ordinal annotation scale for use826

pairs used in the WUG paradigm.827

B Cross-validation results per word828

Figure 3 compares ARI for the three clustering829

methods for each test word individually. For 18 out830

of 24 words WSBM gives one of the best cluster-831

ings, and on 8 of those words it strictly outperforms832

two other methods. For comparison, the second833

best performing method CC returns one of the best834

clusterings for 16 out of 24 words, and for 5 of835

those words it is strictly better than the others. For836

7 words WSBM returns the clustering identical to837

the ground truth one, getting the ARI of 1.0. For838

the words Titel and Seminar no method shows rea-839

sonable ARI.840

C Metrics for the cleaning experiments841

We considered different metrics as the main quality842

metrics, and finally selected the relative change in843

the complements of RI and ARI averaged across844

the survived target words. As RI is the pairwise845

accuracy, i.e. the proportion of pairs of uses that846

are correctly put into the same or different clusters847

(depending on their gold labels), and ARI is its848

shifted and scaled version, their complements 1-RI849

and 1-ARI quantify the pairwise error rate. We850

argue that averaging the relative changes in the851

error rate better reflect our intuition that equivalent852

absolute improvements in RI for the words that are853

already clustered almost perfectly and those with854

very bad clustering are not comparable.855

As an example, consider two lemmas with856

RI for the first decreased from 0.9 to 0.8 and857

for the second increased from 0.2 to 0.3 after858

cleaning. Intuitively, the second change is much859

smaller than the first one, and the overall per-860

formance is now worse. But after averaging861

the absolute RIs we will conclude that nothing862

changed: ∆ri = (0.8−0.9)+(0.3−0.2)
2 = 0. The 863

relative change of 1-ri will reveal that we have 864

2x more pairwise errors (the relative increase in 865

error rate of 1.0) for the first lemma and a small 866

decrease for the second one, so the average will 867

be significantly larger: ∆(1− ri)/(1− ri) = 868
(0.2−0.1)/0.1+(0.7−0.8)/0.8

2 = 1−1/8
2 = 0.4375. 869

This can be interpreted as an increase in the number 870

of errors by 43.75%. 871

D Extended comparison of cleaning 872

methods 873

Figure 4 shows how the number of clusters and the 874

number of senses change as usages are removed. 875

Clearly we want as few senses to be removed as 876

possible, but removing some clusters may be de- 877

sirable if they poorly correspond to senses. The 878

most conservative method is dgrnode, for the same 879

proportion of removed nodes it removes the small- 880

est number of senses and clusters. For the meth- 881

ods removing whole clusters, i.e. cntcluster and 882

sizecluster, we see that both the number of clusters 883

and the number of senses reduce rapidly, but the 884

number of senses decrease a bit more slowly in the 885

beginning. This is probably due to some senses 886

appearing in small removed clusters also appear in 887

larger clusters. 888

Figure 5 extends figure 2 with additional metrics. 889

However, they show a similar overall picture. Com- 890

pared to the relative changes, the absolute value of 891

ARI similarly shows a bit less articulated but con- 892

sistent superiority of dgrnode over other methods. 893

For the methods removing whole clusters, i.e. 894

sizecluster and cntcluster, when comparing the rel- 895

ative change of RI and ARI the results are contra- 896

dictory. This is likely related to RI of a random 897

assignment of uses to clusters becoming better as 898

the number of clusters decreases, which is taken 899

into account by ARI. 900

Figures 6 and 7 show how ARI changes after 901

cleaning for each target word individually. There is 902

no single method that outperforms all other meth- 903

ods or at least the random baseline on all words. 904

E Collapsing threshold 905

Figure 8 shows the effect of collapsing with dif- 906

ferent thresholds on ARI. The left plot shows the 907

average ARI across all target words, seemingly 908

there is a significant increase if the threshold is 909

properly selected. However, from the right plot 910

we see that if the word artikulieren is excluded 911
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Figure 3: Comparison of clustering quality for each test word. The unbiased estimates of ARI obtained from
cross-validation are shown.

the positive effect from collapsing becomes very912

small. Figure 9 explores the effect of collapsing913

for each target word individually. For most words914

collapsing cannot help, but can significantly hurt if915

the threshold is too small, i.e. too few clusters re-916

main. For a few words (Engpaß, Rezeption, packen,917

überspannen) collapsing gives a small but consis-918

tent improvement. For the word artikulieren the919

improvement in ARI is huge, from 0 to 1, but this is920

related to this word having only a single sense, so921

any clustering except for merging all uses together922

will give the ARI of 0.923
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senses after cleaning averaged across target words.
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Figure 5: Comparison of cleaning methods, the extended version.
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Figure 6: ARI individually for each target word.
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Figure 7: RI individually for each target word.
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Figure 8: ARI w.r.t. the collapsing threshold. ARI is averaged across all words (left) and all words excluding
artikulieren (right). The vertical line denotes the optimal threshold, which is the same in both cases.
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Figure 9: ARI individually for each target word w.r.t. the collapsing threshold. The vertical line denotes the
threshold maximizing the average ARI across all target words.
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