Exploring the Prompt Sensitivity in LLM: A Methodological Framework
and Empirical Analysis

Anonymous ACL submission

Abstract

This paper examines LLM sensitivity to nat-
ural language prompts and proposes methods
to enhance robustness. Despite their versatil-
ity, LLMs show performance volatility with
prompt changes. We introduce Prompt Gallery,
which featuring diverse, semantically consis-
tent prompts mimicking human expression pat-
terns for multiple LLM evaluations. Experi-
ments with Prompt Galleryconfirm that model
size or baseline metrics do not correlate with
prompt sensitivity, and subtle perturbations can
impact results. We find in-context examples
and diverse training instructions improve LLM
resilience against different question forms. We
believe this work will serve as a helpful tool
in studying LLM robustness under human-like
expressions.

1 Introduction

By training on large-scale corpora, large language
models (LLMs) have shown impressive capabili-
ties across a diverse spectrum of tasks (Zhao et al.,
2023; Min et al., 2023). The prompt for LLMs, is
typically formed by concatenating an instruction
and an input (Taori et al., 2023). The instructions
specify the task that the model needs to execute
and the inputs specify the problem’s content. If
necessary, complements such as in-content exam-
ples (Brown et al., 2020) can also be incorporated
to improve the instruction-following or inspire the
model’s capabilities. With diverse prompts, LLMs
can accomplish various tasks.

Recent studies (Zhu et al., 2023; Pezeshkpour
and Hruschka, 2023) have analyzed model perfor-
mance under various instructions and showed that
the LLLMs are sensitive to prompts. With minor
prompt perturbations, the model performance can
deteriorate significantly. Such sensitivity presents
challenges to robust model training (Zhuo et al.,
2023) and accurate model assessment (Chang et al.,
2023; Liu et al., 2023). However, many of existing

research on prompt sensitivity primarily concen-
trates on adversarial scenarios, with relatively few
studies delving into prompts that align with human
expression habits.

In this paper, we aim to thoroughly analyze the
sensitivity of LLMs to prompts and to explore how
to mitigate such sensitivity. We mainly focus on the
various ways humans express the same instruction
under natural language habits, rather than on adver-
sarial prompts. Toward this goal, we first construct
the Prompt Gallery, a collection of prompt sets
that covers multiple LLM benchmarks for evaluat-
ing different capabilities. For each benchmark, we
employ eight rules from four aspects to systemati-
cally broaden the spectrum of prompts generated,
resulting in a large number of diverse and semanti-
cally consistent expressions. We also introduce the
training/test split for each prompt set to facilitate
the study of the robust LLMs. The overview of the
Prompt Gallery is shown in Figure 1.

Based on Prompt Gallery, we select multiple
tasks to conduct a series of assessments of LLMs.
Our findings demonstrate the heightened sensitiv-
ity of LLMs to prompt variations, which can lead
to substantial disparities in performance between
different prompts. Importantly, this observed sensi-
tivity does not show a significant correlation with
the model’s size or its baseline performance met-
rics. And even subtle perturbations, imperceptible
to human beings, can exert a considerable impact
on the model’s responses. These observations un-
derscore the pressing need for increased vigilance
when assessing the LLMs.

Furthermore, we have delved into methods to
mitigate the sensitivity of LLMs to different ex-
pressions of the same question. Our study reveals
that incorporating in-context examples can partially
alleviate this prompt sensitivity issue. By training
the model with a diverse set of instructions, we
observe that a broader spectrum of instructional
inputs enhances the model’s performance and leads
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Figure 1: Overview of Prompt Gallery: Prompt Gallery consists of instructions for diverse datasets and is easily
expandable. It is helpful for the training of LLMs and facilitates the accurate assessment during evaluation.

to improved generalization capabilities.
Our contributions can be summarized as follows:

e We introduce Prompt Gallery as a tool for exam-
ining prompt sensitivity in the context of mimick-
ing human expression habits, thereby facilitating
research on model assessment and robustness.

e We perform experiments across multiple mod-
els and diverse benchmarks, revealing that LL.Ms
consistently display sensitivity to prompts.

e We study ways to boost LLM robustness and
find that in-content examples and diverse training
instructions both help enhance prompt resilience.

2 Related Work

Evaluating LLMs The evaluation of LLMs stands
as a critical undertaking, fostering more efficient
utilization and the continuous enhancement of
LLMs. Prior research has systematically unraveled
the multifaceted capabilities of LLMs, employing
a variety of tasks to assess their performance from
different perspectives. These specific tasks include,
but are not limited to, reading comprehension (Sak-
aguchi et al., 2019; Mostafazadeh et al., 2017),
mathematical problem solving (Cobbe et al., 2021;
Hendrycks et al., 2021), and code generation (Chen
et al., 2021; Austin et al., 2021). And This analyti-
cal approach enables a nuanced understanding of
how LLMs perform across different facets, shed-
ding light on their efficacy and potential areas for
improvement.

Prompt Sensitivity Previous study (Zhu et al.,,
2023; Pezeshkpour and Hruschka, 2023) showed
that LLMs are sensitive to prompts, and that per-
turbing the prompt can cause a significant variation
in the performance of models. Pezeshkpour and
Hruschka (2023) demonstrated that the model is

sensitive to the order of options in multiple choice
questions. Mizrahi et al. (2023) demonstrated
that model robustness leads to cherry-picking of
model performance. However, existing research
on prompt sensitivity is insufficient. The construc-
tion of prompts in (Zhu et al., 2023) is adversar-
ial, and the majority of prompts do not conform
to human expression habits. The models analyzed
in (Pezeshkpour and Hruschka, 2023; Mizrahi et al.,
2023) are smaller in size and perform poorly, mak-
ing it difficult to transfer the analytical conclusions
to the superior LLMs currently available. Further-
more, the aforementioned research does not ad-
dress the issue at its root, specifying how to obtain
a more robust model.

Instruction Tuning Fine-tuning on a large number
of instructions aligns the model with human needs
and improves the model’s performance (Peng et al.,
2023; Zhang et al., 2023). Previous work has con-
structed a large amount of data in terms of quantity
and difficulty, and fine-tuned the model to excel in
performance(Taori et al., 2023; Chiang et al., 2023;
Xu et al., 2023). However, these models remain sen-
sitive to prompts, and often only specific prompts
can motivate their best performance. Therefore,
analyzing and exploring ways to enhance the ro-
bustness of the models is crucial.

3 Prompt Gallery

To thoroughly investigate the sensitivity of LLMs
to prompts and offer a systematic platform for the
research community’s examination and enhance-
ment of prompt sensitivity, we have developed
Prompt Gallery, which compassing various bench-
marks that are conducive to exploration.



Aspect Rule

Format Adjustments

Adding line breaks or spaces to change the structure of the given content.
Removing line breaks or spaces to change the structure of the given content.

Content Length

Extend the length of the given content to some extent.
Condense the given content to some extent.

Paragraph Structure

Break long paragraphs into smaller ones.
Merge smaller, closely related paragraphs to form a comprehensive one.

Style Adaptation

Make the content less formal and more conversational.
Make the content more formal, akin to written language.

Table 1: Overview of generation rules.

3.1 Prompt Generation

Different individuals often convey similar mean-
ings using distinct expressions, which may share
little lexical overlap. For instance, the phrases
"Thanks a lot for your assistance!" and
"I greatly appreciate your help!" both ex-
press gratitude but utilize entirely separate phras-
ings. Consequently, traditional methods for gener-
ating prompts are insufficient to capture the com-
plexity of human semantics fully. To this end,
we devise eight generation rules across four di-
mensions, including: Format Adjustments, Content
Length Variation, Paragraph Structure Modifica-
tion, andStyle Adaptation, to guide the advanced
LLM(i.e. GPT-4 (OpenAl, 2023)) in producing di-
verse expressions. These aspects each focus on
different elements, directing the model to rephrase
given prompts creatively. By combining these rules,
we can generate a rich set of expressions. Details
of the generation rules are detailed in Table 1.

Specifically, we initialize with an origin prompt
set. It then enters an iterative phase. During each it-
eration, a random prompt and a rule are respectively
selected from the current set and rule list. The com-
bination will be supplied to GPT-4 to generate new
prompts. Since the prompts generated by LLMs
are difficult to ensure semantic consistency with
the original prompt. We prompt GPT-4 to check
the semantic consistency of generated prompts and
the origin prompt. Only generated prompts that
pass the examination will be added to the prompt
set. After multiple rounds of iteration, we will get
the prompt set with rich expressions.

3.2 Datasets Selection

LLMs are able to follow various instructions (Peng
et al., 2023; Zhou et al., 2023) and demonstrate
their abilities not only in general tasks, but also

in multiple challenging tasks (Chang et al., 2023;
Wang et al., 2023). To improve the comprehen-
siveness and value of our construction, we choose
multiple representative benchmarks with diverse in-
struction formats that prompt LLMs to accomplish
a wide range of tasks.

Specifically, we select multiple benchmarks
from the following formats to construct the Prompt
Gallery:

Multiple Choice Questions Multiple choice ques-
tions provide the model with a question accom-
panied by several candidate answers. For this
format, we select the WinoGrande (Sakaguchi
et al., 2019), RACE (Lai et al., 2017), Com-
monsenseQA (Talmor et al., 2018), ARC (Clark
et al., 2018), StoryCloze (Mostafazadeh et al.,
2017), StoryCloze (Mostafazadeh et al., 2017), Hel-
laSwag (Zellers et al., 2019) and PIQA (Bisk et al.,
2019) datasets.

Open-domain QA Open-domain QA does not
restrict the range of model answers and de-
mands higher capabilities from the model.
For this format, we select the NaturalQues-
tions (Kwiatkowski et al., 2019), TriviaQA (Joshi
et al., 2017), MATH (Hendrycks et al., 2021) and
GSMSK (Cobbe et al., 2021) datasets.

Code Generation Code generation requires the
model to generate code that can be extracted and
run, with high demands on the overall accuracy
of the generation. For this format, we select the
MBPP (Austin et al., 2021) and HumanEval (Chen
et al., 2021) datasets.

3.3 Prompt Gallery Construction

Initially, we engage in the manual construction of
three unique and varied original prompts for each
dataset. These prompts are carefully designed to
serve as the foundation for our initial set of prompts.



To further amplify the breadth of our prompt set,
we employ the method in Sec. 3.1, systematically
generating a considerable number of additional
prompts, ensuring a comprehensive and inclusive
range of prompt for our Prompt Gallery. We subse-
quently divid all prompts within each dataset into
two sets: a training set and a testing set, tailored
for different usage scenarios.

Note that although we construct our Prompt
Gallery by selecting only a few representative
datasets, in fact, with the methods we have pro-
vided, our systematic construction process makes
it convenient to construct prompt set on a new
dataset.

4 Prompt Sensitivity of LLMs

In our experiments, we aim to comprehensively
analyze the sensitivity of LLMs to prompts on tasks
across different capabilities.

4.1 Experimental Setup

LLMs Selection. To comprehensively investi-
gate the sensitivity of LLMs to various prompts
comprehensively, we conducted experiments on a
wide range of LLMs with varying sizes, including:
Llama2 series (Touvron et al., 2023), Vicuna se-
ries (Chiang et al., 2023), WizardLM series (Xu
etal., 2023), InternLM?2 series (Team, 2023), Qwen
series (Bai et al., 2023), Mistral 7B (Jiang et al.,
2023), Mixtral 8x7B (Jiang et al., 2024), GPT-3.5-
turbo, and GPT-4 (OpenAl, 2023). To ensure that
the results are reproducible, we use greedy decod-
ing in inference. !

Datasets Selection. We select four datasets
from diverse tasks to fully analyze the sensitiv-
ity of the LLMs to prompts, including: ARC-
challenge (Clark et al., 2018), WinoGrande (Sak-
aguchi et al., 2019), GSM8K (Cobbe et al., 2021),
and HumanEval (Chen et al., 2021). We present
more details on the datasets in the Table 2. We
adopt the zero-shot setting to evaluate LLMs on
ARC-challenge, WinoGrande, and HumanEval.
For GSM8k, we adopt the 3-shot setting evalu-
ation since it’s difficult to extract answers from
responses of some LLMs under the zero-shot set-
ting. For each dataset, we conduct experiments
using five prompts selected from the testing set of
Prompt Gallery. Due to limited space, detailed in-
formation about the datasets and instructions used

'We adopt the ‘chat’ version for all LLMs by default. The
versions for LLMs evaluated are shown on Appendix B.

is included in the Appendix C.

Category Datasets samples Task

Reasoning ARC-Challenge 294 MCQ

Language WinoGrande 1267 MCQ
Math GSMB8k 1319 Open-domain QA
Coding HumanEval 164 Code Generation

Table 2: Datasets used for prompt sensitivity analysis.
MCQ stands for multiple choice question.

4.2 Main Results and Analysis

We report the main results of the prompt sensitivity
of LLMs in Figure 2.

LLMs show different degrees of prompt sensi-
tivity to different tasks. A particular model may
show high robustness on one task but be sensitive
to prompts on another task. For instance, GPT-3.5
is robust to prompts on both the ARC-Challenge
and WinoGrange datasets, but its best-performing
score and its worst-performing score on the Hu-
manEval datasets can differ by greater than 10 %
accuracy. The WizardLM-70B, while being robust
on the GSMSK dataset, appears to be highly sensi-
tive on the other three benchmarks.

LLMs may demonstrate exceptional perfor-
mance with specific instructions. LLMs may
perform obviously better or worse on one or some
instructions than on others, and this is common.
For instance, Mixtral-8x7B is less accurate on two
instructions than the other three by 10 % on the
ARC-Challenge dataset. Additionally, Qwen-72B
outperforms the other instructions by more than 10
% accuracy on one instruction in the WinoGrande
dataset. Moreover, different models do not exhibit
the same preferences for instructions, and no single
instruction achieves better or worse performance
on all models.

The sensitivity of LLLMs to prompts is indepen-
dent of model size and performance. Due to
the large variation of accuracies across different
LLMs and benchmarks, directly comparing their
standard deviations of accuracies is not a reason-
able approach. Thus, we adopt the coefficient of
variation (CV) to measure the model’s prompt ro-
bustness. It is calculated as the ratio of the standard
deviation to the mean and characterizes the disper-
sion of data with large variations to the mean. For
each model /, we calculate the average coefficient
of variation CV7:

cVi= (3 2/(1p)) ()
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Figure 2: Main Results of Prompt Sensitivity. The scatter in the figure represents the score of the LLMs under

different instructions.
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Figure 3: The performance of the LLMs on the
prompts sensitivity. Where a lower value means that
the model is more robust to prompts.

Here, D denotes the set of datasets, ;4 denotes
the standard deviation of accuracies of model [ on
dataset d obtained with different instructions, and
Z14 denotes the average of accuracies of model [ on
dataset d obtained with different instructions.

As shown in Figure 3, GPT-4 not only exhibits
the highest degree of comprehensive performance
but also demonstrates exceptional robustness to
prompts. After that, the InternLM?2 series also
showcase notable robustness. Although the perfor-
mance of Llama2 models are not outstanding, they
showcase a high level prompt robustness. We do
not observe a significant correlation between the
parameter size and the prompt robustness of the
model. Llama2-70B exhibits the strongest robust-



ness among all Llama2 models; while Qwen-72B
is the least robust model among all Qwen models.

4.3 Prompt Sensitivity or Sampling Sensitivity

To investigate whether the prompt sensitivity of
models is significant enough and overwhelms other
factors like decoding strategies. we conduct experi-
ments to compare sampling sensitivity and prompt
sensitivity quantitatively. We select four models
that are more robust to prompts in the experiments
of Sec. 4.2, set temperature to 0.9 and top pto
0.6, and sample five times for each instruction on
the four benchmarks. We use one-way analysis
of variance (ANOVA) to analyze the fluctuation
of model performance by variable instructions. If
the ANOVA result reaches the significance level
(p = 0.05), it is assumed that there is a significant
difference between the groups, i.e., the changes of
instructions display an effect on the LLM. We list
the results of ANOVA is Table 3.

Datasets Internlm2-20B Internlm2-7B  Qwen-14B Llama-70B

ARC-Challenge True True True False
WinoGrande True True True True
GSMSK True True True False
HumanEval True True False True

Table 3: The results of ANOVA. ‘True’ indicates that
there are inter-group differences among different instruc-
tions, while “False" vice versa..

We observe that in the vast majority of cases, the
differences between various instructions are greater
than the differences between different samples with
the same instruction. This argues that the model’s
sensitivity to prompts stems from the excitation of
the model’s capabilities by different prompts.

4.4 Subtle modifications exert great impacts

In Sec. 4.2, we analyze the sensitivity of LLMs to
different prompts. However, another issue has also
arouse our interest: are LLMs sensitive to different
prompts with minor modifications that are almost
imperceptible to humans?

To address this question, we conduct experi-
ments using the ARC-Challenge dataset. First, we
starts from the following base instruction format:

( A
{question}
A. {textA}
B. {textB}
C. {textC}
D. {textD}
Answer:
\ J

By inserting or removing line breaks and spaces
within this instruction, we end up with a total of
five prompts with slightly variations. We evaluate
LLMs with this prompt set and show the results in
Figure 4.
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Figure 4: The analysis for subtle modifications. It can
be observed that even subtle modifications can have a
obvious effect.

Remarkably, even with such minor perturbations,
the performances of LLMs exhibit noteworthy vari-
ations. The Llama-2 series display performance
fluctuations of up to 10~20% accuracy across dis-
tinct prompts. Besides, superior models on this
task, such as InternLM?2 series, Qwen series, and
Mixtral 8x7B, also exhibit performance disparities
exceeding 5% accuracy among different prompts.
Thus, the LL.Ms also show sensitivity to prompts
where humans can barely notice the difference.

4.5 Model Confidence is Prompt-Sensitive
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Figure 5: Average probability and accuracy when
using different instructions. Where the top value in
the heat map is the average probability and the value in
parentheses is the accuracy.
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Figure 6: Impact of ICL on the performance and sensitivity of LLMs. Where a lower coefficient of variation

means the model is more robust.

We conduct experiments on two datasets in the
form of multiple-choice questions, ARC-Challenge
and CommonsenseQA. We measure the probability
of options with the following prompt template:

User: "{instruction}{input}"
Assistant: "The correct answer is "

By measuring the logits of next token predicted,
we obtain the probability (or confidence) of the
option chosen by the model.

We conduct experiments on the Llama2-7B,
Mistral-7B and Vicuna-7B, three models that are
prompt sensitive on both datasets. For each dataset,
we utilize five instructions from the aforementioned
experiment and calculate the average probability
with which the model selected as the answer (the
option with the highest probability) under each in-
struction.

As shown in Figure 5, with different instructions,
the model’s confidence (i.e., the average probability
of the selected option) varies, as well as the accu-
racy. Moreover, when the model has a high confi-
dence under a certain instruction, its accuracy tends
to be relatively high as well (for the same model).
This reflects that different instructions have varying

abilities to stimulate model performance. When the
model’s capabilities are activated, it exhibits higher
confidence in its choices and exhibits better perfor-
mance.

5 Improving the Prompt Robustness

5.1 Through In-Context Learning

In the era of LLMs, in-context learning (ICL) plays
a critical role in enabling LL.Ms to adopt specific
styles and improve their performance, allowing
models to perform better on various tasks. To in-
vestigate the impact of ICL on the prompt sensitiv-
ity of LLMs, we conduct experiments utilizing the
CommonsenseQA dataset. Specifically, we select
zero-shot, one-shot, three-shot, and five-shot meth-
ods for comparative analysis. We use the same five
prompts as the original instructions. The results are
shown in Figure 6 .

For all LLMs, increasing the number of in-
context examples results in improved performance
for different instructions. The most significant im-
provement is observed when moving from zero-
shot to one-shot. Additionally, the gap between
the scores of different prompts narrowed, and the
LLMs become more robust to prompts with an in-
crease in in-context examples. However, although



in-context examples can reduce the model’s sensi-
tivity to prompts, the performance of LLMs still
varies across prompts. And the model’s preference
for prompt presence persists even with an increase
in in-context examples.

5.2 Through Multi-Instruction Tuning

Previous studies (Chiang et al., 2023; Xu et al.,
2023) have demonstrated that improving the qual-
ity and richness of instructions can improve the per-
formance of LLMs. However, our experiments in
Sec. 4 find these to be insufficient: models trained
on these prompt sets are still sensitive to prompt.
To this regard, we explore how to improve the ro-
bustness and performance of the model from the
perspective of the diversity of instructions.

INST 2

—— Origin
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—— TRAIN-5

INST 3 —— TRAIN-10

9 spo INST 1

INST 4

80.0
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Figure 7: The performance on the CommonsenseQA
dataset after training. Where the Origin denotes the
original Llama-2-7B-Chat.

We use the train set of CommonsenseQA dataset
to continue the supervised fine-tuning of Llama-
2-7B-Chat. In all experiments, we use the same
five instructions as Sec. 4 for testing. We train
the model for one epoch using the following three
prompt sets: TEST-5 represents that the same five
instructions used for testing; TRAIN-5 and TRAIN-
10 respectively represent five or ten instructions
used for training (different from the testing instruc-
tions).

We evaluate the trained models on both Com-
mensenseQA (in-domain) and ARC-Challenge
(out-of-domain). As shown in Figures 7 and 8,
training the model on the CommonsenseQA task
with rich instructions generally boosts its perfor-

mance on both benchmarks. The performance of
the model has improved by more than ten points
with all prompt sets, while the most significant im-
provement is observed with TRAIN-10. This further
exposes that by training on rich instructions, the
model will generalize better on unseen instructions.
Therefore, when training LLMs, providing a rich
set of instructions is essential.

INST 2 — origin
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INST 3 — TRAIN-10
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Figure 8: The performance on the ARC-Challenge
dataset after training on the CommonsenseQA train-
ing set.

6 Conclusion

In conclusion, this study delves into the pivotal is-
sue of LLLM sensitivity to natural language prompts.
Recognizing that despite their broad capabilities,
LLMs can exhibit significant fluctuations in perfor-
mance due to prompt variations, we have devised
Prompt Gallery with a diverse array of semanti-
cally coherent prompts, designed to emulate hu-
man expression nuances for comprehensive LLM
evaluations. Our empirical investigations using
Prompt Gallery reveal that prompt sensitivity is
not contingent upon either model size or baseline
performance.

Our findings underscore the importance of in-
corporating in-context examples and diverse train-
ing instructions as effective means to enhance an
LLM’s robustness against various question formu-
lations.

7 Limitations

In this work, we investigate the sensitivity of LLMs
to prompts, but we also recognize the shortcomings



of our work. Since inputs have huge variations,
our study is limited to the prompt sensitivity at the
instruction level. We also haven’t explored whether
GPT-4 is biased towards the prompts it generates.
In addition, due to the energy constraints, we have
not explored how to get a prompt that is the best or
the worst for a model.

8 Ethical Considerations

We use publicly available datasets for our analyti-
cal experiments. We are aware that our analytical
findings can be used to create cherry-picked eval-
uation reports, but we believe that our work can
contribute to improving the robustness of the LLMs
to prompts. In addition, we use GPT-4 to polish
our writing.
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A Prompts to GPT-4 when constructing
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The prompts used to GPT-4 when constructing
the Prompt Gallery are presented in the Figures 9
and 10.
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The version of LLMs evaluated are shown in the
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C Evaluation Details

C.1 Examples of the datasets analyzed

The examples of the datasets analyzed are shown
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Generation Prompt

create the best possible content.

contents:

Do not modify any proper nouns,

[, I N PO SR
. o b6 0
'

{generation_rule?}

T json

{{
Rewritten_Content: String;
//The rewritten content.

e

The given content:

{content}

You are a model for content rewriting, and you must adhere to the following rules while striving to

Please be aware that the following is the fundamental rules you *must* adhere to when rewriting

Do not alter the semantics of the given content.

Do not alter the formatting requirements within the content.

such as names of people or places.

Do not return content that hasn't changed in any way.

. The content you generate must be authentic in expression and logical to the native speaker.

You *must* rewrite the content from the following perspective:

Please directly generate the response in following JSON format:

If the given content cannot be rewritten,

leave it empty.

Figure 9: Prompt template for guiding GPT-4 to generate diverse expressions.

Model Version
Vicuna-7b vicuna-7b-v1.5
Vicuna-13b vicuna-13b-v1.5

WizardLM-7B
WizardLM-13B
WizardLM-70B

Mistral-7B
Mixtral-8x7B
GPT-3.5-turbo

GPT4

Wizardlm-7B-V1.2
Wizardlm-13B-V1.2
Wizardlm-70B-V1.0

Mistral-7B-Instruct-v(.2
Mixtral-8x7B-Instruct-v0.1
gpt-3.5-turbo-0125
gpt-4-0125-preview

Table 4: Overview of the versions of LLMs evaluated.

For which there are not multiple versions of the model,
we have not listed.
C.2 Instructions for analysis in the Sec. 4.2

The instructions for analysis in the Sec. 4.2 are
shown in the Figures 16 to 19.

C.3 Instructions for analysis in the Sec. 4.3

This analysis uses the same instructions as in the
Sec. 4.2.
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C.4 Instructions for analyzing subtle
modifications in the Sec. 4.4

The instructions for analyzing subtle modifications
in the Sec. 4.4 are shown in the Figure 20

C.5 In-content examples and instructions in
the Sec. 5.1

The in-content examples are shown in the Figure 21.
The instructions in the Sec. 5.1 are shown in the
Figure 22.

C.6 Instructions for multi-instruction tuning
in the Sec. 5.2

The instructions for multi-instruction tuning in the
Sec. 5.2 are shown in the Figures 23 to 25



Evaluation Prompt

I will give you a given content and a rewritten content. You should judge whether the semantics of
these two contents are *strict consistent™. And you must answer me only with the following JSON
format:

T json
{{
Thought: Str;
//The analysis of whether these two contens are consistent.
Consistency: Boolean;
//Whether these two contents are consistent.
13

Please be aware that the following is the fundamental rules you *must* adhere to when judging:

Do not alter the semantics of the given content.

Do not alter the formatting requirements within the content.

Do not modify any proper nouns, such as names of people or places.

Do not return content that hasn't changed in any way.

The contents must all be authentic in expression and logical to the native speaker.

gah wN =

Content 1:

{content_1}

Content 2:

{content_2}

Figure 10: Prompt template for guiding GPT-4 to evaluate the generated content.

ARC-Challenge

Question: Which technology was developed most recently?
A: cellular telephone

B: television

C: refrigerator

D: airplane

Answer: A

Figure 11: An example of the ARC-Challenge dataset.

CommonsenseQA

Question: The sanctions against the school were a punishing blow, and they seemed to what the
efforts the school had made to change?

A: ignore

B: enforce

C: authoritarian

D: yell at

E. avoid

Answer: A

Figure 12: An example of the CommonsenseQA dataset.
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Assess which sentence is more suitable:

A. Sarah was a much better surgeon than Maria so Sarah always got the harder cases.
B. Sarah was a much better surgeon than Maria so Maria always got the harder cases.
Answer: A

Figure 13: An example of the WinoGrande dataset.

Question:

A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total does it
take?

Answer

It takes 2/2=«2/2=1»1 bolt of white fiber

So the total amount of fabric is 2+1=«2+1=3»3 bolts of fabric

H#H#H# 3

Figure 14: An example of the GSM8K dataset.

HumanEval

Below is an instruction that describes a task. Write a response that appropriately completes the
request.

def how_many_times(string: str, substring: str) -> int:
""" Find how many times a given substring can be found in the original string. Count
overlaping cases.

>>> how_many_times('', 'a')
0
>>> how_many_times('aaa', 'a')
3
>>> how_many_times('aaaa', 'aa')
3
Response:

times = 0@
for i in range(len(string) - len(substring) + 1):
if stringli:i+len(substring)] == substring:
times += 1

return times

Figure 15: An example of the HumanEval dataset.
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ARC-Challenge

Instruction 1:

Answer the following question: {question}

A. {textA}
B. {textB}
C. {textC}
D. {textD}
Answer :

Instruction 2:

Could you provide a response to the following query: {question} A. {textA} B.
D. {textD} The response would be:

Instruction 3:

Regarding this question: {question}
Please provide an answer.

(A) {textA}

(B) {textB}

(C) {textC}

(D) {textD}

Your response:

Instruction 4:

Question: {question}

A. {textA}
B. {textB}
C. {textC}
D. {textD}
Answer :

Instruction 5:

{question}

A. {textA}
B. {textB}
C. {textC}
D. {textD}
Answer :

{textB} C.

{textC}

Figure 16: Instructions for the ARC-Challenge dataset.

WinoGrande

Instruction 1:

Identify the superior sentence:

A. {optl1}
B. {opt2}
Response:

Instruction 2:

Assess which sentence is more suitable:

A. {optl1}
B. {opt2}
Response:

Instruction 3:
Evaluate which of the following sentences is more appropriate:
A. {optl1}
B. {opt2}
Your answer:

Instruction 4:

Determine the more appropriate sentence: A. {optl1} B. {opt2}

Instruction 5:

which of the following sentences is more appropriate:
A. {optl1}
B. {opt2}

Figure 17: Instructions for the WinoGrande dataset.
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Instruction 1:

Question: {question}\nLet's think step by step\nAnswer:

Instruction 2:
I'm going to give you a math problem
Question: {question}
Let's think step by step
Answer :

Instruction 3:

Please help me to solve this problem
Problem: {question}

Let's think step by step

Response:

Instruction 4:

{question}
Let's think step by step
Answer :

Instruction 5:
Q: {question}
Let's think step by step

A:

Figure 18: Instructions for the GSMS8K dataset.

HumanEval

Instruction 1:

Below is an instruction that describes a task. Write a response that appropriately completes the
request.

### Instruction:
Create a Python script for this problem:
{prompt}

### Response:

Instruction 2:

The given task involves creating a Python script to address the specified problem. The instruction
is as follows:

### Instruction:
Create a Python script for this problem:
{prompt}

### Response:

Instruction 3:

Complete the following python code:
{prompt}

Instruction 4:

A Python script for this problem should be created based on the following instruction:
{prompt}

Instruction 5:

Considering the task, generate a Python script based on the provided problem statement:

{prompt}

Figure 19: Instructions for the HumanEval dataset.
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ARC-Challenge

Instruction 1:

Below is an instruction that describes a task. Write a response that appropriately completes the
request.

### Instruction:
Create a Python script for this problem:
{prompt}

### Response:

Instruction 2:

The given task involves creating a Python script to address the specified problem. The instruction
is as follows:

### Instruction:
Create a Python script for this problem:
{prompt}

### Response:

Instruction 3:

Complete the following python code:
{prompt}

Instruction 4:

A Python script for this problem should be created based on the following instruction:
{prompt}

Instruction 5:
Considering the task, generate a Python script based on the provided problem statement:

{prompt}

Figure 20: Instructions with subtle modifications for the ARC-Challenge dataset.
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In-content examples

Example 1: The sanctions against the school were a punishing blow, and they seemed to what the
efforts the school had made to change?

A. ignore

B. enforce

C. authoritarian

D. yell at

E. avoid

Answer: A

Example 2: Sammy wanted to go to where the people were. Where might he go?
A. race track

B. populated areas

C. the desert

D. apartment

E. roadblock

Answer: B

Example 3: To locate a choker not located in a jewelry box or boutique where would you go?
A. jewelry store

B. neck

C. jewlery box

D. jewelry box

E. boutique

Answer: A

Example 4: Google Maps and other highway and street GPS services have replaced what?
A. united states

B. mexico

C. countryside

D. atlas

E. oceans

Answer: D

Example 5: The fox walked from the city into the forest, what was it looking for?
A. pretty flowers.

B. hen house

C. natural habitat

D. storybook

E. dense forest

Answer: C

Figure 21: In-content examples for the Commonsense dataset. For a given shot x, the z— shot utilizes the first =
examples.
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CommonsenseQA

Instruction 1:

Answer the following question: {question}
A. {A}
B. {B}
c. {C3
D. {D}
E. {E}
A

nswer:

Instruction 2:

Could you provide a response to the following query: {question} A. {A} B. {B} C. {C} D. {D} E. {E}
The response would be:

Instruction 3:

Regarding this question: {question}
Please provide an answer.

(A) {A}

(B) {B}

) {c}

(b) {D}

(E) {E}

Your response:

Instruction 4:

Question: {question}

A. {A}
B. {B}
c. {C}
D. {D}
E. {E}
Answer :

Instruction 5:

{question}
A. {A}
B. {B}
Cc. {C}
D. {D}
E. {E}
A

nswer:

Figure 22: Instructions for the CommonsenseQA dataset.
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Instruction 1:

Answer the following question: {question }\nA. {A}\nB. {B}\nC.
{C}\nD. {D}\nE. {E}\nAnswer:

Instruction 2:

Could you provide a response to the following query: {question}
A. {A} B. {B} C. {C} D. {D} E. {E} The response would be:

Instruction 3:

Regarding this question: {question }\nPlease provide an
answer .\n(A) {A}\n(B) {B}\n(C) {C}\n(D) {D}\n(E) {E}\nYour
response:

Instruction 4:

Question: {question }\nA. {A}\nB. {B}\nC. {C}\nD. {D}\nE.
{E}\nAnswer:

Instruction 5:

{question }\nA. {A}\nB. {B}\nC. {C}\nD. {D}\nE. {E}\nAnswer:

Figure 23: Instructions used in TEST-5 mode.

Instruction 1:

Inquiry: {question }\nA. {A}\nB. {B}\nC. {C}\nD. {D}\nE.
{E}\nResponse:

Instruction 2:

Please reply to the question that follows:
{question }\n\nChoices :\nA. {A}\nB. {B}\nC. {C}\nD. {D}\nE.
{E}\n\nCorrect Response:

Instruction 3:
{question }\nA. {A}\nB. {B}\nC. {C}\nD. {D}\nE. {E}\nAnswer:
Instruction 4:

Please respond to: {question} A) {A} B) {B} C) {C} D) {D} E.
{E} Answer:

Instruction 5:

Address the following question: {question }\nA. {A}\nB. {B}\nC.
{C}\nD. {D}\nE. {E}\nResponse:

Figure 24: Instructions used in TRAIN-5 mode.
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TRAIN-10

Instruction 1:

Inquiry: {question }\nA. {A}\nB. {B}\nC. {C}\nD. {D}\nE.
{E}\nResponse:

Instruction 2:

Please reply to the question that follows:
{question }\n\nChoices :\nA. {A}\nB. {B}\nC. {C}\nD. {D}\nE.
{E}\n\nCorrect Response:

Instruction 3:
{question }\nA. {A}\nB. {B}\nC. {C}\nD. {D}\nE. {E}\nAnswer:
Instruction 4:

Please respond to: {question} A) {A} B) {B} C) {C} D) {D} E.
{E} Answer:

Instruction 5:

Address the following question: {question }\nA. {A}\nB. {B}\nC.
{C}\nD. {D}\nE. {E}\nResponse:

Instruction 6:

Address the following question: {question }\n\nA. {A}\n\nB.
{B}\n\nC. {C}\n\nD. {D}\n\nResponse:

Instruction 7:

Ponder over the following inquiry: {question }\nA. {A}\nB.
{B}\nC. {C}\nD. {D}\nE. {E}\nAnswer:

Instruction 8:

Please provide an answer to the question below: {question }\n(A)
{A}I\n(B) {B}\n(C) {C}\n(D) {D}\n(E) {E}\nlndicate your answer:

Instruction 9:

Ponder the following: {question }\nA. {A}\nB. {B}\nC. {C}\nD.
{D}\nE. {E}\nAnswer:

Instruction 10:

Reply to this inquiry: {question }\nA. {A}\nB. {B}\nC. {C}\nD.
{D}\nE. {E}\nResponse:

Figure 25: Instructions used in TRAIN-10 mode.
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