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Abstract

This paper examines LLM sensitivity to nat-001
ural language prompts and proposes methods002
to enhance robustness. Despite their versatil-003
ity, LLMs show performance volatility with004
prompt changes. We introduce Prompt Gallery,005
which featuring diverse, semantically consis-006
tent prompts mimicking human expression pat-007
terns for multiple LLM evaluations. Experi-008
ments with Prompt Galleryconfirm that model009
size or baseline metrics do not correlate with010
prompt sensitivity, and subtle perturbations can011
impact results. We find in-context examples012
and diverse training instructions improve LLM013
resilience against different question forms. We014
believe this work will serve as a helpful tool015
in studying LLM robustness under human-like016
expressions.017

1 Introduction018

By training on large-scale corpora, large language019

models (LLMs) have shown impressive capabili-020

ties across a diverse spectrum of tasks (Zhao et al.,021

2023; Min et al., 2023). The prompt for LLMs, is022

typically formed by concatenating an instruction023

and an input (Taori et al., 2023). The instructions024

specify the task that the model needs to execute025

and the inputs specify the problem’s content. If026

necessary, complements such as in-content exam-027

ples (Brown et al., 2020) can also be incorporated028

to improve the instruction-following or inspire the029

model’s capabilities. With diverse prompts, LLMs030

can accomplish various tasks.031

Recent studies (Zhu et al., 2023; Pezeshkpour032

and Hruschka, 2023) have analyzed model perfor-033

mance under various instructions and showed that034

the LLMs are sensitive to prompts. With minor035

prompt perturbations, the model performance can036

deteriorate significantly. Such sensitivity presents037

challenges to robust model training (Zhuo et al.,038

2023) and accurate model assessment (Chang et al.,039

2023; Liu et al., 2023). However, many of existing040

research on prompt sensitivity primarily concen- 041

trates on adversarial scenarios, with relatively few 042

studies delving into prompts that align with human 043

expression habits. 044

In this paper, we aim to thoroughly analyze the 045

sensitivity of LLMs to prompts and to explore how 046

to mitigate such sensitivity. We mainly focus on the 047

various ways humans express the same instruction 048

under natural language habits, rather than on adver- 049

sarial prompts. Toward this goal, we first construct 050

the Prompt Gallery, a collection of prompt sets 051

that covers multiple LLM benchmarks for evaluat- 052

ing different capabilities. For each benchmark, we 053

employ eight rules from four aspects to systemati- 054

cally broaden the spectrum of prompts generated, 055

resulting in a large number of diverse and semanti- 056

cally consistent expressions. We also introduce the 057

training/test split for each prompt set to facilitate 058

the study of the robust LLMs. The overview of the 059

Prompt Gallery is shown in Figure 1. 060

Based on Prompt Gallery, we select multiple 061

tasks to conduct a series of assessments of LLMs. 062

Our findings demonstrate the heightened sensitiv- 063

ity of LLMs to prompt variations, which can lead 064

to substantial disparities in performance between 065

different prompts. Importantly, this observed sensi- 066

tivity does not show a significant correlation with 067

the model’s size or its baseline performance met- 068

rics. And even subtle perturbations, imperceptible 069

to human beings, can exert a considerable impact 070

on the model’s responses. These observations un- 071

derscore the pressing need for increased vigilance 072

when assessing the LLMs. 073

Furthermore, we have delved into methods to 074

mitigate the sensitivity of LLMs to different ex- 075

pressions of the same question. Our study reveals 076

that incorporating in-context examples can partially 077

alleviate this prompt sensitivity issue. By training 078

the model with a diverse set of instructions, we 079

observe that a broader spectrum of instructional 080

inputs enhances the model’s performance and leads 081
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Figure 1: Overview of Prompt Gallery: Prompt Gallery consists of instructions for diverse datasets and is easily
expandable. It is helpful for the training of LLMs and facilitates the accurate assessment during evaluation.

to improved generalization capabilities.082

Our contributions can be summarized as follows:083

• We introduce Prompt Gallery as a tool for exam-084

ining prompt sensitivity in the context of mimick-085

ing human expression habits, thereby facilitating086

research on model assessment and robustness.087

• We perform experiments across multiple mod-088

els and diverse benchmarks, revealing that LLMs089

consistently display sensitivity to prompts.090

• We study ways to boost LLM robustness and091

find that in-content examples and diverse training092

instructions both help enhance prompt resilience.093

2 Related Work094

Evaluating LLMs The evaluation of LLMs stands095

as a critical undertaking, fostering more efficient096

utilization and the continuous enhancement of097

LLMs. Prior research has systematically unraveled098

the multifaceted capabilities of LLMs, employing099

a variety of tasks to assess their performance from100

different perspectives. These specific tasks include,101

but are not limited to, reading comprehension (Sak-102

aguchi et al., 2019; Mostafazadeh et al., 2017),103

mathematical problem solving (Cobbe et al., 2021;104

Hendrycks et al., 2021), and code generation (Chen105

et al., 2021; Austin et al., 2021). And This analyti-106

cal approach enables a nuanced understanding of107

how LLMs perform across different facets, shed-108

ding light on their efficacy and potential areas for109

improvement.110

Prompt Sensitivity Previous study (Zhu et al.,111

2023; Pezeshkpour and Hruschka, 2023) showed112

that LLMs are sensitive to prompts, and that per-113

turbing the prompt can cause a significant variation114

in the performance of models. Pezeshkpour and115

Hruschka (2023) demonstrated that the model is116

sensitive to the order of options in multiple choice 117

questions. Mizrahi et al. (2023) demonstrated 118

that model robustness leads to cherry-picking of 119

model performance. However, existing research 120

on prompt sensitivity is insufficient. The construc- 121

tion of prompts in (Zhu et al., 2023) is adversar- 122

ial, and the majority of prompts do not conform 123

to human expression habits. The models analyzed 124

in (Pezeshkpour and Hruschka, 2023; Mizrahi et al., 125

2023) are smaller in size and perform poorly, mak- 126

ing it difficult to transfer the analytical conclusions 127

to the superior LLMs currently available. Further- 128

more, the aforementioned research does not ad- 129

dress the issue at its root, specifying how to obtain 130

a more robust model. 131

Instruction Tuning Fine-tuning on a large number 132

of instructions aligns the model with human needs 133

and improves the model’s performance (Peng et al., 134

2023; Zhang et al., 2023). Previous work has con- 135

structed a large amount of data in terms of quantity 136

and difficulty, and fine-tuned the model to excel in 137

performance(Taori et al., 2023; Chiang et al., 2023; 138

Xu et al., 2023). However, these models remain sen- 139

sitive to prompts, and often only specific prompts 140

can motivate their best performance. Therefore, 141

analyzing and exploring ways to enhance the ro- 142

bustness of the models is crucial. 143

3 Prompt Gallery 144

To thoroughly investigate the sensitivity of LLMs 145

to prompts and offer a systematic platform for the 146

research community’s examination and enhance- 147

ment of prompt sensitivity, we have developed 148

Prompt Gallery, which compassing various bench- 149

marks that are conducive to exploration. 150
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Aspect Rule

Format Adjustments
Adding line breaks or spaces to change the structure of the given content.
Removing line breaks or spaces to change the structure of the given content.

Content Length
Extend the length of the given content to some extent.
Condense the given content to some extent.

Paragraph Structure
Break long paragraphs into smaller ones.
Merge smaller, closely related paragraphs to form a comprehensive one.

Style Adaptation
Make the content less formal and more conversational.
Make the content more formal, akin to written language.

Table 1: Overview of generation rules.

3.1 Prompt Generation151

Different individuals often convey similar mean-152

ings using distinct expressions, which may share153

little lexical overlap. For instance, the phrases154

"Thanks a lot for your assistance!" and155

"I greatly appreciate your help!" both ex-156

press gratitude but utilize entirely separate phras-157

ings. Consequently, traditional methods for gener-158

ating prompts are insufficient to capture the com-159

plexity of human semantics fully. To this end,160

we devise eight generation rules across four di-161

mensions, including: Format Adjustments, Content162

Length Variation, Paragraph Structure Modifica-163

tion, andStyle Adaptation, to guide the advanced164

LLM(i.e.GPT-4 (OpenAI, 2023)) in producing di-165

verse expressions. These aspects each focus on166

different elements, directing the model to rephrase167

given prompts creatively. By combining these rules,168

we can generate a rich set of expressions. Details169

of the generation rules are detailed in Table 1.170

Specifically, we initialize with an origin prompt171

set. It then enters an iterative phase. During each it-172

eration, a random prompt and a rule are respectively173

selected from the current set and rule list. The com-174

bination will be supplied to GPT-4 to generate new175

prompts. Since the prompts generated by LLMs176

are difficult to ensure semantic consistency with177

the original prompt. We prompt GPT-4 to check178

the semantic consistency of generated prompts and179

the origin prompt. Only generated prompts that180

pass the examination will be added to the prompt181

set. After multiple rounds of iteration, we will get182

the prompt set with rich expressions.183

3.2 Datasets Selection184

LLMs are able to follow various instructions (Peng185

et al., 2023; Zhou et al., 2023) and demonstrate186

their abilities not only in general tasks, but also187

in multiple challenging tasks (Chang et al., 2023; 188

Wang et al., 2023). To improve the comprehen- 189

siveness and value of our construction, we choose 190

multiple representative benchmarks with diverse in- 191

struction formats that prompt LLMs to accomplish 192

a wide range of tasks. 193

Specifically, we select multiple benchmarks 194

from the following formats to construct the Prompt 195

Gallery: 196

Multiple Choice Questions Multiple choice ques- 197

tions provide the model with a question accom- 198

panied by several candidate answers. For this 199

format, we select the WinoGrande (Sakaguchi 200

et al., 2019), RACE (Lai et al., 2017), Com- 201

monsenseQA (Talmor et al., 2018), ARC (Clark 202

et al., 2018), StoryCloze (Mostafazadeh et al., 203

2017), StoryCloze (Mostafazadeh et al., 2017), Hel- 204

laSwag (Zellers et al., 2019) and PIQA (Bisk et al., 205

2019) datasets. 206

Open-domain QA Open-domain QA does not 207

restrict the range of model answers and de- 208

mands higher capabilities from the model. 209

For this format, we select the NaturalQues- 210

tions (Kwiatkowski et al., 2019), TriviaQA (Joshi 211

et al., 2017), MATH (Hendrycks et al., 2021) and 212

GSM8K (Cobbe et al., 2021) datasets. 213

Code Generation Code generation requires the 214

model to generate code that can be extracted and 215

run, with high demands on the overall accuracy 216

of the generation. For this format, we select the 217

MBPP (Austin et al., 2021) and HumanEval (Chen 218

et al., 2021) datasets. 219

3.3 Prompt Gallery Construction 220

Initially, we engage in the manual construction of 221

three unique and varied original prompts for each 222

dataset. These prompts are carefully designed to 223

serve as the foundation for our initial set of prompts. 224
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To further amplify the breadth of our prompt set,225

we employ the method in Sec. 3.1, systematically226

generating a considerable number of additional227

prompts, ensuring a comprehensive and inclusive228

range of prompt for our Prompt Gallery. We subse-229

quently divid all prompts within each dataset into230

two sets: a training set and a testing set, tailored231

for different usage scenarios.232

Note that although we construct our Prompt233

Gallery by selecting only a few representative234

datasets, in fact, with the methods we have pro-235

vided, our systematic construction process makes236

it convenient to construct prompt set on a new237

dataset.238

4 Prompt Sensitivity of LLMs239

In our experiments, we aim to comprehensively240

analyze the sensitivity of LLMs to prompts on tasks241

across different capabilities.242

4.1 Experimental Setup243

LLMs Selection. To comprehensively investi-244

gate the sensitivity of LLMs to various prompts245

comprehensively, we conducted experiments on a246

wide range of LLMs with varying sizes, including:247

Llama2 series (Touvron et al., 2023), Vicuna se-248

ries (Chiang et al., 2023), WizardLM series (Xu249

et al., 2023), InternLM2 series (Team, 2023), Qwen250

series (Bai et al., 2023), Mistral 7B (Jiang et al.,251

2023), Mixtral 8x7B (Jiang et al., 2024), GPT-3.5-252

turbo, and GPT-4 (OpenAI, 2023). To ensure that253

the results are reproducible, we use greedy decod-254

ing in inference. 1255

Datasets Selection. We select four datasets256

from diverse tasks to fully analyze the sensitiv-257

ity of the LLMs to prompts, including: ARC-258

challenge (Clark et al., 2018), WinoGrande (Sak-259

aguchi et al., 2019), GSM8K (Cobbe et al., 2021),260

and HumanEval (Chen et al., 2021). We present261

more details on the datasets in the Table 2. We262

adopt the zero-shot setting to evaluate LLMs on263

ARC-challenge, WinoGrande, and HumanEval.264

For GSM8k, we adopt the 3-shot setting evalu-265

ation since it’s difficult to extract answers from266

responses of some LLMs under the zero-shot set-267

ting. For each dataset, we conduct experiments268

using five prompts selected from the testing set of269

Prompt Gallery. Due to limited space, detailed in-270

formation about the datasets and instructions used271

1We adopt the ‘chat’ version for all LLMs by default. The
versions for LLMs evaluated are shown on Appendix B.

is included in the Appendix C. 272

Category Datasets samples Task
Reasoning ARC-Challenge 294 MCQ
Language WinoGrande 1267 MCQ

Math GSM8k 1319 Open-domain QA
Coding HumanEval 164 Code Generation

Table 2: Datasets used for prompt sensitivity analysis.
MCQ stands for multiple choice question.

4.2 Main Results and Analysis 273

We report the main results of the prompt sensitivity 274

of LLMs in Figure 2. 275

LLMs show different degrees of prompt sensi- 276

tivity to different tasks. A particular model may 277

show high robustness on one task but be sensitive 278

to prompts on another task. For instance, GPT-3.5 279

is robust to prompts on both the ARC-Challenge 280

and WinoGrange datasets, but its best-performing 281

score and its worst-performing score on the Hu- 282

manEval datasets can differ by greater than 10 % 283

accuracy. The WizardLM-70B, while being robust 284

on the GSM8K dataset, appears to be highly sensi- 285

tive on the other three benchmarks. 286

LLMs may demonstrate exceptional perfor- 287

mance with specific instructions. LLMs may 288

perform obviously better or worse on one or some 289

instructions than on others, and this is common. 290

For instance, Mixtral-8x7B is less accurate on two 291

instructions than the other three by 10 % on the 292

ARC-Challenge dataset. Additionally, Qwen-72B 293

outperforms the other instructions by more than 10 294

% accuracy on one instruction in the WinoGrande 295

dataset. Moreover, different models do not exhibit 296

the same preferences for instructions, and no single 297

instruction achieves better or worse performance 298

on all models. 299

The sensitivity of LLMs to prompts is indepen- 300

dent of model size and performance. Due to 301

the large variation of accuracies across different 302

LLMs and benchmarks, directly comparing their 303

standard deviations of accuracies is not a reason- 304

able approach. Thus, we adopt the coefficient of 305

variation (CV) to measure the model’s prompt ro- 306

bustness. It is calculated as the ratio of the standard 307

deviation to the mean and characterizes the disper- 308

sion of data with large variations to the mean. For 309

each model l, we calculate the average coefficient 310

of variation CVl: 311

CVl = (
∑
d∈D

σld
x̄ld

)/(|D|) (1) 312
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Figure 2: Main Results of Prompt Sensitivity. The scatter in the figure represents the score of the LLMs under
different instructions.
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Figure 3: The performance of the LLMs on the
prompts sensitivity. Where a lower value means that
the model is more robust to prompts.

Here, D denotes the set of datasets, σld denotes 313

the standard deviation of accuracies of model l on 314

dataset d obtained with different instructions, and 315

x̄ld denotes the average of accuracies of model l on 316

dataset d obtained with different instructions. 317

As shown in Figure 3, GPT-4 not only exhibits 318

the highest degree of comprehensive performance 319

but also demonstrates exceptional robustness to 320

prompts. After that, the InternLM2 series also 321

showcase notable robustness. Although the perfor- 322

mance of Llama2 models are not outstanding, they 323

showcase a high level prompt robustness. We do 324

not observe a significant correlation between the 325

parameter size and the prompt robustness of the 326

model. Llama2-70B exhibits the strongest robust- 327
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ness among all Llama2 models; while Qwen-72B328

is the least robust model among all Qwen models.329

4.3 Prompt Sensitivity or Sampling Sensitivity330

To investigate whether the prompt sensitivity of331

models is significant enough and overwhelms other332

factors like decoding strategies. we conduct experi-333

ments to compare sampling sensitivity and prompt334

sensitivity quantitatively. We select four models335

that are more robust to prompts in the experiments336

of Sec. 4.2, set temperature to 0.9 and top p to337

0.6, and sample five times for each instruction on338

the four benchmarks. We use one-way analysis339

of variance (ANOVA) to analyze the fluctuation340

of model performance by variable instructions. If341

the ANOVA result reaches the significance level342

(p = 0.05), it is assumed that there is a significant343

difference between the groups, i.e., the changes of344

instructions display an effect on the LLM. We list345

the results of ANOVA is Table 3.346

Datasets Internlm2-20B Internlm2-7B Qwen-14B Llama-70B
ARC-Challenge True True True False

WinoGrande True True True True
GSM8K True True True False

HumanEval True True False True

Table 3: The results of ANOVA. ‘True’ indicates that
there are inter-group differences among different instruc-
tions, while “False" vice versa..

We observe that in the vast majority of cases, the347

differences between various instructions are greater348

than the differences between different samples with349

the same instruction. This argues that the model’s350

sensitivity to prompts stems from the excitation of351

the model’s capabilities by different prompts.352

4.4 Subtle modifications exert great impacts353

In Sec. 4.2, we analyze the sensitivity of LLMs to354

different prompts. However, another issue has also355

arouse our interest: are LLMs sensitive to different356

prompts with minor modifications that are almost357

imperceptible to humans?358

To address this question, we conduct experi-359

ments using the ARC-Challenge dataset. First, we360

starts from the following base instruction format:361

{question}
A. {textA}
B. {textB}
C. {textC}
D. {textD}
Answer:

362

By inserting or removing line breaks and spaces 363

within this instruction, we end up with a total of 364

five prompts with slightly variations. We evaluate 365

LLMs with this prompt set and show the results in 366

Figure 4. 367
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Figure 4: The analysis for subtle modifications. It can
be observed that even subtle modifications can have a
obvious effect.

Remarkably, even with such minor perturbations, 368

the performances of LLMs exhibit noteworthy vari- 369

ations. The Llama-2 series display performance 370

fluctuations of up to 10∼20% accuracy across dis- 371

tinct prompts. Besides, superior models on this 372

task, such as InternLM2 series, Qwen series, and 373

Mixtral 8x7B, also exhibit performance disparities 374

exceeding 5% accuracy among different prompts. 375

Thus, the LLMs also show sensitivity to prompts 376

where humans can barely notice the difference. 377

4.5 Model Confidence is Prompt-Sensitive 378

INST 1 INST 2 INST 3 INST 4 INST 5

Llama-2-7B

Mistral-7B

Vicuna-7B

0.92
(0.58)

0.80
(0.43)

0.94
(0.56)

0.93
(0.59)

0.92
(0.59)

0.96
(0.74)

0.94
(0.62)

0.97
(0.72)

0.98
(0.72)

0.97
(0.70)

0.65
(0.62)

0.52
(0.47)

0.62
(0.58)

0.66
(0.62)

0.64
(0.59)

ARC-Challenge

INST 1 INST 2 INST 3 INST 4 INST 5

Llama-2-7B
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Vicuna-7B

0.96
(0.65)

0.77
(0.31)

0.97
(0.62)

0.96
(0.63)

0.96
(0.64)

0.98
(0.70)

0.94
(0.45)
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0.98
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0.61
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Figure 5: Average probability and accuracy when
using different instructions. Where the top value in
the heat map is the average probability and the value in
parentheses is the accuracy.
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Figure 6: Impact of ICL on the performance and sensitivity of LLMs. Where a lower coefficient of variation
means the model is more robust.

We conduct experiments on two datasets in the379

form of multiple-choice questions, ARC-Challenge380

and CommonsenseQA. We measure the probability381

of options with the following prompt template:382

User: "{instruction}{input}"
Assistant: "The correct answer is "

383

By measuring the logits of next token predicted,384

we obtain the probability (or confidence) of the385

option chosen by the model.386

We conduct experiments on the Llama2-7B,387

Mistral-7B and Vicuna-7B, three models that are388

prompt sensitive on both datasets. For each dataset,389

we utilize five instructions from the aforementioned390

experiment and calculate the average probability391

with which the model selected as the answer (the392

option with the highest probability) under each in-393

struction.394

As shown in Figure 5, with different instructions,395

the model’s confidence (i.e., the average probability396

of the selected option) varies, as well as the accu-397

racy. Moreover, when the model has a high confi-398

dence under a certain instruction, its accuracy tends399

to be relatively high as well (for the same model).400

This reflects that different instructions have varying401

abilities to stimulate model performance. When the 402

model’s capabilities are activated, it exhibits higher 403

confidence in its choices and exhibits better perfor- 404

mance. 405

5 Improving the Prompt Robustness 406

5.1 Through In-Context Learning 407

In the era of LLMs, in-context learning (ICL) plays 408

a critical role in enabling LLMs to adopt specific 409

styles and improve their performance, allowing 410

models to perform better on various tasks. To in- 411

vestigate the impact of ICL on the prompt sensitiv- 412

ity of LLMs, we conduct experiments utilizing the 413

CommonsenseQA dataset. Specifically, we select 414

zero-shot, one-shot, three-shot, and five-shot meth- 415

ods for comparative analysis. We use the same five 416

prompts as the original instructions. The results are 417

shown in Figure 6 . 418

For all LLMs, increasing the number of in- 419

context examples results in improved performance 420

for different instructions. The most significant im- 421

provement is observed when moving from zero- 422

shot to one-shot. Additionally, the gap between 423

the scores of different prompts narrowed, and the 424

LLMs become more robust to prompts with an in- 425

crease in in-context examples. However, although 426
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in-context examples can reduce the model’s sensi-427

tivity to prompts, the performance of LLMs still428

varies across prompts. And the model’s preference429

for prompt presence persists even with an increase430

in in-context examples.431

5.2 Through Multi-Instruction Tuning432

Previous studies (Chiang et al., 2023; Xu et al.,433

2023) have demonstrated that improving the qual-434

ity and richness of instructions can improve the per-435

formance of LLMs. However, our experiments in436

Sec. 4 find these to be insufficient: models trained437

on these prompt sets are still sensitive to prompt.438

To this regard, we explore how to improve the ro-439

bustness and performance of the model from the440

perspective of the diversity of instructions.441
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80.0

50.0
60.0

70.0
80.0

50.0
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70.0
80.0

50.0

60.0

70.0

80.0

Figure 7: The performance on the CommonsenseQA
dataset after training. Where the Origin denotes the
original Llama-2-7B-Chat.

We use the train set of CommonsenseQA dataset442

to continue the supervised fine-tuning of Llama-443

2-7B-Chat. In all experiments, we use the same444

five instructions as Sec. 4 for testing. We train445

the model for one epoch using the following three446

prompt sets: TEST-5 represents that the same five447

instructions used for testing; TRAIN-5 and TRAIN-448

10 respectively represent five or ten instructions449

used for training (different from the testing instruc-450

tions).451

We evaluate the trained models on both Com-452

mensenseQA (in-domain) and ARC-Challenge453

(out-of-domain). As shown in Figures 7 and 8,454

training the model on the CommonsenseQA task455

with rich instructions generally boosts its perfor-456

mance on both benchmarks. The performance of 457

the model has improved by more than ten points 458

with all prompt sets, while the most significant im- 459

provement is observed with TRAIN-10. This further 460

exposes that by training on rich instructions, the 461

model will generalize better on unseen instructions. 462

Therefore, when training LLMs, providing a rich 463

set of instructions is essential. 464
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60.0

70.0
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50.0

60.0

70.0

Figure 8: The performance on the ARC-Challenge
dataset after training on the CommonsenseQA train-
ing set.

6 Conclusion 465

In conclusion, this study delves into the pivotal is- 466

sue of LLM sensitivity to natural language prompts. 467

Recognizing that despite their broad capabilities, 468

LLMs can exhibit significant fluctuations in perfor- 469

mance due to prompt variations, we have devised 470

Prompt Gallery with a diverse array of semanti- 471

cally coherent prompts, designed to emulate hu- 472

man expression nuances for comprehensive LLM 473

evaluations. Our empirical investigations using 474

Prompt Gallery reveal that prompt sensitivity is 475

not contingent upon either model size or baseline 476

performance. 477

Our findings underscore the importance of in- 478

corporating in-context examples and diverse train- 479

ing instructions as effective means to enhance an 480

LLM’s robustness against various question formu- 481

lations. 482

7 Limitations 483

In this work, we investigate the sensitivity of LLMs 484

to prompts, but we also recognize the shortcomings 485

8



of our work. Since inputs have huge variations,486

our study is limited to the prompt sensitivity at the487

instruction level. We also haven’t explored whether488

GPT-4 is biased towards the prompts it generates.489

In addition, due to the energy constraints, we have490

not explored how to get a prompt that is the best or491

the worst for a model.492

8 Ethical Considerations493

We use publicly available datasets for our analyti-494

cal experiments. We are aware that our analytical495

findings can be used to create cherry-picked eval-496

uation reports, but we believe that our work can497

contribute to improving the robustness of the LLMs498

to prompts. In addition, we use GPT-4 to polish499

our writing.500
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Generation Prompt

You are a model for content rewriting, and you must adhere to the following rules while striving to
create the best possible content.

Please be aware that the following is the fundamental rules you *must* adhere to when rewriting
contents:
```
1. Do not alter the semantics of the given content.
2. Do not alter the formatting requirements within the content.
3. Do not modify any proper nouns , such as names of people or places.
4. Do not return content that hasn 't changed in any way.
5. The content you generate must be authentic in expression and logical to the native speaker.
```

You *must* rewrite the content from the following perspective:
```
{generation_rule}
```

Please directly generate the response in following JSON format:
```json
{{

Rewritten_Content: String;
//The rewritten content. If the given content cannot be rewritten , leave it empty.

}}
```

The given content:
```
{content}
```

Figure 9: Prompt template for guiding GPT-4 to generate diverse expressions.

Model Version
Vicuna-7b vicuna-7b-v1.5
Vicuna-13b vicuna-13b-v1.5

WizardLM-7B Wizardlm-7B-V1.2
WizardLM-13B Wizardlm-13B-V1.2
WizardLM-70B Wizardlm-70B-V1.0

Mistral-7B Mistral-7B-Instruct-v0.2
Mixtral-8x7B Mixtral-8x7B-Instruct-v0.1
GPT-3.5-turbo gpt-3.5-turbo-0125

GPT-4 gpt-4-0125-preview

Table 4: Overview of the versions of LLMs evaluated.
For which there are not multiple versions of the model,
we have not listed.

C.2 Instructions for analysis in the Sec. 4.2697

The instructions for analysis in the Sec. 4.2 are698

shown in the Figures 16 to 19.699

C.3 Instructions for analysis in the Sec. 4.3700

This analysis uses the same instructions as in the701

Sec. 4.2.702

C.4 Instructions for analyzing subtle 703

modifications in the Sec. 4.4 704

The instructions for analyzing subtle modifications 705

in the Sec. 4.4 are shown in the Figure 20 706

C.5 In-content examples and instructions in 707

the Sec. 5.1 708

The in-content examples are shown in the Figure 21. 709

The instructions in the Sec. 5.1 are shown in the 710

Figure 22. 711

C.6 Instructions for multi-instruction tuning 712

in the Sec. 5.2 713

The instructions for multi-instruction tuning in the 714

Sec. 5.2 are shown in the Figures 23 to 25 715
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Evaluation Prompt

I will give you a given content and a rewritten content. You should judge whether the semantics of
these two contents are *strict consistent*. And you must answer me only with the following JSON
format:
```json
{{

Thought: Str;
//The analysis of whether these two contens are consistent.
Consistency: Boolean;
// Whether these two contents are consistent.

}}
```

Please be aware that the following is the fundamental rules you *must* adhere to when judging:
```
1. Do not alter the semantics of the given content.
2. Do not alter the formatting requirements within the content.
3. Do not modify any proper nouns , such as names of people or places.
4. Do not return content that hasn 't changed in any way.
5. The contents must all be authentic in expression and logical to the native speaker.

```

Content 1:

```
{content_1}
```

Content 2:

```
{content_2}
```

Figure 10: Prompt template for guiding GPT-4 to evaluate the generated content.
ARC-Challenge

Question: Which technology was developed most recently?
A: cellular telephone
B: television
C: refrigerator
D: airplane
Answer: A

Figure 11: An example of the ARC-Challenge dataset.
CommonsenseQA

Question: The sanctions against the school were a punishing blow, and they seemed to what the
efforts the school had made to change?
A: ignore
B: enforce
C: authoritarian
D: yell at
E. avoid
Answer: A

Figure 12: An example of the CommonsenseQA dataset.
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WinoGrande

Assess which sentence is more suitable:
A. Sarah was a much better surgeon than Maria so Sarah always got the harder cases.
B. Sarah was a much better surgeon than Maria so Maria always got the harder cases.
Answer: A

Figure 13: An example of the WinoGrande dataset.

GSM8K

Question:
A robe takes 2 bolts of blue fiber and half that much white fiber. How many bolts in total does it
take?
Answer
It takes 2/2=«2/2=1»1 bolt of white fiber
So the total amount of fabric is 2+1=«2+1=3»3 bolts of fabric
#### 3

Figure 14: An example of the GSM8K dataset.

HumanEval

Below is an instruction that describes a task. Write a response that appropriately completes the
request.
def how_many_times(string: str , substring: str) -> int:

""" Find how many times a given substring can be found in the original string. Count
overlaping cases.
>>> how_many_times('', 'a')
0
>>> how_many_times('aaa ', 'a')
3
>>> how_many_times('aaaa ', 'aa ')
3
"""

Response:
times = 0

for i in range(len(string) - len(substring) + 1):
if string[i:i+len(substring )] == substring:

times += 1

return times

Figure 15: An example of the HumanEval dataset.
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ARC-Challenge

Instruction 1:
Answer the following question: {question}
A. {textA}
B. {textB}
C. {textC}
D. {textD}
Answer:

Instruction 2:
Could you provide a response to the following query: {question} A. {textA} B. {textB} C. {textC}
D. {textD} The response would be:

Instruction 3:
Regarding this question: {question}
Please provide an answer.
(A) {textA}
(B) {textB}
(C) {textC}
(D) {textD}
Your response:

Instruction 4:
Question: {question}
A. {textA}
B. {textB}
C. {textC}
D. {textD}
Answer:

Instruction 5:
{question}
A. {textA}
B. {textB}
C. {textC}
D. {textD}
Answer:

Figure 16: Instructions for the ARC-Challenge dataset.
WinoGrande

Instruction 1:
Identify the superior sentence:
A. {opt1}
B. {opt2}
Response:

Instruction 2:
Assess which sentence is more suitable:
A. {opt1}
B. {opt2}
Response:

Instruction 3:
Evaluate which of the following sentences is more appropriate:
A. {opt1}
B. {opt2}
Your answer:

Instruction 4:
Determine the more appropriate sentence: A. {opt1} B. {opt2}

Instruction 5:
which of the following sentences is more appropriate:
A. {opt1}
B. {opt2}

Figure 17: Instructions for the WinoGrande dataset.
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GSM8K

Instruction 1:
Question: {question }\nLet 's think step by step\nAnswer:

Instruction 2:
I'm going to give you a math problem
Question: {question}
Let 's think step by step
Answer:

Instruction 3:
Please help me to solve this problem
Problem: {question}
Let 's think step by step
Response:

Instruction 4:
{question}
Let 's think step by step
Answer:

Instruction 5:
Q: {question}

Let 's think step by step

A:

Figure 18: Instructions for the GSM8K dataset.

HumanEval

Instruction 1:
Below is an instruction that describes a task. Write a response that appropriately completes the
request.

### Instruction:
Create a Python script for this problem:
{prompt}

### Response:

Instruction 2:
The given task involves creating a Python script to address the specified problem. The instruction
is as follows:

### Instruction:
Create a Python script for this problem:
{prompt}

### Response:

Instruction 3:
Complete the following python code:
{prompt}

Instruction 4:
A Python script for this problem should be created based on the following instruction:
{prompt}

Instruction 5:
Considering the task , generate a Python script based on the provided problem statement:

{prompt}

Figure 19: Instructions for the HumanEval dataset.
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ARC-Challenge

Instruction 1:
Below is an instruction that describes a task. Write a response that appropriately completes the
request.

### Instruction:
Create a Python script for this problem:
{prompt}

### Response:

Instruction 2:
The given task involves creating a Python script to address the specified problem. The instruction
is as follows:

### Instruction:
Create a Python script for this problem:
{prompt}

### Response:

Instruction 3:
Complete the following python code:
{prompt}

Instruction 4:
A Python script for this problem should be created based on the following instruction:
{prompt}

Instruction 5:
Considering the task , generate a Python script based on the provided problem statement:

{prompt}

Figure 20: Instructions with subtle modifications for the ARC-Challenge dataset.
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In-content examples

Example 1: The sanctions against the school were a punishing blow, and they seemed to what the
efforts the school had made to change?
A. ignore
B. enforce
C. authoritarian
D. yell at
E. avoid
Answer: A
Example 2: Sammy wanted to go to where the people were. Where might he go?
A. race track
B. populated areas
C. the desert
D. apartment
E. roadblock
Answer: B
Example 3: To locate a choker not located in a jewelry box or boutique where would you go?
A. jewelry store
B. neck
C. jewlery box
D. jewelry box
E. boutique
Answer: A
Example 4: Google Maps and other highway and street GPS services have replaced what?
A. united states
B. mexico
C. countryside
D. atlas
E. oceans
Answer: D
Example 5: The fox walked from the city into the forest, what was it looking for?
A. pretty flowers.
B. hen house
C. natural habitat
D. storybook
E. dense forest
Answer: C

Figure 21: In-content examples for the Commonsense dataset. For a given shot x, the x−shot utilizes the first x
examples.
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CommonsenseQA

Instruction 1:
Answer the following question: {question}
A. {A}
B. {B}
C. {C}
D. {D}
E. {E}
Answer:

Instruction 2:
Could you provide a response to the following query: {question} A. {A} B. {B} C. {C} D. {D} E. {E}
The response would be:

Instruction 3:
Regarding this question: {question}
Please provide an answer.
(A) {A}
(B) {B}
(C) {C}
(D) {D}
(E) {E}
Your response:

Instruction 4:
Question: {question}
A. {A}
B. {B}
C. {C}
D. {D}
E. {E}
Answer:

Instruction 5:
{question}
A. {A}
B. {B}
C. {C}
D. {D}
E. {E}
Answer:

Figure 22: Instructions for the CommonsenseQA dataset.
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TEST-5

Instruction 1:

Answer t h e f o l l o w i n g q u e s t i o n : { q u e s t i o n } \ nA . {A} \ nB . {B} \ nC .
{C} \ nD . {D} \ nE . {E } \ nAnswer :

Instruction 2:

Could you p r o v i d e a r e s p o n s e t o t h e f o l l o w i n g que ry : { q u e s t i o n }
A. {A} B . {B} C . {C} D. {D} E . {E} The r e s p o n s e would be :

Instruction 3:

Rega rd ing t h i s q u e s t i o n : { q u e s t i o n } \ n P l e a s e p r o v i d e an
answer . \ n (A) {A} \ n (B) {B} \ n (C) {C} \ n (D) {D} \ n ( E ) {E } \ nYour
r e s p o n s e :

Instruction 4:

Q u e s t i o n : { q u e s t i o n } \ nA . {A} \ nB . {B} \ nC . {C} \ nD . {D} \ nE .
{E } \ nAnswer :

Instruction 5:

{ q u e s t i o n } \ nA . {A} \ nB . {B} \ nC . {C} \ nD . {D} \ nE . {E } \ nAnswer :

Figure 23: Instructions used in TEST-5 mode.

TRAIN-5

Instruction 1:

I n q u i r y : { q u e s t i o n } \ nA . {A} \ nB . {B} \ nC . {C} \ nD . {D} \ nE .
{E } \ nResponse :

Instruction 2:

P l e a s e r e p l y t o t h e q u e s t i o n t h a t f o l l o w s :
{ q u e s t i o n } \ n \ nCho ices : \ nA . {A} \ nB . {B} \ nC . {C} \ nD . {D} \ nE .
{E } \ n \ n C o r r e c t Response :

Instruction 3:

{ q u e s t i o n } \ nA . {A} \ nB . {B} \ nC . {C} \ nD . {D} \ nE . {E } \ nAnswer :

Instruction 4:

P l e a s e r e s p o n d t o : { q u e s t i o n } A) {A} B) {B} C) {C} D) {D} E .
{E} Answer :

Instruction 5:

Address t h e f o l l o w i n g q u e s t i o n : { q u e s t i o n } \ nA . {A} \ nB . {B} \ nC .
{C} \ nD . {D} \ nE . {E } \ nResponse :

Figure 24: Instructions used in TRAIN-5 mode.

19



TRAIN-10

Instruction 1:

I n q u i r y : { q u e s t i o n } \ nA . {A} \ nB . {B} \ nC . {C} \ nD . {D} \ nE .
{E } \ nResponse :

Instruction 2:

P l e a s e r e p l y t o t h e q u e s t i o n t h a t f o l l o w s :
{ q u e s t i o n } \ n \ nCho ices : \ nA . {A} \ nB . {B} \ nC . {C} \ nD . {D} \ nE .
{E } \ n \ n C o r r e c t Response :

Instruction 3:

{ q u e s t i o n } \ nA . {A} \ nB . {B} \ nC . {C} \ nD . {D} \ nE . {E } \ nAnswer :

Instruction 4:

P l e a s e r e s p o n d t o : { q u e s t i o n } A) {A} B) {B} C) {C} D) {D} E .
{E} Answer :

Instruction 5:

Address t h e f o l l o w i n g q u e s t i o n : { q u e s t i o n } \ nA . {A} \ nB . {B} \ nC .
{C} \ nD . {D} \ nE . {E } \ nResponse :

Instruction 6:

Address t h e f o l l o w i n g q u e s t i o n : { q u e s t i o n } \ n \ nA . {A} \ n \ nB .
{B} \ n \ nC . {C} \ n \ nD . {D} \ n \ nResponse :

Instruction 7:

Ponder ove r t h e f o l l o w i n g i n q u i r y : { q u e s t i o n } \ nA . {A} \ nB .
{B} \ nC . {C} \ nD . {D} \ nE . {E } \ nAnswer :

Instruction 8:

P l e a s e p r o v i d e an answer t o t h e q u e s t i o n below : { q u e s t i o n } \ n (A)
{A} \ n (B) {B} \ n (C) {C} \ n (D) {D} \ n ( E ) {E } \ n I n d i c a t e your answer :

Instruction 9:

Ponder t h e f o l l o w i n g : { q u e s t i o n } \ nA . {A} \ nB . {B} \ nC . {C} \ nD .
{D} \ nE . {E } \ nAnswer :

Instruction 10:

Reply t o t h i s i n q u i r y : { q u e s t i o n } \ nA . {A} \ nB . {B} \ nC . {C} \ nD .
{D} \ nE . {E } \ nResponse :

Figure 25: Instructions used in TRAIN-10 mode.
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