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Abstract

Recent advances in reinforcement learning (RL) have demonstrated the powerful
exploration capabilities and multimodality of generative diffusion-based policies.
While substantial progress has been made in offline RL and off-policy RL set-
tings, integrating diffusion policies into on-policy frameworks like PPO remains
underexplored. This gap is particularly significant given the widespread use of
large-scale parallel GPU-accelerated simulators, such as IsaacLab, which are opti-
mized for on-policy RL algorithms and enable rapid training of complex robotic
tasks. A key challenge lies in computing state-action log-likelihoods under dif-
fusion policies, which is straightforward for Gaussian policies but intractable for
flow-based models due to irreversible forward-reverse processes and discretization
errors (e.g., Euler-Maruyama approximations). To bridge this gap, we propose
GenPO, a generative policy optimization framework that leverages exact diffusion
inversion to construct invertible action mappings. GenPO introduces a novel dou-
bled dummy action mechanism that enables invertibility via alternating updates,
resolving log-likelihood computation barriers. Furthermore, we also use the action
log-likelihood for unbiased entropy and KL divergence estimation, enabling KL-
adaptive learning rates and entropy regularization in on-policy updates. Extensive
experiments on eight IsaacL.ab benchmarks, including legged locomotion (Ant,
Humanoid, Anymal-D, Unitree H1, Go2), dexterous manipulation (Shadow Hand),
aerial control (Quadcopter), and robotic arm tasks (Franka), demonstrate GenPO’s
superiority over existing RL baselines. Notably, GenPO is the first method to suc-
cessfully integrate diffusion policies into on-policy RL, unlocking their potential
for large-scale parallelized training and real-world robotic deployment.

1 Introduction

In recent years, generative diffusion models, such as DDPM [25], DDIM [52], and flow match-
ing (36, [35]], have attracted considerable attention from reinforcement learning researchers due
to their powerful exploration capabilities and multimodality compared with traditional parame-
terized Gaussian policies. However, existing works in this field almost merely focus on offline
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Figure 1: Existing diffusion-based reinforcement learning algorithms mainly focus on the off-policy
(middle) and offline (right) RL. This is because we can generally obtain the gradient of the Q function
to update the diffusion policy in off-policy RL and utilize the offline data to train the agent in offline
RL. However, as for diffusion-based RL in the on-policy (left) algorithm, there still exists a challenge
that we cannot obtain the log-likelihood of diffusion.
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RL [60, 1} 27, 7] 18, 24} 167, 40] and off-policy RL [62} [13] 43| 41}, 59] methods, and the inte-
gration of diffusion or flow-based policies into on-policy reinforcement learning like PPO [51]
remains largely unexplored. However, existing massively parallel GPU-accelerated simulators,
such as Isaac Gym [38] and its successor, IsaacLab, mainly [32] benefit the training of on-policy
reinforcement learning algorithms, especially PPO, which are capable of achieving substantial
performance in a relatively short wall-clock time. This has resulted in a fundamental dilemma,
hindering the practical deployment of existing diffusion/flow-based RL algorithms in real-world
applications [10} 31} 42, 45| [14].

Different from diffusion models [[13] applied in off-policy RL, the primary challenge in integrating
flow policies with on-policy reinforcement learning is how to compute the log-likelihood of state-
action pairs, while it is straightforward for Gaussian policies. The underlying reason here lies in
the inconsistency and non-reversibility between the forward and reverse processes of the generative
diffusion policy, caused by the Euler-Maruyama (EM) discretization [48| 5. Nevertheless, the
optimization objective in on-policy RL necessitates the probability density of the given state-action
pair. In this context, estimating the probability density of a given state-action pair in flow or diffusion
models is nontrivial, and further utilizing this estimate for diffusion or flow policy improvement in
the on-policy RL paradigm presents additional challenges.

To address these challenges, we propose GenPO, motivated by the exact diffusion inversion [57],
which constructs an invertible flow mapping and thus avoids the mismatch of forward and reverse
processes of the diffusion policy. Specifically, we first construct a new Markov process with the
action space twice the size of the original in GenPO due to the limitation of exact diffusion inversion,
and then enable reversible flow processes by alternately updating the two parts of the dummy action.
In that case, we can calculate the exact probability density of the given action in this new Markov
decision problem via change of variables theory like normalizing flow [46l [15]]. Moreover, the two
parts of the dummy action will be averaged as one and then mapped to the original action space
during inference. Hence, we can perform GenPO to update the generative diffusion policy in the
reformulated Markov decision problem, but finally obtain the optimal solution to the original task.

In addition, with the exact probability density, we estimate [11] the entropy of the diffusion policy
and the Kullback-Leibler (KL) divergence with respect to the behavior diffusion policy. This allows
for the combination of entropy regularization and KL-adaptive learning rate adjustment into GenPO,
which has been confirmed effective in PPO. To demonstrate the superiority of GenPO, we conduct
experiments on 8 IsaacLab benchmarks [38]], which cover robot ant, humanoid, quadcopter, Franka
robot arm [23]], Shadow dexterous hand [56]], ANYbotics anymal-D, and Unitree legged robots [68].
The final results show that the proposed GenPO outperforms previous RL baselines in cumulative



returns, while maintaining comparable sample efficiency and faster convergence. It is worth noting
that GenPO is the first trial to incorporate the generative diffusion policy into on-policy RL algorithms
and opens brand-new avenues for diffusion-type policies applied in large-scale parallel simulators
and real-world robot control. Our contributions are summarized as follows:

* Bridging generative diffusion models and on-policy RL. GenPO achieves the first stable integra-
tion of diffusion-based policies with on-policy reinforcement learning, successfully deploying the
inherent exploration capabilities and multimodality of diffusion models in large-scale GPU parallel
simulators (IsaacLab).

* Closing the likelihood gap in diffusion policies. Unlike Gaussian policies with closed-form
densities, diffusion policies lack tractable likelihoods. GenPO overcomes this by using invertible
diffusion dynamics, enabling 1) exact log-likelihood computation, 2) unbiased entropy estimation,
and 3) analytical KL divergence-bringing Gaussian-style advantages to expressive diffusion models.

¢ Comprehensive experiments on IsaacLab benchmarks. We evaluated GenPO on IsaacLab
benchmarks. The experimental results show that in a massively parallel environment, previous
diffusion-based reinforcement learning algorithms are almost ineffective, while GenPO achieves
the best performance in terms of sample utilization efficiency and episodic rewards, far surpassing
other algorithms.

2 Related Works

In this section, we review the literature of generative models such as VAE [28], GAN [12], normalizing
flow [46], diffusion [65], and flow-based model [36, 134] for policy learning, and generally divide
them into two classes according to their learning paradigm.

Generative Policy for Online Reinforcement Learning. The goal of online RL [54] is to learn an
optimal policy with the interactions of the given environment. It is challenging to train a generative
model policy within an online RL paradigm due to the absence of the action label. Generative policy
learning methods in online RL can be broadly grouped into two paradigms. The first paradigm
views the generative policies as a black-box function approximation like neural networks, and
optimizes them via the policy gradient. In this paradigm, representative methods include DACER [39],
CPQL [9]], FlowPG [4], SAC-NF [39]], and TRPO-NF [55], which directly apply deterministic or
policy gradient on the generative model policies. By contrast, the second category leverages the
internal structure and mechanisms of the generative model itself to perform the policy improvement.
For instance, DIPO [62] and QVPO [[13] respectively utilize the gradient and the value magnitude
of the Q-function to identify optimal actions, which are then applied to the variational loss of the
diffusion model. Additionally, QSM [43]] and MaxEntDP [16] regard the noise network in the
diffusion model as the score function of the target policy distribution and then employ the gradient
of the Q-function and its variants to train the noise network. As to normalizing flowAASbased
approaches, MEow [6] exploits the layer-wise nonlinear property of the flow network to train the Q
and V functions, which yields the corresponding maximum-entropy normalizing flow policy based
on SAC [21} 22]. Overall, current approaches that employ generative-model policies in online RL
have predominantly focused on integrating these models with off-policy RL algorithms like SAC,
with few efforts to combine them with on-policy RL methods.

Generative Policy for Other Learning Paradigms. Compared with generative policy for online RL,
more existing research works on generative policy have been devoted to offline RL [30] and imitation
learning paradigms, wherein policies are learned from offline datasets without environment interaction.
For offline RL, BCQ [18]], PLAS [66], SPOT [61]] adopt VAE [28] policy regularizer to prevent the
policy from optimizing outside the support of the dataset. Besides, CPED [64]] utilizes flow GAN [20]
to achieve more accurate policy regularization. Furthermore, diffusion-QL [60]], EDP [27], SRDP [,
CEP [37], and FQL [41] leverage diffusion [25] and flow [36} 134] policies to accurately model
the policy distribution in offline datasets, thereby obtaining policies with superior generalization
capability. Regarding imitation learning, diffusion policy [10] and diffuser [26]] serve as canonical
examples of using diffusion models to fit the stateAASaction mapping and statedAStrajectory mapping,
respectively. The latter one is also referred to as the diffusion planner. Subsequently, FMIL [47]],
AVDC [29], and decision diffuser [2]] follow their steps and demonstrate enhanced performance in
different robots. Furthermore, DPPO [44]] applies policy gradient to fine-tune the diffusion policy
trained with the offline dataset. Nonetheless, DPPO merely explores the use of the RL technique in



finetuning an offline-pretrained diffusion policy, rather than representing a diffusion-based online RL
algorithm.

However, all of the above generative policy learning approaches have not been effectively integrated
with on-policy reinforcement learning algorithms, making them unable to sufficiently leverage
modern massively parallel GPU-accelerated simulators. Specifically, off-policy algorithms often
struggle with convergence in such simulators, while offline RL and imitation learning methods are
fundamentally incompatible with them due to the lack of online interaction. In contrast, our proposed
Generative diffusion Policy Optimization (GenPO) seamlessly integrates with on-policy algorithms,
enabling efficient training of high-performing generative policies within a short wall-clock time using
large-scale GPU-parallelized simulation platforms.

3 Preliminaries

3.1 On-policy Reinforcement Learning

Reinforcement learning problems [54] are formalized as Markov decision processes (MDPs), defined
by the tuple (S, A, p,r, po,7), where S is the state space, A is the action space, p(s’ | s,a) :
S xS x A — [0,00) denotes the transition dynamics, r(s,a) : S x A — R is the reward
function, po(s) : S — [0, 00) is the distribution of the initial state, and v € [0, 1) is the discount
factor for the value estimation. The goal of RL is to maximize the expected discounted return as
J(O) = Eror, [> oo 're), where mp(a | s) is the behavior of the agent parametrized by 6, and
induces a corresponding distribution over behavior trajectories 7. For convenience, RL also defines
two different value functions: the state value function V. (s) = E,;[>,_,7'r¢|so = s] and the
state-action value function Q(s,a) = E; o[>, ,¥'7t|ao = a, so = s|. Besides, the advantage
function, which represents the benefit of taking one specific action compared with the expected return
at the given state, is defined as A, (s,a) = Qx(s,a) — Vi (s).

On-policy RL algorithms train the policy with the transitions generated by the current policy itself,
while off-policy RL algorithms use the transitions from a different policy as training samples. While
on-policy RL algorithms preserve the consistency between the behavior and target policies, but
often suffer from high variance and sample inefficiency. Proximal Policy Optimization (PPO) [51]
addresses these challenges by introducing the clipped surrogate objective:

LOVP(9) = Eqy 0y, {mm(rt(o)/it, clip(r,(6),1 — e,1 + e)/it)} : )

7o (ai|st)

o (ar]se) and flt is the estimation of the advantage function via GAE [50]. By
o1d \At]St

leveraging the importance sampling technique and trust-region insights [49] without second-order
complexity for approximation of the KL divergence constraint, PPO can achieve stable and efficient
policy updates. The simplicity, robustness, and strong empirical performance on continuous-control
benchmarks [38}168] of PPO have made it the first algorithm to be adopted in many domains.

where r4(6) =

3.2 Generative Diffusion Models and Flow Matching

Generative diffusion models [25} 53] 52] are a kind of powerful latent variable generative model that
can transform samples from the standard Gaussian distribution z1 ~ A(0, I) to the data distribution
Ty ~ Ddate Via the denoising procedure with the noise network. The relationship between xg and z
is defined by the forward SDE of diffusion

dzy = f(x,t) dt + g(t) AW, b

where W, the standard Wiener process (a.k.a., Brownian motion), f(z, ) is a vector-valued function
called the drift coefficient of x4, and g(t)is a scalar function known as the diffusion coefficient of ;.
According to [S3]], the reverse-time SDE of diffusion (i.e., denoising procedure) is

day = [f(2e,t) — 9(t)*Va log p(zy)] dt + g(t) AW, 3)

where W, is a standard Wiener process when time flows backwards from 7" to 0. In prac-
tice, DDPM [25] discretizes the SDE and approximates the forward step as ¢(z; | x¢—1) :=
N (zy; /1= Bixs—1, BeI), where B; is the variance schedule. The noise network €y (¢, t) in DDPM
can be trained by the variational lower bound loss:

Eiof1,7),20,e0 [|€0 — €0(Vauzo + V1 — aueg, 1)])], 4
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Figure 2: Forward and reverse process of GenPO. The forward process is to sample actions with the
given state; the reverse process is to compute the probability density of the given state-action pair.
Notably, the forward and reverse processes are invertible.

where ay =1 — B4, ay = Hi:o a, and €, ~ N(0,1).

The flow matching model [36,134] is developed for faster generation compared with classical diffusion
models like DDPM, and can be viewed as a special type of generative diffusion model [19]]. Similar
to DDPM, flow matching model learns a time-dependent vector field vy (x, t), i.e., noise network
in DDPM, that transports samples along a predefined family of conditional distributions {p; }+c[0,1]
satisfying z1 ~ pqata and zo ~ N'(0, I). Hence, the sample from the target distribution pgqy, can be

achieved via solving the ode z; = z¢ + fol v(xe, t)dt.

Besides, The loss of flow matching is given as £(f) = fol Eznp, [|vo(z,t) — v*(2,t) I* dt, where
v* (x4, t) is the true velocity field under the chosen path. When the path is Gaussian diffusion, v* (z, t)
coincides with the score-drift term of the reverse SDE in diffusion. However, the log-likelihood of
the given sample cannot be calculated directly in the generative diffusion framework.

4 GenPO: An On-policy RL Method based on Diffusion Models

As mentioned in Section [3.2] the log-likelihood of the given samples cannot be computed directly
in generative models. However, to integrate diffusion policy into on-policy RL, we must present
the explicit formula of log-likelihood under the given state-action pair for the policy update. Hence,
we first elucidate the intrinsic reasons that make the computation of the log-likelihood in diffusion
models challenging. Then, we address these challenges by (1) applying the exact diffusion inversion
technique [S7] and utilizing the change of variables technique like normalizing flow [46], (2) con-
structing a reformulated Markov decision process with a modified action space, along with a trick
that maps the generated actions back to the original action space.

Besides, based on this framework, we also introduce an unbiased estimation method for both the
entropy of the diffusion policy and the Kullback-Leibler (KL) divergence between different generative
diffusion policies. Notably, this has not yet been accomplished by previous diffusion-based RL
methods. In addition, since policy update is actually performed on a reformulated MDP, extraneous
exploration is induced, thereby degrading RL learning efficiency. To address this issue, we also
introduce an auxiliary compression loss term. Leveraging these techniques, we finally present the
practical implementation of the proposed GenPO algorithm, which successfully incorporates the
generative policy to PPO [51]] in an effective manner. Figure [2] shows the training and inference
process of the proposed GenPO.

4.1 Challenges in Calculating Diffusion Probability

Recalling existing generative models, such as VAE [28], GAN [12], normalizing flow [46], and
diffusion model [53]], it can be found that only normalizing flow and its variants like flow GAN [20]]



allow the exact likelihood computation via the change of variables theorem [46]. In contrast, for
other generative models, probability densities or related statistics can only be obtained approximately
via special designs [13| 5, 59]]. Applying such approximate probability density estimates for policy
update is unacceptable in on-policy RL algorithms.

According to Lemma 1, if we want to compute the probability density of a generative model exactly,
the generative model must be invertible between the sampling distribution, like the standard Gaussian
distribution, and the target distribution. Thus, we consider designing a reversible generative diffusion
model and employing the change of variables theorem (5) to compute its probability density.

Lemma 1. (Change of Variables [3]) Let f : R™ — R"™ is an invertible and smooth mapping. If we
have the random variable X ~ q(x) and the random variable Y = f(X) transformed by function f,

the distribution p(y) of Y is
af |~
det —

Ox )

p(y) = q(=)

However, as mentioned in [57, |58, 63|, it is nontrivial to realize an exact invertible diffusion model.
This is because of the inconsistency between the forward and reverse processes of the generative
diffusion model. @ shows the forward and reverse process of DDIM [52]. It can be observed that
this inconsistency is caused by the approximation of x; with x;_; in the forward process, since the
x; is unavailable in the forward step ¢ — 1.

/1= 1
Reverse: w41 = /oz_1 It ;tee(% ) + /1 — az_1€9(xs,t)
Vo (6)

Ti—1 — breg(x,t) w41 — br€g(wi—1,t)

Forward: xz; =
at a

where a; = \/ay—1/as, by = —/ar—1(1 — ayp) /oy + /1 — .

4.2 Exact Diffusion Inversion in Reformulated MDP

Consequently, to realize an invertible diffusion model, this issue must be addressed. Motivated by
EDICT [57], we realize the invertible diffusion model via maintaining two coupled noise vectors and
updating them alternately in the forward and reverse processes of the generative diffusion model, and
then extend it into flow matching [35}[36]] for fast generation as shown in BI) However, the two
coupled noise vectors also lead to a doubled sample space. This implies we cannot directly apply this
technique to diffusion policy when the dimension of the action space is odd.

To resolve this problem, we reformulate the original MDP problem with a doubled dummy action
space A in GenPO. Each dummy action @ = (x, y) consists of two components, which are subse-
quently averaged to produce a single action a = “I¥ in the original space. It is obvious that, when
the policy in the reformulated MDP is optimal, it is also optimal with the average mapping in the
original MDP problem.

Re.ve':rse: jt-}-At = ¢ —i— Vo (yh t)At, _ gt-i—At = Yt -|: (] (jit+At, t)At ( )
Mixing: Tignr =D Togar + (1= D) - Gevae, Yerar =0 Geyar + (1 —p) - Tegpar

Notably, different from EDICT, which just applies exact diffusion inversion for the inference of
diffusion, GenPO independently samples the standard Gaussian noise for x, 3o rather than samples
one noise € and sets ¢ = yo = € to allow for the probability calculation using changes of variables
(3). Moreover, due to the doubled action space in the modified MDP, there exists a meaningless
exploration problem in the diffusion policy. For instance, if the optimal action a* = 0, we have
a=(—1,1),(—2,2) are both the optimal dummy action. Hence, to prevent unnecessary exploration
in the modified MDP, a mixing scheme (7] [8)) is adopted so that the two parts z, y of dummy action
components remain closely aligned. In (7}[8), the mixing scheme is employed to facilitate information
exchange between the x and y components of a, thereby ensuring the diffusion policy converges to
dummy actions with minimal discrepancy between = and y parts. Here the coefficient p is used to
control the intensity of the interchanged information.

Unmixing:  Jpnr = % Frine = % ®
Forward: Yt = gt_t,_At — Vg (jt-i-Ata t)At, T = i‘t—&-At — Vg (yt; t)At



4.3 Practical Implementation

To enhance GenPO’s exploration and stabilize training, we estimate policy entropy and introduce an
adaptive KL-divergence-based learning rate schedule for flow policies. Unlike Gaussian policies, flow
policies lack closed-form expressions for entropy and KL divergence, preventing direct computation.
As a result, prior diffusion RL algorithms [13, |59} I5] have relied on heuristic approximations
to encourage exploration. In contrast, GenPO is exactly invertible (Section[4.2), allowing precise
computation of the log-likelihood of any state-action pair via the change-of-variables (3] in Sectionf4.T]
This enables unbiased estimation of both entropy and KL divergence. Accordingly, we define the
entropy loss in Eq.[9]

L () 1= Es o, [log (mo(a | 5))]. ©)
Besides, to enable adaptive scheduling of the learning rate, we also present an unbiased estimation
of the KL divergence as shown in Algorithm [T} and the estimation formula for computing the KL
divergence between diffusion policies is

KL(70,1, | 70) := Eqim,,, [l0g (7o,,(@ | 5)) —log (mo(a| )] - (10)

We also present an instantiation of our algorithm within the PPO framework. The surrogate loss of
PPO is modified as (TT).

£PP00::ES&NW l:min<7re(dt~|st)fi,di MJ—GJ—FGA
©) = Egvanmmog, M| G Toy PG G Ts0) 4 .

Notably, to mitigate this issue and prevent ineffective exploration of the action space, we introduce a
compression loss as Ky, ~x, [(:rl - yl)ﬂ , which diminishes the mean square error between = and
y components, in the policy loss. The final diffusion policy loss is shown in (I2).

£(0) = £PFO + XLENT 4 uB,, ey [(20 = 0)?] (12)

where A and v are the coefficients of the entropy and compression loss, respectively.

Algorithm 1 Generative Diffusion Policy Optimization

Input: generative diffusion policy mg(a | s), value network V,,(s).

1. 6«0
2: fortin1,2,--- ,T do
3: for each actor do
4: Sample dummy actions @ = (z,y) from mg(a | )
5: Usea = % to interact with the environment for N timesteps
6: Calculate the probability of 7y(a | s) of the executed dummy actions
7: Use GAE to estimate advantages A1, -- , Ay and returns Ry, - , Ry,
8: Store transitions, dummy actions, probability, and advantage value in rollout
9: end for
10: forkinl,2,---, K do
11: Estimate KL divergence according to and adjust the learning rate o
2 Dy > €
29 =%
OH_{ 2a, Dgp <e.
12: Update 7y (a | s) with the surrogate loss with and mini-batches from rollout
. 2
13: Update the value network V,,(s) with loss E; g, MVW(S) — R(s,a) H ]
14: end for
15: end for

5 Experiments

In this section, we empirically evaluate the proposed method on several control tasks within IsaacLab.
We also conduct ablation studies to investigate the impact of key hyperparameters. These experiments



(a) Ant (b) Humanoid (c) Franka Arm (d) Quadcopter

Yo _

2

g
B

8

g

el
g

g

Episodic Reward

Episodic Reward
Episodic Reward
Episodic Reward

/ 25 7—
50 -
Pl e A __/ o 25
0 .U_— /7~ ‘—‘:7——“
0 | e -50
-25
00 06 12 18 24 30 00 15 30 45 60 00 08 16 24 32 000 025 050 075 100 125
Epoch x10* Epoch x10° Epoch x10* Epoch x10*

2 (e) Anymal_D . (f) Unitree-Go2 (g) Unitree-H1 (h) Shadow Hand

12000

3
®

10000

8000 i
e i

6000

4000

Ep\zodicm Reward
Ep\sodicSReward
Episodic Reward
Episodic Reward

&

00 15 30 45 60 15 oo 08 16 24 32 00 15 30 45 60 15 00 03 06 09 12 15
Epoch x10° Epoch x10° Epoch x10° Epoch x10°

2000

8

8
]

DDPG ~—— SAC D3 DACER —— QVPO —— PPO —— GenPO

Figure 3: Learning curves across 8 IsaacLab benchmarks. Results are averaged over 5 runs. The

x-axis denotes training epochs, and the y-axis shows average episodic return with one standard
deviation shaded.

aim to compare our approach with popular online RL algorithms and analyze how hyperparameter
choices affect performance.

5.1 Comparative Evaluation

Setup. To evaluate our method, we conducted experiments on a suite of benchmark tasks provided by
IsaacLab. The benchmark environments used in this study include Isaac-Ant-v0, Isaac-Humanoid-vO0,
Isaac-Lift-Cube-Franka-v0, Isaac-Repose-Cube-Shadow-Direct-v0, Isaac-Velocity-Flat-Anymal-D-
v0, Isaac-Velocity-Rough-Unitree-Go2-v0, Isaac-Velocity-Rough-H1-v0, and Isaac-Quadcopter-
Direct-v0. For brevity, we refer to these environments respectively as Ant, Humanoid, Franka Arm,
Shadow Hand, Anymal-D, Unitree-Go2, Unitree-H1, and Quadcopter throughout the remainder
of the paper. Our algorithm GenPO is compared and evaluated against several well-known model-free
algorithms, including DDPG, TD3, SAC, PPO, as well as two diffusion-based off-policy algorithms:
DACER and QVPO. To assess statistical robustness, all experiments are repeated across five random
seeds. More details related to the experiments can be found in the supplementary materials.

Table 1: Comparison of the average final rewards of GenPO with some prevalent RL methods in
IsaacLab Benchmarks. The maximum value for each task is shown in bold. The standard deviation of
the five runs is enclosed in parentheses.

Algorithm ‘ ‘ Ant Humanoid Franka-Arm  Quadcopter ~ Anymal-D  Unitree-Go2  Unitree-H1 Shadow-Hand
DDPG [33] 62.96(5.18) 63.34(7.39) -1.61(0.76) 0.03(0.13)  -0.86(0.55)  9.09(0.81)  -6.63(1.04)  6209.59(559.44)
TD3 [17] 67.80(7.05) 82.36(4.70) 0.03(0.12) 0.17(0.15)  -0.89(0.77)  8.44(1.05)  -4.97(0.87)  9386.64(314.37)

SAC [22] 38.68(21.84)  49.52(16.89)  -1.100.95)  38.46(22.20) -5.12(0.14)  6.67(2.02)  -5.05(0.18)  8459.74(135.79)

DACER [39] || 0.29(0.98) 0.58(0.01)  -343(2.82) 2539(22.99) -1.62(0.09) 637(2.07) -621(0.17)  -207.43(88.82)
QVPO [13] 7.19(2.32) 10.59(6.30)  -0.12(0.14)  63.99(45.42) -1.81(0.36)  7.34(0.62)  -472(0.16)  134.36(39.05)
PPO [51] || 146.94(10.61) 197.25(18.26) 78.14(50.43) 99.08(13.49) 9.80(4.78)  15.67(1.92) 18.97(2.02)  8402.21(435.64)
GenPO(*) || 177.90(13.87) 273.94(16.96) 144.78(3.10) 137.95(0.84) 19.80(0.16) 28.01(0.76)  26.09(0.68) 11282.35(322.94)

Figure |3| presents the mean episodic return (solid line) and one standard deviation (shaded area).
GenPO and PPO achieve near-optimal performance with fewer environment interactions compared to
off-policy baselines, benefiting from synchronized data collection that enhances training stability and
convergence speed. In contrast, off-policy methods struggle in large-scale parallel settings. This issue
is particularly pronounced in diffusion-based algorithms, whose policies have difficulty tracking the
rapidly shifting data distribution in the replay buffer. Additionally, GenPO’s generative diffusion
policy enhances exploration over standard Gaussian policies, contributing to more efficient and robust



(a) Ablation for compression loss (b) Ablation for entropy and learning rate adaptation. (c) Ablation for mixing coefficient p
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Figure 4: Ablation study results. (a) Effect of varying the compression loss coefficient v on training
stability and final performance. (b) Impact of entropy and learning rate adaptation on exploration and
convergence. (c) Performance under different mixing coefficients p in flow policies.

policy optimization. These factors together explain GenPO’s superior performance across diverse
tasks.

Table[I]reports the average episodic return (with standard deviation) across eight benchmark tasks.
GenPO consistently achieves the highest mean return across all environments, significantly outper-
forming all algorithms. Notably, on the most challenging tasks, such as Unitree robots locomotion
and Shadow Hand manipulation, GenPO demonstrates not only higher returns but also lower variance,
indicating greater training stability.

5.2 Ablation Study

To better understand the significance of each component in GenPO and explain its superior perfor-
mance on the IsaacLab benchmark, we conducted the ablation study focusing on three key design
choices: 1) the effect of the compression loss in the training objective; 2) the impact of entropy
and KL divergence estimation; and 3) the choice of the mixing coefficient p. We present results
on the Isaac-Ant-v0 task as a representative example, as similar trends are observed across other
environments. Additional ablation results are provided in the supplementary materials.

Effect of Compression Loss. To validate the impact of the compression loss on final performance,
we vary its coefficient v in (I2) and analyze the resulting training curves in Figure [d(a). We evaluate
v € {0,0.01,0.1,0.5,1.0} and find that #» = 0.01 provides the best balance between stability
and regularization. Larger values overly constrain the policy and lead to poor performance, while
excluding the loss (v = 0) slows convergence. Based on this tradeoff, we set v = 0.01 in all
experiments.

Entropy and Learning rate adaptation. Figure [(b) illustrates the effect of entropy regularization
and learning rate adaptation. Adaptive adjustment of the learning rate leads to faster and more stable
convergence, while entropy regularization enhances exploration and yields higher returns. Empirical
results confirm that both components, implemented as described in Section[4.3] substantially improve
overall performance. In all tasks, we employ an adaptive learning rate scheme and include an entropy
regularization term in the loss defined in Eq. (T2).

Mixing coefficient. As shown in Figure @), GenPO performs best when the mixing coefficient
is set to p = 0.9. This is because setting p too low will cause the forward mixing process (8) to
be numerically unstable, making the value too large and affecting the stability of training. On the
contrary, too high p will introduce redundant exploration in the doubled dummy action space, thus
slowing down the convergence. Therefore, choosing p = 0.9 can achieve a practical trade-off between
stability and exploration efficiency, so we set p to 0.9 for all experiments.

6 Conclusion, Limitation and Future Works

This paper proposes Generative Diffusion Policy Optimization (GenPO), a novel approach that
integrates generative diffusion policies into the on-policy RL framework. GenPO enables tractable
log-likelihood computation of actions in the diffusion model, which is unavailable in prior works, and



further unbiasedly estimates the entropy and KL divergence of the diffusion policy, thereby achieving
entropy regularization and adaptive learning rate adjustment during policy update. Finally, GenPO
achieves superior performance compared with existing RL baselines, including diffusion-based RL
methods, on eight IsaacL.ab benchmarks, with comparable sample efficiency and faster convergence,
highlighting the potential of generative diffusion policies in on-policy RL for large-scale simulation
and real-world robotics control.

Despite its excellent performance, GenPO faces the problem of relatively high computational and
memory overhead to be resolved in the future. While the GPU’s parallelism helps to mitigate this
issue, GenPO still incurs considerable complexity in computing the Jacobian determinant. Hence,
our future work will focus on exploring how to optimize the computational and memory efficiency of
GenPO to facilitate its deployment in more real-world applications.
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A Environmental Details

(e) Anymal-D (f) Unitree-Go2 (g9) Unitree-H1 (h) Shadow Hand

Figure 5: Eight Isaaclab benchmark visualizations, eight images from https://isaac-sim|
github.io/IsaacLab/main/source/overview/environments.html. From (a) to (h) are
Isaac-Ant-v0, Isaac-Humanoid-vO0, Isaac-Lift-Cube-Franka-v0, Isaac-Quadcopter-Direct-v0, Isaac-
Velocity-Flat-Anymal-D-v0, Isaac-Velocity-Rough-Unitree-Go2-v0, Isaac-Velocity-Rough-H1-vO0,
and Isaac-Repose-Cube-Shadow-Direct-v0.

IsaacLab El is a unified and modular framework for robot learning, designed to streamline common
workflows in robotics research, including reinforcement learning, imitation learning, and motion
planning. The framework leverages NVIDIA Isaac Sim for high-fidelity simulation and benefits
from PhysX’s GPU-accelerated physics engine as well as a tile-based rendering API for vectorized
rendering.

As displayed in Figure[5] we selected 8 representative and challenging environments, which can be
roughly divided into the following categories according to the official manual of Isaaclab https:
//isaac-sim.github.io/IsaacLab/main/source/overview/environments.html;

1. Classic: These classic tasks are derived from the IsaacGymEnv implementation of MuJoCo-
style environments, providing standardized benchmarks for locomotion and control in
continuous action spaces.

» Isaac-Ant-v0. The state and action spaces are (S, A) € R*8, The task involves
controlling a MuJoCo Ant robot to move in a specified direction.

+ Isaac-Humanoid-v0. The state and action spaces are (S, A) € R87%2!. The objective
is to control a MuJoCo Humanoid robot to move in a specified direction.

2. Manipulation: These environments involve manipulation tasks performed by a fixed-base
robotic arm or a dexterous hand, such as object reaching, grasping, or in-hand rotation.

+ Isaac-Lift-Cube-Franka-v0. The state and action spaces are (S,.4) € R36*8. The
task involves controlling a Franka Emika robot arm to pick up a cube and transport it
to a randomly sampled target position.

* Isaac-Repose-Cube-Shadow-Direct-v0. The state and action spaces are (S, .A4) €
R157%20 " The task requires using a Shadow Dexterous Hand to perform in-hand
reorientation of a cube to match a target orientation.

3. Locomotion: This category includes legged locomotion environments that challenge agents
to coordinate multiple degrees of freedom to achieve stable and directed movement. Tasks
include forward walking, turning, and terrain adaptation, typically implemented with hu-
manoid robots.

» Isaac-Velocity-Flat-Anymal-D-v0. The state and action spaces are (S, A) € R48x12,
The task requires controlling an ANYmal D quadruped robot to follow a commanded
velocity trajectory on flat terrain

*https://isaac-sim.github.io/IsaacLab/main/index.html
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* Isaac-Velocity-Rough-Unitree-Go2-v0. The state and action spaces are (S,.A) €
R235%12 " The task involves controlling a Unitree Go2 quadruped robot to follow a
commanded velocity trajectory over rough terrain.

« Isaac-Velocity-Rough-H1-v0. The state and action spaces are (S, A) € R256%19 The
task involves controlling a Unitree H1 humanoid robot to follow a commanded velocity
trajectory over rough terrain.

4. Others:

» Isaac-Quadcopter-Direct-v0. The state and action spaces are (S,.4) € R2%4, The
task is to control quadrotors to fly and hover at a designated goal position by applying
thrust commands.

Moreover, based on the IsaacLab Engine, the an anonymous link for the visualization of our experi-
mental results is shown in anonymous-project365.github. io,

B Training setups

B.1 Hardware Configurations

All experiments were carried out on a server equipped with two Intel Xeon Gold 6430 CPUs (32
cores per socket, 64 threads total per CPU, 128 threads total), with a base frequency of 2.1 GHz
and a maximum turbo frequency of 3.4 GHz. The system supports 52-bit physical and 57-bit virtual
addressing. For GPU acceleration, we used 8 NVIDIA GeForce RTX 4090 D GPUs, each with 24
GB of GDDR6X memory, connected via PCle. The GPUs support CUDA 12.8 and were operating
under the NVIDIA driver version 570.124.04. The machine is configured with NUMA topology
across 2 nodes, each handling 64 logical CPUs. No GPU MIG (Multi-Instance GPU) or ECC was
enabled during the experiments.

B.2 Reinforcement Learning Framework in IsaacLab

IsaacLab provides native integration with several reinforcement learning libraries, in-
cluding RSL-RL https://github.com/leggedrobotics/rsl_rl, RL-Games https://
github.com/Denys88/rl_games, SKRL https://skrl.readthedocs.io/en/latest/, and
Stable-Baselines3 https://stable-baselines3.readthedocs.io/en/master/index.html,
each of which exposes a distinct API for agent-environment interaction. In this
work, we adopt SKRL as our primary framework for implementing baseline algo-
rithms.  SKRL is an open-source, modular, and extensible library that provides stan-
dardized implementations of widely used reinforcement learning methods. Specifi-
cally, we utilize its implementations of PPO https://skrl.readthedocs.io/en/latest/
api/agents/ppo.html, SAC https://skrl.readthedocs.io/en/latest/api/agents/
sac.html, TD3 https://skrl.readthedocs.io/en/latest/api/agents/td3.html, and
DDPG https://skrl.readthedocs.io/en/latest/api/agents/ddpg.html for baseline
evaluation. For algorithms such as QVPO and DACER, we design custom environment wrap-
pers to adapt the existing interface without modifying the underlying simulation environments. Our
proposed method, GenPO, is implemented using RSL-RL, a lightweight and high-performance
framework tailored for robotics and continuous control, which emphasizes computational efficiency
and ease of deployment.

B.3 Hyperparameters

Tables 2] and Table [[0]summarize the hyperparameter configurations used across our experiments. For
the baseline algorithms: PPO, SAC, TD3, and DDPG, we adopt the default hyperparameter settings
provided by the SKRL library. For our proposed method, GenPO, we align its hyperparameter
configuration with that of PPO to ensure a fair and controlled comparison.
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Table 2: Hyper-parameters used in the Isaaclab-Ant-v0.

Hyperparameters GenPO PPO QVPO DACER SAC TD3 DDPG
hidden layers in actor network ~ [400,200,100]  [400,200,100] [256,256,256] [256,256,256] [400,200,100] [400,200,100] [400,200,100]
hidden layers in critic network ~ [400,200,100]  [400,200,100] [256,256,256] [256,256,256] [400,200,100] [400,200,100]  [400,200,100]
Activation mish elu mish relu mish mish mish
Batch size 4096 4096 4096 4096 4096 4096 4096
Use GAE True True N/A N/A N/A N/A N/A
Discount for reward 0.99 0.99 0.99 0.99 0.99 0.99 0.99
GAE Smoothing Parameter A 0.95 0.95 N/A N/A N/A N/A N/A
Learning rate for actor 1x 1073 1x1073 3x 1074 5x 1074 5x 1074 5x 1074 5x 1074
Learning rate for critic 1x1073 1x1073 3x107* 3x107* 5x 107 5x 107 5x 107
Actor Critic grad norm 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Memory size N/A N/A 1 x 108 1x 108 1% 108 1 x 108 1x 108
Entropy coefficient 0.01 0.01 N/A N/A N/A N/A N/A
Value loss coefficient 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Noise clip N/A N/A N/A 0.5 N/A N/A N/A
Surrogate clip 0.2 0.2 N/A N/A N/A N/A N/A
Diffusion steps 5 N/A 20 20 N/A N/A N/A
Desired KL 0.01 0.01 N/A N/A N/A N/A N/A
Table 3: Hyper-parameters used in the Isaaclab-Humanoid-vO0.

Hyperparameters GenPO PPO QVPO DACER SAC TD3 DDPG
hidden layers in actor network ~ [400,200,100]  [400,200,100] [256,256,256] [256,256,256] [400,200,100] [400,200,100]  [400,200,100]
hidden layers in critic network ~ [400,200,100] [400,200,100] [256,256,256] [256,256,256] [400,200,100] [400,200,100] [400,200,100]
Activation mish elu mish relu mish mish mish
Batch size 4096 4096 4096 4096 4096 4096 4096
Use GAE True True N/A N/A N/A N/A N/A
Discount for reward -y 0.99 0.99 0.99 0.99 0.99 0.99 0.99
GAE Smoothing Parameter A\ 0.95 0.95 N/A N/A N/A N/A N/A
Learning rate for actor 5x 1074 5x 1074 3x 1074 5x 1074 5% 1074 5x 107* 5% 1074
Learning rate for critic 5x 1074 5x 1074 3x 1074 3x 1074 5x 1074 5x 1071 5x 1074
Actor Critic grad norm 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Memory size N/A N/A 1 x 108 1x 108 1 x 108 1x 108 1 x 108
Entropy coefficient 0.01 0.01 N/A N/A N/A N/A N/A
Value loss coefficient 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Noise clip N/A N/A N/A 0.5 N/A N/A N/A
Surrogate clip 0.2 0.2 N/A N/A N/A N/A N/A
Diffusion steps 5 N/A 20 20 N/A N/A N/A
Desired KL 0.01 0.01 N/A N/A N/A N/A N/A

Table 4: Hyper-parameters used in the Isaac-Lift-Cube-Franka-v0.
Hyperparameters GenPO PPO QVPO DACER SAC TD3 DDPG
hidden layers in actor network ~ [256,128,64] [256,128,64] [256,256,256] [256,256,256] [256, 128, 64] [256, 128, 64]  [256, 128, 64]
hidden layers in critic network  [256,128,64] [256,128,64] [256,256,256] [256,256,256] [256, 128, 64]  [256, 128, 64]  [256, 128, 64]
Activation mish elu mish relu mish mish mish
Batch size 4096 4096 4096 4096 4096 4096 4096
Use GAE True True N/A N/A N/A N/A N/A
Discount for reward ~ 0.98 0.98 0.99 0.99 0.99 0.99 0.99
GAE Smoothing Parameter A 0.95 0.95 N/A N/A N/A N/A N/A
Learning rate for actor 1x 1074 1x 1074 3x107% 5x 1074 1x 1074 1x1074 1x 1074
Learning rate for critic 1x 1074 1x 1074 3x107% 3x 107 1x 1074 1x1074 1x 1074
Actor Critic grad norm 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Memory size N/A N/A 1 x 10° 1 x 108 1x 10° 1 x 108 1% 10°¢
Entropy coefficient 0.006 0.006 N/A N/A N/A N/A N/A
Value loss coefficient 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Noise clip N/A N/A N/A 0.5 N/A N/A N/A
Surrogate clip 0.2 0.2 N/A N/A N/A N/A N/A
Diffusion steps 5 N/A 20 20 N/A N/A N/A
Desired KL 0.01 0.01 N/A N/A N/A N/A N/A
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Table 5: Hyper-parameters used in the Isaac-Quadcopter-Direct-vO0.

Hyperparameters GenPO PPO QVPO DACER SAC TD3 DDPG

hidden layers in actor network  [64,64] [64,64] [256,256,256] [256,256,256] [64, 64] [64, 64] [64, 64]

hidden layers in critic network  [64,64] [64,64] [256,256,256] [256,256,256] [64, 64] [64, 64] [64, 64]

Activation mish elu mish relu mish mish mish

Batch size 4096 4096 4096 4096 4096 4096 4096

Use GAE True True N/A N/A N/A N/A N/A

Discount for reward 0.99 0.99 0.99 0.99 0.99 0.99 0.99

GAE Smoothing Parameter A 0.95 0.95 N/A N/A N/A N/A N/A

Learning rate for actor 5x107% 5x107% 3x107* 5x 1074 5x107% 5x107* 5x 1074

Learning rate for critic 5x107% 5x107% 3x107* 3 x 1074 5x107% 5x107* 5x 1074

Actor Critic grad norm 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Memory size N/A N/A 1x 108 1x 108 1 x 108 1x 108 1 x 108

Entropy coefficient 0.01 0.01 N/A N/A N/A N/A N/A

Value loss coefficient 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Noise clip N/A N/A N/A 0.5 N/A N/A N/A

Surrogate clip 0.2 0.2 N/A N/A N/A N/A N/A

Diftusion steps 5 N/A 20 20 N/A N/A N/A

Desired KL 0.01 0.01 N/A N/A N/A N/A N/A
Table 6: Hyper-parameters used in the Isaac-Velocity-Flat-Anymal-D-v0.

Hyperparameters GenPO PPO QVPO DACER SAC TD3 DDPG

hidden layers in actor network ~ [128,128,128] [128,128,128] [256,256,256] [256,256,256] [128, 128, 128] [128, 128, 128] [128, 128, 128]

hidden layers in critic network ~ [128,128,128] [128,128,128] [256,256,256] [256,256,256] [128, 128, 128] [128, 128, 128] [128, 128, 128]

Activation mish elu mish relu mish mish mish

Batch size 4096 4096 4096 4096 4096 4096 4096

Use GAE True True N/A N/A N/A N/A N/A

Discount for reward 0.99 0.99 0.99 0.99 0.99 0.99 0.99

GAE Smoothing Parameter A 0.95 0.95 N/A N/A N/A N/A N/A

Learning rate for actor 1x1073 1x1073 3x 1074 5x 1074 1x 1073 1x1073 1x 1072

Learning rate for critic 1x 1073 1x 1073 3x 1074 3x 1071 1x 1073 1x 1073 1x1073

Actor Critic grad norm 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Memory size N/A N/A 1x 106 1x 108 1 x 108 1 x 108 1x 108

Entropy coefficient 0.005 0.005 N/A N/A N/A N/A N/A

Value loss coefficient 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Noise clip N/A N/A N/A 0.5 N/A N/A N/A

Surrogate clip 0.2 0.2 N/A N/A N/A N/A N/A

Diffusion steps 5 N/A 20 20 N/A N/A N/A

Desired KL 0.01 0.01 N/A N/A N/A N/A N/A

Table 7: Hyper-parameters used in the Isaac-Velocity-Rough-Unitree-Go2-vO0.

Hyperparameters GenPO PPO QVPO DACER SAC TD3 DDPG

hidden layers in actor network  [512,256, 128]  [512,256, 128]  [256.256,256] [256,256.256] [512,256,128] [512,256,128] [512, 256, 128]
hidden layers in critic network  [512,256, 128]  [512,256, 128]  [256,256,256] [256,256.256] [512,256,128] [512,256,128] [512, 256, 128]
Activation mish elu mish relu mish mish mish

Batch size 4096 4096 4096 4096 4096 4096 4096

Use GAE True True N/A N/A N/A N/A N/A

Discount for reward ~ 0.99 0.99 0.99 0.99 0.99 0.99 0.99

GAE Smoothing Parameter A 0.95 0.95 N/A N/A N/A N/A N/A

Learning rate for actor 1x1072 1x1073 3x 1074 5x107* 1x1073 1x 1073 1x 1073
Learning rate for critic 1x1073 1x1073 3x107* 3x 1074 1x1073 1x1073 1x1073
Actor Critic grad norm 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Memory size N/A N/A 1x 106 1 x 106 1x 106 1x 106 1 x 106
Entropy coefficient 0.01 0.01 N/A N/A N/A N/A N/A

Value loss coefficient 1.0 1.0 1.0 1.0 1.0 1.0 1.0

Noise clip N/A N/A N/A 0.5 N/A N/A N/A

Surrogate clip 0.2 0.2 N/A N/A N/A N/A N/A

Diffusion steps 5 N/A 20 20 N/A N/A N/A

Desired KL 0.01 0.01 N/A N/A N/A N/A N/A
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Table 8: Hyper-parameters used in the Isaac-Velocity-Rough-H1-vO0.

Hyperparameters GenPO PPO QVPO DACER SAC TD3 DDPG

hidden layers in actor network  [512, 256, 128]  [512, 256, 128]  [256,256,256] [256,256,256] [512,256, 128] [512,256, 128] [512, 256, 128]
hidden layers in critic network  [512, 256, 128]  [512, 256, 128]  [256,256,256] [256,256,256] [512,256, 128]  [512,256, 128] [512, 256, 128]

Activation mish elu mish relu mish mish mish
Batch size 4096 4096 4096 4096 4096 4096 4096
Use GAE True True N/A N/A N/A N/A N/A
Discount for reward ~ 0.99 0.99 0.99 0.99 0.99 0.99 0.99
GAE Smoothing Parameter A\ 0.95 0.95 N/A N/A N/A N/A N/A
Learning rate for actor 1x 1073 1x1073 3x107* 5x107* 1x1073 1x 1073 1x 1073
Learning rate for critic 1x1073 1x1073 3x 1074 3 x 1074 1x1073 1x1073 1x1073
Actor Critic grad norm 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Memory size N/A N/A 1x 108 1 x 108 1% 108 1% 108 1 x 108
Entropy coefficient 0.01 0.01 N/A N/A N/A N/A N/A
Value loss coefficient 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Noise clip N/A N/A N/A 0.5 N/A N/A N/A
Surrogate clip 0.2 0.2 N/A N/A N/A N/A N/A
Diffusion steps 5 N/A 20 20 N/A N/A N/A
Desired KL 0.01 0.01 N/A N/A N/A N/A N/A

Table 9: Hyper-parameters used in the Isaac-Repose-Cube-Shadow-Direct-v0.

Hyperparameters GenPO PPO QVPO DACER SAC TD3 DDPG

hidden layers in actor network  [512, 512,256, 128]  [512, 512,256, 128]  [256,256,256] [256,256,256] [512, 512,256, 128]  [512, 512,256, 128]  [512, 512, 256, 128]
hidden layers in critic network  [512, 512,256, 128]  [512, 512, 256, 128]  [256,256,256]  [256,256,256]  [512, 512,256, 128]  [512, 512,256, 128]  [512, 512, 256, 128]

Activation mish elu mish relu mish mish mish
Batch size 4096 4096 4096 4096 4096 4096 4096
Use GAE True True N/A N/A N/A N/A N/A
Discount for reward ~y 0.99 0.99 0.99 0.99 0.99 0.99 0.99
GAE Smoothing Parameter A 0.95 0.95 N/A N/A N/A N/A N/A
Learning rate for actor 5x107* 5x 1074 3x 1074 5x107* 5x 107 5x107* 5x107*
Learning rate for critic 5x107* 5x 1074 3x 1074 3x 107t 5x 1074 5x 107 5x107*
Actor Critic grad norm 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Memory size N/A N/A 1% 10° 1% 10° 1% 10° 1% 108 1 x 10°
Entropy coefficient 0.005 0.005 N/A N/A N/A N/A N/A
Value loss coefficient 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Noise clip N/A N/A N/A 0.5 N/A N/A N/A
Surrogate clip 0.2 0.2 N/A N/A N/A N/A N/A
Diffusion steps 5 N/A 20 20 N/A N/A N/A
Desired KL 0.016 0.016 N/A N/A N/A N/A N/A

Table 10: Hyper-parameters used in GenPO.

Hyperparameter I Ant Humanoid Franka Arm  Quadcopter Anymal-D  Unitree-Go2  Unitree-HI =~ Shadow Hand

Compress coefficient A 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
Time embedding dimension 32 32 32 16 32 32 32 32
Hidden layers in time embedding || [256,256]  [256,256] [256,256] [128,128]  [256,256] [256,256] [256,256] [256,256]

Mixing coefficient p 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9

C Details of Model Architecture

C.1 Sinusoidal Positional Embedding

During training, instead of directly concatenating the time step ¢, state s;, and action a; as raw
input features, we incorporate sinusoidal positional embeddings to encode the temporal component.
This approach, inspired by the positional encoding technique commonly used in denoising diffusion
probabilistic models (DDPMs), maps each timestep ¢ € {0, 1, ..., T }to a fixed-dimensional vector
e; € R? as follows:

(20 _ . t (2i+1) _ 3 . d
€y = Sin <1000027«/d> 5 [h = COS (1000021/d> 5 fOr’L—O,l,...,ifl. (13)

The resulting embedding e; is then passed through a multi-layer perceptron (MLP) to allow for non-
linear transformation and projection into the model’s feature space. The MLP output is subsequently
concatenated with the state s; and action a; to form the final input representation:

%y = concat(ss, ar, MLP(ey)), (14)
which enriches the model input with a smooth, continuous representation of temporal progression.
Unlike raw scalar timestep concatenation, sinusoidal embeddings provide a structured encoding that

helps the model infer temporal relationships and ordering, even in the absence of explicit recurrence
or attention mechanisms.
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C.2 Actor and Critic Model Architecture

In the Isaac-Ant-v0 environment, the actor network, corresponding to the flow policy, is implemented
as a multi-layer perceptron (MLP) with hidden layer dimensions [400,200,100]. The activation
function used is Mish. The input to the actor consists of the concatenation of the current state, action,
and sinusoidal time embedding vectors, resulting in an input dimension of | A|+ |S|+ |7, The output
dimension is equal to the action dimension |.4], representing the flow-based action refinement. The
critic network is also implemented as an MLP with the same hidden layer structure [400,200,100] and
Mish activation. It receives only the current state as input and outputs a scalar value corresponding to
the estimated state value.

D Additional Experiments

D.1 Effect of Different Parallel Environments Size

To assess the effect of parallelization on the learning efficiency of GenPO, we conducted an experiment
varying the number of parallel environments. We trained GenPO agents using 512, 1024, 2048, 4096,
and 8192 parallel environments, respectively. All other hyperparameters were kept consistent across
these runs.

As illustrated in Figure[f] increasing the number of parallel environments generally leads to improved
learning performance. Agents trained with a larger number of environments exhibit faster convergence
and achieve higher final rewards compared to those trained with fewer environments. However, the
performance gain from using 8192 environments over 4096 is marginal. To balance performance and
computational efficiency, we fix the number of parallel environments to 4096 in all experiments.
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Figure 6: Learning curves for the Isaaclab-Ant-v0 benchmark with different numbers of parallel
environments. Results are averaged over 5 runs. The x-axis denotes training epochs, and the y-axis
shows average episodic return with one standard deviation shaded.

D.2 Effect of Different Flow Policy Steps
We investigate the impact of the number of flow steps, denoted by T', on learning performance. To

this end, we train agents using different values of T € {1,2,5,10,20}, while keeping all other
hyperparameters fixed. As shown in Figure[7] the number of flow steps influences convergence
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speed and performance stability. Notably, as long as 7" is not too small (e.g., 7' > 2), the overall
performance remains robust.
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Figure 7: Learning curves for different flow policy time steps on the Isaaclab-Ant-v0 benchmark.
Results are averaged over 5 runs. The x-axis denotes training epochs, and the y-axis shows average
episodic return with one standard deviation shaded.

D.3 Effect of Different Operations on Dummy Action Space

We study the impact of recovering a single action from the dummy action @ = (z, y) by interpolating
between the two partial components x, y. Specifically, we construct the real action as ax + (1 — «) y
and @ € {0.0,0.3,0.5,0.7,1.0} respectively. As illustrated in Figure [8 the best performance
is achieved when o = 0.5. This observation highlights the benefit of equally leveraging both
components of the dummy action. When v = 0.0 or o = 1.0, only one side of the dummy action
space is utilized, leading to limited exploration and suboptimal performance. In contrast, interpolating
between both components enhances exploration diversity and improves sample efficiency, which is
crucial for effective policy optimization in high-dimensional or multimodal action spaces.

D.4 Effect of Time Steps Embedding

We investigate the effect of sinusoidal time embeddings on the performance of the flow policy. As
shown in Figure[9} incorporating sinusoidal embeddings significantly improves the policy’s ability
to utilize temporal information across different stages of the diffusion process. The structured,
high-dimensional representation provided by the sinusoidal encoding facilitates better discrimination
of time steps, which in turn enhances the model’s capacity to learn effective denoising functions. In
contrast, using simple concatenation of the scalar timestep with the state and action fails to provide
sufficient temporal structure, resulting in degraded performance. Based on these observations, we
adopt sinusoidal positional embeddings to encode time steps in all subsequent experiments.

D.5 Training and Inference Time

To validate the computational efficiency, we also conduct comparison experiments on the proposed
GenPO with 6 other baselines, which respectively evaluate the inference, training and parallel training
time on single/multiple GPUs, as shown in Figure[T0| Figure[IT|and Figure[T2] It can be observed
that, while the GenPO’s inference time is slightly longer than that of Gaussian policies due to multiple
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Figure 8: Learning curves for different operations on dummy action space on the Isaaclab-Ant-v0
benchmark. Results are averaged over 5 runs. The x-axis denotes training epochs, and the y-axis
shows average episodic return with one standard deviation shaded.

denoising iterations of diffusion, it remains significantly more efficient than previous diffusion-
based RL algorithms such as QVPO and DACER. Besides, to our knowledge, the inference time of
2.577ms is more than sufficient for the real-time decision in robot control. Furthermore, in terms
of training time, although the performance of GenPO on a single GPU is less than ideal (yet still
superior to previous diffusion-based RL methods), it can effectively leverage multi-GPU parallelism
to significantly accelerate training. In contrast, the traditional RL algorithm PPO cannot obviously
benefit from that.
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Figure 9: Learning curves on the Isaaclab-Ant-vO benchmark with or without time step sinusoidal
positional embedding. Results are averaged over 5 runs. The x-axis denotes training epochs, and the
y-axis shows average episodic return with one standard deviation shaded.

E Proof for Lemma 1

Lemma 1. (Change of Variables [3]) Let f : R™ — R"™ is an invertible and smooth mapping. If we
have the random variable X ~ q(x) and the random variable Y = f(X) transformed by function f,

the distribution p(y) of Y is
-1

o/ (15)

Proof. Here, we take the one-dimensional random variables X,Y as an example. For a general
n-dimensional case, we can obtain the same result by applying multivariable calculus.

Firstly, we can divide f into two categories: (1) f is strictly increasing, (2) f is strictly decreasing,
since f is an invertible and smooth mapping.

Strictly increasing. For strictly increasing f, the CDF of Y is

Ply)=PY <y)=P(f(X)<y) =P (X< ') =Q ([ (v) = Q(a).

P(z+e)—P(x)

€

Then, according to p(x) = lim
e—0

and the chain rule, the PDF of the random variable Y is

-1
p(y) = Q(:v)% = q() (det 8f> .

ox
Strictly decreasing. The proof for f strictly decreasing is analogous. In that case, the PDF of Y is
p(y) = —q(x)% since % < 0. Hence, we need to add an absolute sign for the final formula, i.e.,
-1
p(y) = q(x) ‘det %’ : O
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Figure 10: Inference time comparison on Issac-Ant-v0 environment.
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Figure 11: Training time comparison on Isaac-Ant-v0 environment.
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Figure 12: Comparison of training time between PPO and GenPO on the Isaac-And-v0 environment
for scaling training on multiple GPUs.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: As stated in the abstract and introduction, this paper bridges the gap between
on-policy reinforcement learning and generative diffusion models, makes it possible to
calculate the log-likelihood in diffusion policies, and finally enables large-scale parallel
simulation environments to leverage the powerful multimodal capabilities of diffusion
models. They can accurately reflect the contributions and scope of this paper.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The analysis of limitations is provided in Section [6]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: The proofs are provided in the supplementary materials.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: These details are provided in the supplementary materials.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: We will release the code once the paper is accepted.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so AAIJN0AAI is an acceptable answer. Papers cannot be rejected simply for
not including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: These details are provided in Section [5and supplementary materials.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The standard deviation in our experiment results (Figure [3] Figure ] and
Table[T)) shows the statistical significance.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The information on the computer resources is provided in the supplementary
materials.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research conformed with the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our paper primarily focuses on theoretical research in how to employ the
diffusion model in on-policy reinforcement learning, with no consideration of societal
impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our experiment of this paper was conducted on 8 robot control tasks in
IsaacLab, which poses no such risks.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The implementation of SAC, TD3, DDPG, PPO, DACER, and QVPO, and
IsaacLab simulator are cited properly in the supplementary materials.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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14.

15.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not introduce new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used

only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: We merely use the LLM for editing the paper.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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