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Abstract: As collaborative robots become more common in manufacturing sce-
narios and adopted in hybrid human-robot teams, we should develop new interac-
tion and communication strategies to ensure smooth collaboration between agents.
In this paper, we propose a novel communicative interface that uses Mixed Reality
as a medium to perform Kinesthetic Teaching (KT) on any robotic platform. We
evaluate our proposed approach in a user study involving multiple subjects and
two different robots, comparing traditional physical KT with holographic-based
KT through user experience questionnaires and task-related metrics.
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1 Introduction

In smart factories, robots are designed to coexist and collaborate with humans rather than replace
them. This manufacturing shift has led to the rise of collaborative robots, which are adaptive and
versatile platforms [1]. One critical aspect of Human-Robot Collaboration (HRC) is developing
structured communication systems that allow agents to exchange information [2] intuitively. Re-
search has shown that effective bi-directional communication is vital for successful collaboration,
enabling agents to understand each other’s actions, synchronize, and provide feedback. Conversely,
poor communication can lead to misunderstandings and distrust in robot teammates [3].

Creating a robust communication interface is complex, requiring the selection of appropriate com-
municative channels. A promising approach combines Mixed Reality (MR) with wearable Head-
Mounted Displays (HMD), allowing for engaging holographic interfaces where users see 3D digital
content overlaid onto their environment [4]. This virtual layer can serve as a communicative chan-
nel for intuitive human-robot interaction. However, few studies have explored using MR to preview
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(a) An experimenter conducts a holographic KT ses-
sion with the Tiago++ robot, teaching actions by ma-
nipulating the grey holographic sphere, superimposed
on the robot’s wrist.

(b) An experimenter interacting with Baxter during a
physical KT session. The operator drives the robot’s
arm through gestural interaction, teaching the needed
sequence of pick-and-place actions.

Figure 1: Demonstrations of KT sessions with the Tiago++ (left) and Baxter (right) robots, high-
lighting both holographic and physical interaction modalities.

a robot’s intentions and actions [5, 6, 7], which could provide valuable visual feedback to human
teammates during collaboration.

In this paper, we explore human-to-robot communication using Mixed Reality (MR) to enable oper-
ators to teach robots through holographic communication. We focus on the Learning from Demon-
stration (LfD) approach [8], positing that LfD sessions serve as communication acts to transfer
skills from human operators to robot teammates via explicit actions or gestures. Our work targets
Kinesthetic Teaching (KT), a well-established technique where human operators manually guide
the robot’s arm or end-effector to teach new actions through direct demonstration. We aim to in-
tegrate this teaching methodology into the holographic communicative framework proposed in [7].
Throughout the paper, we formalize KT within this framework and translate it into a modular soft-
ware component, enabling KT in human-robot interactions via holographic communication. Our
approach leverages MR for intuitive interaction and aligns with the LfD paradigm, offering a holo-
graphic tool for demonstrating skills to robot teammates in Human-Robot Collaboration (HRC).
Furthermore, the MR space’s flexibility allows for KT on any robotic platform compatible with the
Universal Robot Description Format (URDF).

In addition to presenting a holographic-based tool for KT, we assess its effectiveness in task demon-
stration and user experience (UX). We propose that the holographic KT approach can be a viable
alternative to traditional, hand-guided KT when the latter is unavailable or not applicable to a specific
robot platform. To test this hypothesis, we conducted a preliminary user study with 12 participants
and two robots, comparing the two KT methods using task-based metrics and UX questionnaires.

2 Background

Over the years, various communication strategies have been explored in Human-Robot Collabora-
tion (HRC), incorporating both explicit media (e.g., voice [9], upper limb gestures [10, 11], light and
visual cues [12, 13]) and implicit ones (e.g., gaze [14], body posture and motion [15]). However,
many of these approaches have inherent limitations, hindering the development of a bi-directional
communication interface and restricting their applicability to a narrow range of collaborative sce-
narios. For example, while human-like communication through gestures and gaze can be expressive
and intuitive, most collaborative platforms lack the physical features to replicate these cues.

The advent of Augmented Reality (AR) on mobile devices such as smartphones and tablets has intro-
duced a new virtual layer for researchers to facilitate intuitive communication between human and

2



robot teammates [16, 17, 18]. This has become increasingly relevant with the rise of Mixed Reality
(MR) Head-Mounted Displays (HMDs), which enhance immersion and enable the development of
interfaces for programming robot behaviors [19, 20, 21] and provide intuitive feedback during in-
teractions [22, 23]. Researchers have also focused on conveying a robot’s intentions through MR,
exploring intuitive strategies to enable robots to anticipate actions via holographic cues during inter-
active tasks [5, 6, 7].

While substantial research has examined how robots can communicate effectively with humans
through MR, few studies have explored leveraging this medium for intuitive human-to-robot com-
munication, particularly in Learning from Demonstration (LfD). Popular LfD methods often rely
on computer vision to passively observe and transfer desired motions from human actions [24, 25]
or use hand-tracking devices for teleoperation-based LfD [26]. Although these methods offer a
straightforward interface for skill transfer, they typically require structured environments and com-
plex calibration routines, which may limit real-world applications. In contrast, MR can address
these challenges, as MR-HMDs are designed for unstructured environments and can provide similar
demonstration capabilities with minimal setup.

In the realm of Kinesthetic Teaching (KT), early attempts at integrating KT and MR relied on
physical robot guidance for demonstrations while using holographic media primarily for visualizing
learned actions and imposing motion constraints [27, 28]. An example is [29], where authors uti-
lize MR-HMD hand-tracking capabilities to manually drive an industrial robotic manipulator’s joints
during teaching. Similarly, [30] introduced a system for teaching a tabletop holographic robot a sim-
ple pick-and-place task via holographic hand guidance. A more recent study [31] proposed an MR
interface for intuitively teaching trajectories to a holographic collaborative manipulator. However,
these works lack a structured representation of communication acts for skill transfer and empirical
assessments of the demonstration capabilities and user experiences of these solutions.

In contrast, this article aims to frame KT consistently within the holographic communication space
outlined in [7], presenting a standalone approach for MR-based KT applicable to any robot describ-
able in the URDF format. Additionally, we conduct an experimental evaluation of the communica-
tive capabilities of our MR-based KT tool, assessing the robot skills acquired during interactive
tasks. The proposed framework adheres to the open-source paradigm, making it publicly available
for researchers and companies to use as an alternative to traditional KT with any URDF-compatible
robot, requiring minimal hardware setup. 1.

3 Formalization

Recalling the definition provided in [7], we describe communication as the act of conveying or trans-
mitting pieces of information (I) through one or more communicative channels. It is noteworthy to
mention that, in general, conveying a single piece of information may involve simultaneously mul-
tiple channels to strengthen the clarity of the communicative act itself. For example, human-human
communication often combines verbal and gestural media to be meaningful and unambiguous. Fol-
lowing this principle, and denoting M = {m1, . . . ,m|M |} the set of all possible communicative
media available (e.g., voice, gestures, gaze and so on), we provided the general formulation of a
communicative act involving N communication media, namely

C(I, t) =

N⋃
i=1

Cmi(I, ti) , (1)

where t represents the time interval associated with the overall communication, whereas the intervals
ti span the duration of the individual components of the communication act.

Here, we leverage such formalization to frame KT inside the holographic communication space
developed for [7]. The first step requires identifying the relevant information exchanged during KT

1https://github.com/TheEngineRoom-UniGe/RICO-MR/tree/kt
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sessions. In particular, we argue that the act of KT implies teaching robots about their future states,
denoted as τ . Without loss of generality, such a notion of robot state includes the robot’s pose x(t)
(that is, its position and orientation in the environment) and its joint configuration q(t),where q(t)
also includes the state of the gripper. Consequently, we can formalize the robot’s state as

τ (t) = {x(t), q(t)} . (2)

This, in turn, provides us with a suitable representation of the set of information I which can be
conveyed through KT, namely I = {τ (t)} . Having defined the set I , we observe that KT is
achieved by hand-guiding the robot’s wrist or end-effector. According to our proposed formalism,
this act involves a gesture-mediated communication Cgest that enables users to teach robots about
their future states in a simple way and can be described as follows:

Cgest(I, tgest) = T(tgest) , (3)

where T(tgest) describes the robot trajectory that is conveyed via gestural guidance during the inter-
val tgest spanning the KT session

With this formalization in mind, we claim that KT can be translated and framed into the holographic
communication space envisioned in [7] by letting users convey robots’ trajectories via gestural guid-
ance on a virtual counterpart of the robot. As already mentioned, the unconstrained nature of the MR
space allows for such a form of KT while solely relying on the built-in hand-tracking capabilities of
the MR-HMD device. Additionally, such decoupling between physical and holographic layers could
be particularly effective in production environments, as the operators could leverage the virtual robot
to program or teach upcoming tasks, without halting the execution of real robotic chains.

To further strengthen the communicative framework and ensure a more natural interaction, we postu-
late that adding the vocal medium would improve users’ experience, enabling them to control more
detailed aspects of the KT session, including the start and stop on the taught robot trajectory, or the
possibility to open and close the robot’s gripper for teaching pick-and-place actions. According to
such modelling, the holographic-based KT process is translated into a communication act combining
gestural and vocal interaction and, as such, can be formalized as follows:

CKT (I, t) = Cgest(I, tgest) ∪ Cvoc(I, tvoc) . (4)

This formalization, combined with equation (3), describes the building blocks of the communica-
tion act taking place during the proposed holographic-based KT process. In the following paragraph,
these building blocks are translated into modular software components and integrated into a preex-
isting MR-based architecture.

4 Software Architecture

The software components developed in the context of this work constitute a modular extension of
the open-source architecture, named Robot Intent Communication through Mixed Reality (RICO-
MR), which is introduced and detailed in [32]. The features described in this paragraph are publicly
available under MIT licence in a separate branch of the main RICO-MR repository. A link to the
repository is included at the end of Section 2.

The proposed architecture exploits functionalities developed for RICO-MR to achieve the holo-
graphic KT envisioned in Section 3. However, currently, the architecture allows holographic KT
with fixed manipulators only. As such, we introduce a simplification in the formalization provided
in (2), and we hereafter refer to the notion of robot state to indicate its joint configuration q(t) only.
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Figure 2: Overview of the proposed architecture implementing holographic KT.

4.1 Mixed Reality Application

A MR Application, built with Unreal Engine 4.27 (UE4) and deployed on the embedded HMD device
worn by the user, drives the whole holographic interface. A hand-attached menu enables the user to
select robot models from a list of predefined ones, making it possible to load and spawn holographic
robots in the environment. Aside from the pre-loaded models that ship with the current architecture
version, the list of supported robots can be extended by uploading relevant resources (i.e., URDF
files) to a remote repository, which can be customized in the application’s settings. As such, it is
possible to employ the proposed application to carry out KT with any URDF-compliant robot.

Upon selecting the robot model, users can spawn it in the environment using a QR code as a spatial
anchor, taking advantage of Unreal’s marker detection capabilities. Along with the robot model, a
grey holographic sphere, visible in Fig. 1a, is spawned and superimposed on the robot’s wrist. This
sphere serves as a point of interaction between the human and the robot. Using the hand-tracking
capabilities of the HMD, the human can directly manipulate the sphere by controlling its rotation
and translation in space. The robot, in turn, follows the sphere and aligns its wrist’s pose with it by
solving the Inverse Kinematics (IK). Specifically, the IK computation occurs with a rate of 30Hz.
As such, by interacting with the grey sphere and hand-guiding it, users can communicate future
robot’s states and, consequently, teach trajectories and actions to the robot teammate.

Consistently with the formalization given in Section 3, a voice interface is also active inside the MR
application. Four basic commands are available, ensuring that the user can control the start / stop
of the KT session and the open / closed state of the robot’s gripper, offering the possibility to teach
more complex motions such as pick-and-place or handover actions.

4.2 Recording and Playback

While the MR application provides the holographic interface to perform KT, recording and sub-
sequent playback of the robot’s actions are respectively managed through Apache Kafka and the
Robot Operating System (ROS) [33] framework. On the one hand, we take advantage of Kafka,
an open-source, high-performant data streaming platform, for input / output data exchange with the
MR application. Kakfa provides numerous advantages for real-time data streaming applications,
including cloud integration and scalability, and it has been adopted for developing RICO-MR [32].
In this context, we use Kafka to stream the robot’s states at a rate of 20Hz, beginning as soon as the
user signals the start of the KT session through vocal command.

On the other hand, two ROS nodes act respectively as Buffer for the robot trajectory streamed
through Kafka and Playback of the recorded motion. The Buffer Node subscribes to the Kafka topic
to access the robot’s states, and it saves them to file for later execution. To this end, a ROS-Kafka
Interface has been developed to convert incoming Kafka messages into their equivalent ROS repre-
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sentation. Finally, the Playback Node forwards state commands to the internal low-level controller
of the robot at the same rate as the recording to reproduce the desired motion.

5 Experimental Validation

5.1 Hypotheses and Experimental Scenario

The experimental campaign carried out in this study aims to determine if our proposed holographic
KT approach can act as a suitable alternative to standard, physical KT, both in terms of demon-
stration capabilities and perceived user experience. To achieve our goal, we devised a human-robot
interactive scenario to compare traditional physical kinematic teaching (KT), where the operator
manually controls the robot’s kinematic chain, with our proposed holographic approach. To en-
sure more generalized results, we conducted experiments using two different robots. In particular,
we opted for Baxter [34] from Rethink Robotics and Tiago++ [35] from Pal Robotics, both being
well-known platforms adopted in relevant research studies [5, 7, 11, 23, 36] and natively endowed
with the necessary software and hardware components to achieve physical KT. Similarly, the HMD
platform employed for rendering the holographic medium is a Microsoft HoloLens 2, a popular MR
headset offering many features, including state-of-the-art hand tracking and voice interaction.

From a formal point of view, to provide a thorough comparison between physical KT and holo-
graphic KT, we have come up with the following hypotheses, which have been evaluated through
preliminary user study:

H1 There is no observable difference between actions taught through physical or holographic
KT, namely the two approaches provide equivalent communicative power, leading to simi-
lar playback outcomes;

H2 No difference can be observed in terms of temporal overhead when demonstrating actions
through either physical or holographic KT;

H3 No difference can be observed between the two approaches in terms of perceived UX during
the demonstration process.

Regarding the interactive task employed to evaluate the two KT alternatives, a simple stacking task
has been devised. Specifically, the human should use KT to teach a sequence of pick-and-place
actions aimed at stacking four cubes on top of each other according to a predefined order. Fig. 1b
depicts the experimental scenario, showing a user in the middle of a physical KT session with the
Baxter robot.

5.2 User Study

We carried out a within-subject experimental campaign with K = 12 volunteers (9 males and 3
females), all aged between 21-32 and having limited or null experience with MR and HMD devices.
The subjects were divided into two groups. The first group performed the experiment with Tiago++,
while the second group used Baxter. In both groups, subjects were asked to perform the KT session
in two different experimental conditions, namely

C1 Without wearing the HMD and performing physical, hand-guided KT.

C2 Wearing the HMD and performing holographic KT.

To avoid introducing unwanted biases, the starting experimental condition for each subject was ran-
domized. Participants were initially instructed on the stacking task and assigned an arbitrary order
for the cubes to be collected. Then, they performed their first trial, in condition C1 or C2. How-
ever, before beginning the experiment with HMD on (i.e., condition C2), subjects were also briefly
instructed on how to interact with the HoloLens holographic menus and interface. Then, once accus-
tomed, they proceeded to carry out their trial. Subsequently, each subject repeated the experiment
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Figure 3: (Left, Middle) Histograms depicting the number of cubes successfully stacked during the
playback phase in conditions C1 and C2. (Right) Differential distributions of the temporal overhead
introduced under condition C2.

in the opposite condition. To achieve a consistent KT experience, the holographic interface in con-
dition C2 also included four virtual cubes placed coherently with their real-world counterparts, as
shown in Fig. 1a. Such virtual cubes were physics-enabled and behaved like the real ones, aiding
the participant in recording the holographic KT session. In both cases, the voice interface was active
for controlling the start / stop of the KT session and the open / closed state of the robot’s gripper.
However, while in condition C2 the vocal interface was embedded into the MR application running
on the HoloLens 2, in condition C1 it was simulated thanks to a Wizard of Oz approach.

After successfully completing each KT session, the playback phase was manually triggered, causing
the robot to reproduce the taught action. This phase allowed us to rank the KT session quantitatively
by combining two distinct variables, useful in evaluating H1 and H2. On the one hand, we counted
the number of cubes successfully stacked by the robot during playback. As such, we were able to
evaluate the communicative capabilities of each KT alternative, assessing how well the combination
of vocal and gestural interface translated into the corresponding robot action. On the other hand,
we recorded the duration of each demonstration session and employed such quantity to compare the
two KT techniques in terms of time necessary to teach the full stacking task.

Finally, after completing their trials, each participant was required to fill out the User Experience
Questionnaire (UEQ) [37], a well-known survey useful for ranking and comparing interactive prod-
ucts. In particular, such a questionnaire allows grading the UX of a given product through six eval-
uation scales, namely attractiveness, perspicuity, efficiency, dependability, stimulation and novelty.
In accordance with hypothesis H3, to provide a consistent comparison between the two KT tech-
niques, each participant compiled the UEQ twice, thus evaluating both physical and holographic KT
sessions from a UX point of view.

6 Results

We report and discuss the results of our preliminary user study. Notably, we found that participants
achieved comparable outcomes in teaching the stacking task across both experimental conditions,
regardless of the robot used. Thus, Fig. 3 presents only the aggregated results, comparing conditions
C1 and C2 without distinguishing between interactions with Tiago++ or Baxter. The histograms
indicate that about 40% of subjects successfully executed a flawless KT, enabling the robot to stack
all four cubes during playback.

From the plots in Fig. 3, we observe that physical and holographic KT produced similar results.
Since the distributions could not be assumed normal, we employed a non-parametric one-tailed
Wilcoxon signed-rank test [38]. The test yielded a statistic of W = 20 with a p-value greater than
0.3. We compared this result against the critical value Wc = 17, as found in the literature [39], at a
significance level of α = 0.05. Since W > Wc, we could not reject the null hypothesis, suggesting
our initial hypothesis H1 was correct: both communicative interfaces (physical and holographic)
yield consistent performance in executing KT.
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Figure 4: Measured UEQ scores on the six evaluation scales, grouped by robot type and experimental
conditions. The median value for each distribution is plotted as a red line.

Regarding the time needed for KT, participants in condition C2 were slower due to their limited
experience with MR devices. We conducted a differential analysis, calculating the time difference
between conditions C2 and C1 for each participant. The results, shown in Fig. 3c, indicate that,
on average, holographic KT took 44 seconds longer for Tiago++ and 32 seconds longer for Baxter
compared to physical sessions. This results in mean temporal overheads of 37% and 33%, respec-
tively. A one-tailed t-test on the original distributions confirmed these findings, yielding p-values
less than 0.05, allowing us to reject the null hypothesis for H2. While these results imply that the
holographic demonstration process is slower, we believe the participants’ limited experience with
MR devices contributed significantly to the increased teaching time. Future studies could involve a
more experienced population to verify or revisit these findings.

Nonetheless, Fig. 3c shows no significant difference between temporal overheads when using one
robot or the other. This result is also confirmed by a one-tailed t-test on the two differential distri-
butions, which yielded a p-value> 0.2. In other words, the overhead introduced by the MR medium
was consistent among the two robots.

Fig. 4 displays results from the UEQ questionnaires, categorized by evaluation scale and robot type,
with scores ranging from [−3, 3], where positive values reflect favourable user perceptions of each
interface. Figs. 4c and 4b demonstrate that both KT approaches yielded similar results in terms of
efficiency and perspicuity (intuitive and pragmatic interface perception), regardless of the robot em-
ployed. Statistical analysis via the Kruskal-Wallis test [40] returned p-values greater than 0.05 for
both scales, indicating no significant differences. This result aligns with our hypothesis H3, suggest-
ing similar perceived user experiences across both KT strategies. Notably, holographic KT excelled
in attractiveness, stimulation, and novelty, indicating that participants found the holographic envi-
ronment more engaging and innovative. The only scale where holographic KT performed slightly
worse was dependability, which assesses perceived safety and predictability. In this case, physical
KT was viewed as more predictable, especially with Baxter, although the MR-based approach still
received positive ratings with both robots.
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7 Conclusions

In this paper, we proposed a novel communicative interface based on MR to achieve KT with any
URDF-compatible robotic manipulator platform. We built on top of a state-of-the-art communica-
tive framework [7] to account for holographic-based KT as a form of human-to-robot communi-
cation. Then, we presented a software architecture translating the formalization into a practical
MR application running on embedded HMD devices. We compared holographic KT with standard,
physical KT in a preliminary user study involving multiple subjects and two different robots. The re-
sults suggest that holographic KT behaves comparably to physical KT, achieving similar task-based
performances and user experience. This finding suggests that the proposed methodology could be
adopted as a suitable alternative to physical KT in experimental and manufacturing scenarios, de-
coupling the demonstration process and enabling operators to program robot tasks in the MR space,
without halting the production flow of the machine. In future works, we will evaluate whether these
findings can be generalized by conducting user studies on a wider population, considering different
robots, and more structured human-robot interaction scenarios where the individual is required to
teach more complex tasks through holographic KT.
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