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Abstract

A templatic meme possesses a base semantics001
that can be tailored by whomever posts it on002
social media. Machine learning systems that003
treat memes as just images with text struggle004
to be performant, which is likely due to such005
systems having insufficient context. There can006
be more to memes than the obvious image and007
text. To aid understanding of memes, we re-008
lease a knowledge base of memes, composed009
of more than 5,200 meme templates, detailed010
information about each one, and 54,000 exam-011
ples of template instances (templatic memes).012
To demonstrate the semantic signal of meme013
templates, we formulate a majority-based, non-014
parametric classifier that leverages our knowl-015
edge base. Our method outperforms more ex-016
pensive techniques but exposes an underlying017
issue with meme datasets, where template in-018
formation is leaked from the training data and019
models can exploit this knowledge in a way020
we may not want them to. To control the im-021
pact of this template awareness, we reorganize022
datasets to account for the influence of meme023
templates. Our re-split datasets discourage un-024
desirable shortcuts to meme understanding, re-025
sulting in increased model robustness. This026
work sets the state-of-the-art for five of the six027
tasks that we consider.1028

1 Introduction029

Memes are a modern form of communication ca-030

pable of conveying complicated messages in a suc-031

cinct manner. The AI research community and032

datasets treat memes as static images that some-033

times have text (Du et al., 2020; Qu et al., 2022).034

This is only part of the story as memes have many035

definitions, such as a unit of cultural transmission,036

or a unit of imitation and replication (Dawkins,037

1976). However, all memes possess the trait of038

referencing a cultural moment shared by a group039

of people. Despite their inherent basis in Internet040

1Our code and data are available at [REDACTED].

Figure 1: The meaning of templatic memes is customiz-
able via overlaid text or image(s), but remains grounded
in the context of the template. The first panel suggests
that the NLP community thinks it can use ChatGPT to
generate data, while the second one suggests that Chat-
GPT can exploit the NLP community for data. The third
one uses overlaid images to reference Pokemon.

culture, they exhibit sociolinguistic traits typical 041

of in-group communication (Styler, 2020; Holm, 042

2021). A meme’s meaning can therefore be opaque 043

to those who do not belong to the in-group. 044

Meme templates are common patterns or ele- 045

ments, such as text or images, that are used to 046

create novel memes. They can be difficult to parse 047

because they can be combined in different ways and 048

each one has its own unique meaning, the specific 049

semantics of which is customizable by the person 050

posting the meme (the poster). The template and 051

its message can be referenced by an image, but 052

may not be directly related to that image. If the 053

viewer is not familiar with the template in question, 054

they may not understand the meme’s meaning. For 055

example, in Figure 1, we see an instance of the 056

popular Is This a Pigeon?2 template, along with 057

two novel memes that we generated ourselves: the 058

first and the second images on the left. This tem- 059

plate conveys the idea that the subject of the person 060

is misinterpreting the object of the butterfly due 061

to his own worldview or limited knowledge. The 062

meaning can be tuned by the poster using overlaid 063

text or images. Importantly, such altered images 064

are considered instances of the same template. To 065

interpret memes, one must recognize the entities in 066

the meme and the template the meme uses, if any. 067

We distinguish between templatic memes and 068

2https://knowyourmeme.com/memes/
is-this-a-pigeon
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Figure 2: Example entry from KYM where we have labeled relevant data fields in red.

other meme types. Templatic memes reference a069

meme template, which is a commonly reused ma-070

terial (e.g., text, images, audio), to create a novel071

instance that is still grounded in the meme tem-072

plate’s semantics. Non-templatic memes can be073

(visual) puns, jokes, or emphasis that might not074

directly reference a meme template and can be un-075

derstood without knowledge about meme templates076

or even memes (see Appendix A.2).077

Know Your Meme (KYM),3 the Internet Meme078

Database, is a valuable resource for information re-079

lated to memes, and especially, to templatic memes.080

Even people familiar with memes may not be aware081

of the base semantics of a specific template, and in082

order to understand a new template, one can look083

it up on KYM. The meme entries provide the base084

template and information about it, such as its mean-085

ing, origin, examples, etc. By reviewing entries of086

unfamiliar templates, users learn how to interpret087

and use the template themselves to create novel088

instances for their specific communication needs.089

Memes are of interest to the machine learning090

community (Aggarwal et al., 2023) because they091

are difficult, but can still be formulated as classi-092

fication or generation tasks (Peirson and Tolunay,093

2018). They are also used to spread undesirable094

content (Pramanick et al., 2021a), such as misin-095

formation and hate speech. Memes usually express096

concepts humorously, and humor has been shown097

to increase the persuasiveness of an idea (Walter098

et al., 2018). Thus, it is important that we develop099

systems that can understand memes to prevent the100

spread of harmful content.101

Here, we create and release the Know Your102

Meme Knowledge Base (KYMKB), a general-103

purpose database rich with images and information104

about meme templates, which we scraped from105

KYM. We hypothesize that knowledge about tem-106

platic memes and the KYMKB provide context that107

3https://knowyourmeme.com/

was not used in previous work and can aid in meme 108

understanding. To demonstrate the value of the 109

KYMKB and the saliency of the signal created by 110

templatic memes, we develop a meme classification 111

method, Template-Label Counter (TLC). TLC is a 112

majority-based classifier that assigns templates to 113

memes based on the distance between their vector 114

representations. We can then assign the most fre- 115

quent label for a given template to a novel meme if 116

it is an instance of that template. We find that TLC 117

outperforms fine-tuning pretrained models (PLM), 118

while also being more computationally efficient. 119

The success of TLC reveals an issue in how 120

meme datasets are created, which we call template 121

awareness, where template information is leaked 122

to the model from the training data, which may 123

not be desirable. To investigate this, we devel- 124

oped the Template-Aware Splitter (TSplit), which 125

(re)organizes dataset entries based on their distance 126

in feature space from the KYMKB. TSplit discour- 127

ages models from bypassing meme understanding 128

and improves model robustness. Our examination 129

of meme templates and of our knowledge base and 130

methods results in state-of-the-art (SOTA) perfor- 131

mance on five of the six tasks that we consider. Our 132

contributions are as follows: 133

1. We release the KYMKB, a knowledge base 134

with 54,000 meme-related images and infor- 135

mation about them. 136

2. We propose TLC, an efficient and effective 137

majority-based classifier. 138

3. We propose TSplit for (re)splitting meme 139

datasets and increasing model robustness. 140

2 Related Work 141

There has been a lot of work on analyzing memes 142

in various task formulations. 143
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Memes as harmful content This includes144

MultiOFF (Suryawanshi et al., 2020), a dataset145

of offensive memes related to the 2016 US presi-146

dential election. The MAMI dataset (Fersini et al.,147

2022) is from SemEval-2022 Task 5: in subtask A,148

the goal is to identify misogyny in memes, while149

in subtask B, it is to determine different types of150

misogyny expressed by a meme. Lin et al. (2023)151

recognized that the surface-level text and the im-152

age of memes are insufficient and employed large153

language model (LLM) knowledge distillation to154

classify dangerous memes.155

Memes as a form of language Dimitrov et al.156

(2021) pointed out that memes can be persuasive157

by exploiting more than 20 different propaganda158

techniques. FigMemes (Liu et al., 2022) scraped159

images from a politically incorrect and infamously160

toxic board on 4chan, /pol/,4 and labeled over five161

thousand memes with six different types of figura-162

tive language used in the meme, recognizing that163

memes are capable of expressing abstract and com-164

plicated messages. Mishra et al. (2023) released165

Memotion 3, which is composed of memes in Hindi166

and English, labeled for sentiment, emotion detec-167

tion, and emotion intensity. Recently, Hwang and168

Shwartz (2023) released a dataset of meme expla-169

nations to aid in resolving metaphors in memes.170

Context for memes All the above work fine-171

tuned multimodal PLMs or prompted LLMs on172

their respective datasets, but did not use additional173

context in order to increase meme understanding.174

This is a trend in meme-related ML research. One175

exception is MEMEX (Sharma et al., 2023). They176

use Wikipedia and Quora to assemble explanations177

to ask if an explanation document is relevant for178

a meme, formulating a novel task and multimodal179

model. Notably, this work uses meme-external in-180

formation (Wikipedia/Quora), but not meme knowl-181

edge, e.g., information about the template used by182

the meme. We emphasize that the context they183

inject is common knowledge or knowledge about184

named entities, not knowledge about memes.185

General meme resources Most closely re-186

lated to our work is Tommasini et al. (2023), who187

developed a knowledge graph of memes by scrap-188

ing and querying different sources of information,189

such as KYM, to connect memes to the informa-190

tion they reference. However, they did not include191

images, made no attempt to leverage the graph in192

4https://boards.4chan.org/pol/

a downstream task, nor is it clear how their graph 193

could be applied to actual meme analysis due to a 194

lack of explanations and demonstrations. 195

The current work Our work differs from the 196

above in a number of aspects. We are the first to 197

specifically exploit meme templates and to distin- 198

guish between templatic memes and non-templatic 199

ones. Second, our KYMKB is much larger: it 200

is composed of more than 54,000 images, while 201

MAMI, the largest dataset above, is composed of 202

11,000 memes. The KYMKB is not labeled for a 203

specific task, but contains information about tem- 204

platic memes, such as the title, meaning, and ori- 205

gin. While our classifier does perform inference 206

with a multimodal model, CLIP (Radford et al., 207

2021), for encoding, it does not rely on expensive 208

fine-tuning or brittle prompting. We use a distance- 209

based lookup to find the most likely template and 210

choose the most frequent label associated with a 211

template for a novel meme. This method reveals the 212

issue of template awareness, which we believe af- 213

fects all meme datasets. We therefore (re)organize 214

datasets based on templateness, or the Euclidean 215

distance of meme-vector representations from the 216

KYMKB. We find this can improve meme analysis. 217

3 The Know Your Meme Knowledge Base 218

Know Your Meme, or the “Internet Meme 219

Database”, can be thought of as the Wikipedia for 220

memes. Users create web pages with a meme tem- 221

plate and document information about the meme, 222

e.g., its origin and meaning, and add examples of 223

its usage (see Figure 2). The community reviews 224

and eventually approves entries, updating them as 225

the template’s usage evolves. 226

Template instances are important for meme un- 227

derstanding. In Figure 2, we see that the template 228

can be altered via overlaid text and images to tune 229

it for a specific communication goal. Existing ap- 230

proaches rely on OCR to extract the text and/or 231

the named entities (Kougia et al., 2023), but this 232

would not work in many cases, e.g., if the entities 233

are images referencing a popular YouTube video.5 234

KYM is a valuable resource for meme-related 235

knowledge, but it has been under-utilized by the 236

AI community. To address this, we create the 237

KYMKB, a collection of meme templates, exam- 238

ples, and information about the meme’s usage. To 239

ensure the quality of the entries, we crawl templates 240

5https://www.youtube.com/watch?v=
sXOdn6vLCuU&t=8s
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Figure 3: KYMKB templates (first row) vs. their nearest neighbor in the FigMemes dataset (second row).

from KYM that are approved by the community,241

scrapping 5,220 base templates and 49,531 exam-242

ples (see Appendix A.3).243

Memes may deviate from their template-based244

origin, and the KYMKB accounts for this. Con-245

sider our running example of Is This a Pigeon?.246

This template was popularized in 2011, but it then247

had a resurgence in April of 2018. By June 2018, a248

female version of the template had emerged, which249

was interpreted by some users as an example of250

gender transitioning. Such usage and evolution is251

documented by KYM users in the form of both text252

and images. Popular template instances that differ253

from their origin often become their own template,254

such as Pepe the Frog6 vs. Feels Bad Man/Sad255

Frog.7 The former is a template originally used256

in a manner similar to emoticons, while the lat-257

ter is a popular instance of Pepe that became its258

own template expressing sorrow or disappointment.259

By collecting examples, user-curated information,260

and distinct but related templates, the KYMKB is261

organized for the dynamic nature of memes.262

4 Template-Meme Analysis263

Our knowledge base enables insightful exploratory264

data analysis with well-known algorithms that can265

be used “off the shelf”, giving us access to infor-266

mation about a novel meme by considering the text267

connected to the base template, such as the about268

section. To demonstrate this, we fit a nearest neigh-269

bor lookup on encoded templates in the KYMKB,270

as this is an intuitive and commonly used vector-271

similarity measure (Buitinck et al., 2013). We then272

query it on six existing meme classification tasks273

(see Tables 3 and 4). In the main text, we investi-274

gate FigMemes, as we consider it a difficult dataset,275

but additional analysis can be found in Appendix276

A.4. Henceforth, we use CLIP as our encoder as it277

is a commonly-used PLM for vision and language278

learning problems and memes (Pramanick et al.,279

6https://knowyourmeme.com/memes/
pepe-the-frog

7https://knowyourmeme.com/memes/
feels-bad-man-sad-frog

2021b), but the encoding function is ultimately ar- 280

bitrary and we refer to it as f . 281

Figure 3 shows a sample of our results. We note 282

that in 39.2% of cases, the meme in the FigMemes 283

dataset is a base template or a distorted or cropped 284

version of it, such as the first two columns in the fig- 285

ure. We also observe that an additional 15.2% are 286

instances of templates tuned by the 4chan poster, 287

such as the third column. This suggests that for this 288

dataset, we can then easily access detailed informa- 289

tion about its memes via the KYMKB. 290

In 16.8% of cases, the KYMKB matches a meme 291

or an image that is not a template instance. The 7th 292

column shows the template of You Get Used To It8 293

matched to a picture that appears to be a still from 294

another anime.9 We believe the FigMemes image 295

is not an instance of the aforementioned template, 296

but this is subjective as it is not possible to know 297

every template nor do we argue that the KYMKB 298

encompasses all meme knowledge. 299

We are able to match templates to relevant in- 300

stances despite different appearances, which make 301

up the remaining 28.8% of the examples we ana- 302

lyzed. For example, the KYMKB includes Pepe 303

the Frog, a template with many different versions, 304

which is also a symbol of the alt-right movement 305

(Glitsos and Hall, 2019). When we query Fig- 306

Memes, we capture an instance of a happy Pepe 307

inhaling gasoline, communicating the idea that only 308

death can bring the poster happiness. Going a step 309

further, we see two templatic concepts merging into 310

a single meme. Mocking SpongeBob10 is a popular 311

template, which is used to express contempt. The 312

nearest neighbor to this template in FigMemes is an 313

instance where SpongeBob has been amalgamated 314

with the angry Pepe. Querying the KYMKB with 315

multiple neighbors retrieves enough information 316

in the form of the about sections to interpret this 317

meme as the alt-right angrily expressing derision, 318

8https://knowyourmeme.com/memes/
you-get-used-to-it

9https://en.wikipedia.org/wiki/
Hyperdimension_Neptunia

10https://knowyourmeme.com/memes/
mocking-spongebob

4

https://knowyourmeme.com/memes/pepe-the-frog
https://knowyourmeme.com/memes/pepe-the-frog
https://knowyourmeme.com/memes/feels-bad-man-sad-frog
https://knowyourmeme.com/memes/feels-bad-man-sad-frog
https://knowyourmeme.com/memes/you-get-used-to-it
https://knowyourmeme.com/memes/you-get-used-to-it
https://en.wikipedia.org/wiki/Hyperdimension_Neptunia
https://en.wikipedia.org/wiki/Hyperdimension_Neptunia
https://knowyourmeme.com/memes/mocking-spongebob
https://knowyourmeme.com/memes/mocking-spongebob


CLIP

Z

1
2
3

Is This a Pigeon?

Examples

Drakeposting

CLIP

Z

1

2

3
Z

1
2
3

Good, Bad, Bad

Bad, Good, Good

Bad, Bad, Bad

Bad

Representation 
vector

Template 
indices

KYM Data Train Data

CLIP

Z

3

1

2
Z

Test Data

1
2
3

Bad

Good

Bad

most frequent

Aggregate

Nearest neighbor

label

Good

Good

1
2
3

Bad

Good

Bad

(1) Compute representations 
from KYM using CLIP and save 
each entry to a list

(2) Find closest entry in KYM, 
aggregate training labels to entry and 
reduce to most frequent label per entry

(3) Find nearest neighbor in KYM 
from test set, lookup assigned 
label and return answer

Encoder

Figure 4: TLC encodes meme knowledge from the KYMKB and computes a nearest neighbor index. We then
encode the training data and query our lookup, recording and keeping each template’s most frequent class. Finally,
we encode the test data, query the index, and assign the closest template’s label to the test data.

consistent with /pol/ (Hine et al., 2017), the domain319

from which FigMemes was created.320

5 Template-Label Counter321

We hypothesize that many meme datasets are often322

nothing more than examples of popular templates323

we have collected in KYMKB. We should there-324

fore be able to compare memes to templates, se-325

lect the most similar template, and obtain a meme-326

specific context. To test this, we matched templates327

to memes in the training split of a dataset. We can328

then assign a meme’s label to another meme if they329

share the same template, i.e., a novel meme in the330

test split of that dataset (see Figure 4).331

Injecting meme knowledge Considering the332

success we had in Section 4, we again opted for333

nearest neighbor indexing as a measure of simi-334

larity. We formalize this as a ranking task and335

first create a reference to our templates, ref =336

f(XKYMKB).337

Injecting dataset knowledge The next step338

is to learn the idiosyncrasies of a dataset, such as339

the labeling scheme. We encode the training data,340

querytrain = f(Xtrain), and query our index, se-341

lecting the closest template and recording the label342

for each training instance. TLC then reduces each343

index to the most frequent label, as below.344

argmax
ref

count(rank(ref, querytrain))345

Here our rank function sorts entries in the346

KYMKB in ascending order based on their Eu-347

clidean distance from a query vector.348

Testing meme and dataset knowledge The 349

final step is to encode test data, querytest = 350

f(Xtest), and then query our lookup. We then 351

assign the most frequent label for a template to 352

a test instance, ŷ = rank(ref, querytest). If we 353

find a template not seen during training, we backoff 354

to the most frequent label in the training data. 355

Hyperparameter values TLC has the option 356

to ignore the meme itself and instead to match the 357

about section of templates to the OCR text of a 358

novel meme. Alternatively, we can choose to con- 359

sider base templates or also examples for encoding 360

knowledge about the meme. Multiple neighbors 361

can be searched over, selecting the most common 362

template or label among them. Different encoders 363

can also be used. We can also use multiple modal- 364

ities, combining the about section from the tem- 365

plate/example and the OCR text, respectively, with 366

the template and the novel meme embeddings. We 367

experimented with concatenating the CLIP embed- 368

dings of both modalities, fusing the two via the 369

Hadamard product, and normalizing both vectors 370

and using the average of the two modalities as the 371

final input vector (Yu et al., 2023). There is also 372

a type of late fusion, where the text and the image 373

representations vote separately and we then aggre- 374

gate. After the hyperparameter values are set, TLC 375

is deterministic (see Appendix A.6). Note that TLC 376

is reliant on the KYMKB. 377

5.1 Classification Experiments 378

Baselines and experimental setup We test 379

various versions of TLC on six meme classification 380

tasks: FigMemes, MultiOff, Memotion 3 Tasks A 381
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Method MultiOff Memotion 3 (A) Memotion 3 (B) FigMemes MAMI (A) MAMI (B)

Majority 37.92 21.5 72.59 5.72 33.33 18.2

Best previous: text only 54.0 NA NA 34.06 NA NA
Best previous: vision only 24.0 NA NA 47.69 NA NA
Best previous: vision+text 50.0 33.28 74.74 46.69 83.4 73.1

TLCText 51.83 35.4 77.6 21.14 61.86 35.93
TLCTemplates 61.89 37.77 79.89 29.8 69.24 39.99
TLCTemplates+Instances 58.58 37.04 80.49 28.97 70.0 40.21

Table 1: Classification results for the best-performing version of TLC (in bold) compared against the best performing
method from the related work (in italics). Instances refers to template examples in the KYMKB. See Appendix A.8
for TLC hyperparameter configurations and Appendix A.7 for modelling information from previous work.

and B, and MAMI Tasks A and B (see Tables 3 and382

4). Our baseline model is the majority class from383

the training split for each task.384

Results and Discussion Table 1 shows our re-385

sults. We display the best-performing version of386

TLC, comparing embedding text versus templates387

versus templates and examples. We also show the388

best result from previous work, where a PLM was389

fine-tuned on OCR text, the meme itself, or a mul-390

timodal representation of the two. TLC beats our391

majority class classifier, but this baseline is com-392

petitive with fine-tuning a multimodal PLM for393

Memotion 3 (B).394

We can see that TLC’s performance consistently395

improves as we consider more modalities. Encod-396

ing the about section of a template and the OCR397

text from a novel meme is strong on its own, es-398

pecially in the case of Memotion 3. As we add399

template and meme images, the performance im-400

proves, jumping by more than ten points for Mul-401

tiOff. We find that concatenating the image and402

the text modalities tends to be the strongest TLC403

configuration. We interpret this as support for our404

hypothesis that the base semantics of a meme is405

explained in the about section, but is also captured406

by the template. We can naturally obtain a bet-407

ter representation of the exact meaning by using408

meme-specific information from OCR.409

The base template is sufficient to encode meme410

knowledge and is more efficient than also embed-411

ding examples. For MultiOff, we see a boost412

of more than two points when we only consider413

templates and we ignore the examples. In most414

other cases, TLCTemplates is within one point if415

not higher than TLCTemplates+Instances. We can416

create a strong model grounded in meme knowl-417

edge by encoding one-tenth of the available images,418

supporting our claim that meme datasets can be in-419

stances of the KYMKB templates.420

In the case of Memotion 3 and MultiOff, our 421

approach is a stronger method than the expensive 422

training of a large model. We further note that 423

meme templates cross cultural and linguistic bound- 424

aries, as indicated by our strong performance on 425

both Memotion 3 tasks, a multilingual dataset of 426

memes in Hindi and English. The power of tem- 427

plates gives us multilinguality for free. 428

TLC assumes memes belong to a template, but 429

our prediction has no meaning for a picture (which 430

is not a meme). Many meme datasets are created 431

via crawlers and are not curated to remove non- 432

memes, containing both memes and images. This 433

can be verified in the datasets or by reading the 434

paper. Figure 1 in FigMemes shows an example of 435

a visual metaphor/simile, which is a picture, not a 436

meme (see (f)). In Figure 1 of MAMI, all examples 437

are not templatic memes and are understandable 438

without knowledge of memes (see Figure 5). 439

TLC’s strength and simplicity reveals a prob- 440

lem in the creation of meme datasets. By taking 441

the most common label for a given template, we 442

assume that a template can only convey a fixed 443

message; for classification, this means that, e.g., a 444

template can only ever be harmful or not harmful. 445

This aligns with our argument that the template 446

grounds the meme in a base semantics, but con- 447

tradicts the reality that a meme’s meaning can be 448

tuned by the poster. By over-fitting to the majority 449

class, TLC is naïve but competitive as compared 450

to more expensive methods. This demonstrates the 451

power of meme templates, but by design TLC can- 452

not interpret novel templates as it just exploits the 453

manner in which meme datasets were created. 454

6 Template-Aware Splitter 455

In a sense, TLC utilizes leaked knowledge as it has 456

not learned to interpret memes, but instead exploits 457

the template signal that has been neglected in the 458
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literature. We call this template awareness, where459

the model uses template information that appears in460

both the training and the test data in a way we may461

not want it to, e.g., memorizing a template’s most462

frequent label as a shortcut to meme understanding.463

To investigate this, we demonstrate another use464

case of and develop a tool from the KYMKB,465

which we call the Template-Aware Splitter (TSplit).466

TSplit quantifies the notion of templateness by com-467

paring each base template to its examples (see Fig-468

ure 2) contained in our knowledge base. Formally,469

we embed a template (ref = f(KYMKB[i]),470

where i is a template index) and its examples471

(examp = f(KYMKB[i][j]), where j is an exam-472

ple index) and compute and record the Euclidean473

distance between a template and each of its exam-474

ples (dists[i] = dist(ref, examp[j])). These dis-475

tances are then used to compute a threshold value,476

for example, the median distance from template to477

instance (threshold[i] = median(dists[i])). We478

consider four ways to compute the threshold value:479

maximum, median, mean, and 25th percentile val-480

ues of distance from a template to its examples.481

Using the maximum value is a lenient view of what482

constitutes a template instance, as they can be very483

different in appearance (see Figure 3), while the484

25th percentile would be a stricter view. TSplit485

encodes a meme and finds its closest template in486

the KYMKB. If the distance exceeds the template’s487

threshold, we assign it a unique identifier; other-488

wise, we record it as an instance of that template.489

We use TSplit to reorganize the datasets. We490

first assign each meme in a dataset to a template491

or we declare it non-templatic. To reorganize the492

datasets, TSplit samples our templates and unique493

identifiers without replacement, such that a tem-494

plate instance cannot appear in both the training495

and the test data. Our goal is to decouple the data496

distribution from template robustness, inspired by497

work done in QA, NLI, and bias detection on ad-498

versarial dataset creation and modelling (Jia and499

Liang, 2017; Gururangan et al., 2018; Baly et al.,500

2020). We record the ratio of each split of the orig-501

inal dataset (for example, training 60%, validation502

20%, test 20%) and we maintain this ratio in our503

reorganized dataset (see Appendix A.10).504

6.1 Classification Experiments505

Baselines and experimental setup We per-506

form fine-tuning experiments to examine the effect507

of template awareness. We opted for fine-tuning508

as prompting with (multimodal) LLMs does not re- 509

sult in meme understanding (Hwang and Shwartz, 510

2023), and this is confirmed and supported by our 511

own experiments (see Appendix A.9). Our base- 512

line model is CLIP fine-tuned for classification on 513

the original datasets, called OriginalV iT−X , using 514

both the OCR text and the meme. To use CLIP for 515

classification, we add a single feed-forward layer 516

on top of the text and image encoders. We compare 517

this baseline to the same model but fine-tuned on 518

our resplit versions of the same datasets. We train 519

for 20 epochs with AdamW (Loshchilov and Hut- 520

ter, 2019) and a learning rate of 1e−5. We perform 521

test evaluation using the checkpoint that performed 522

best on the validation dataset from any given epoch. 523

If a validation split does not exist, we create one by 524

sampling 20% of the training data. We experiment 525

over five seeds, reporting the mean and the standard 526

deviation with three encoders of varying sizes.11 527

Results and Discussion Table 2 shows our re- 528

sults. In the case of MultiOff, a relatively small bi- 529

nary dataset, we see that smaller encoders struggle 530

with our resplit datasets, while the larger encoder 531

overfits to the original split. In such cases, TSplit 532

appears to have a regularization effect. Interest- 533

ingly, TLC set the new SOTA for this dataset (an 534

F1 of 61.89), but was beaten by both our baseline 535

(64.65) and TSplit (63.58). 536

For Memotion 3 (A), a difficult task that contains 537

many templatic memes, all versions of TSplit out- 538

perform our baseline, even though previous work 539

required the use of a “Hinglish” BERT-based model 540

to reach an F1 of 33.28 in Mishra et al. (2023). If 541

we attempt to capture a distribution decoupled from 542

templates, we consistently attain scores of approx- 543

imately 33–35, and as with TLC, we once more 544

get multilingualism without even trying. Task B, 545

however, tells a different story, where the TSplit 546

datasets appear more difficult than the original for 547

all encoders. TLC tells us that we can exploit 548

template-awareness for this task. Therefore, the 549

performance naturally drops when the model can- 550

not depend on this information. 551

Controlling for template awareness makes dif- 552

ficult tasks easier by forcing the model to learn 553

general properties and not take shortcuts to meme 554

understanding. FigMemes remains a challenging 555

task, and the largest models are required to be per- 556

formant, but are still prone to overfitting. We again 557

note the regularization properties of TSplit, achiev- 558

11We used a 40 GB NVIDIA A100 Tensor Core GPU.
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Split MultiOff Memotion 3 (A) Memotion 3 (B) FigMemes MAMI (A) MAMI (B)

OriginalV iT−L/14@336px 59.773.14 26.771.04 79.80.85 44.933.03 66.721.22 51.931.18
TSplitmax 62.162.14 32.961.26 77.951.04 47.911.57 83.632.36 59.654.66
TSplitmedian 58.272.57 34.731.15 78.490.97 42.519.36 82.152.33 56.331.4
TSplitmean 61.573.98 35.041.46 78.11.74 45.363.5 81.222.62 56.73.35
TSplitpercentile 63.583.0 33.532.59 77.381.94 40.2610.87 80.520.92 53.322.93

OriginalV iT−B/32 60.431.63 29.080.9 80.261.3 35.922.34 66.061.99 51.971.23
TSplitmax 56.022.38 33.21.27 78.041.27 37.961.52 79.741.42 55.533.04
TSplitmedian 53.194.32 33.921.64 77.80.87 39.84.32 79.871.81 56.082.38
TSplitmean 57.733.44 32.541.39 76.840.55 36.681.71 80.131.68 55.162.61
TSplitpercentile 55.684.92 34.491.7 76.412.2 38.252.72 77.173.65 55.311.94

OriginalV iT−B/16 64.652.12 27.280.65 79.493.0 40.582.0 67.611.96 51.52.65
TSplitmax 58.234.87 34.951.42 77.470.64 39.44.93 80.10.83 57.134.11
TSplitmedian 57.312.91 33.331.54 78.341.59 40.960.7 80.741.29 54.362.69
TSplitmean 59.743.2 34.162.64 77.281.83 40.163.19 80.311.21 55.993.38
TSplitpercentile 59.46.11 34.51.89 77.951.34 42.712.02 79.280.71 54.333.45

Table 2: Fine-tuning results comparing TSplit against the original dataset. The only difference between TSplit
versions is how the templateness threshold is chosen. We group results by their encoder (Original subscript), where
the encoders are organized by size in descending order. The best performer in each group is underlined. The best
performer for each dataset is in bold. The evaluation measures remain unchanged (see Table 3).

ing SOTA performance, an F1 of 47.91. For MAMI559

A and B, TSplit outperforms our baseline in all560

cases, and once again we achieve SOTA on Task A561

(an F1 of 83.63). Previously reported results relied562

on fine-tuning and ensembling multimodal mod-563

els, including CLIP (see Appendix 3), suggesting564

that both tasks are difficult, and our own results565

show that CLIP alone is a poor performer. While566

TSplit is based on the concept of meme templates,567

our unique identifiers account for non-templatic568

memes or images, common in meme datasets and569

in MAMI. By removing meme/image conceptual570

overlap between the train and the test split, the571

model cannot rely on leaked information or spuri-572

ous artifacts, resulting in a task that is easier and573

no longer requires ensembling.574

A tolerant view of what constitutes a template575

instance results in strong performance. The max-576

imum distance between a template and its exam-577

ples implies a high threshold. TSplitmax assigns578

more templates to memes and fewer unique identi-579

fiers, resulting in less template leakage. Templatic580

memes can appear quite different from their base581

(see Figure 3) and even non-templatic memes may582

reference a template indirectly (see Figure 5). We583

therefore find this result intuitive.584

7 Conclusion and Future Work585

We created the KYMKB, containing more than586

54,000 images and 5,200 base templates with de-587

tailed information about each one. To demonstrate588

the power of templatic memes, we conducted ex- 589

ploratory data analysis, showing that a comparison 590

of templates to memes in existing datasets creates 591

a strong signal that we can leverage through the 592

KYMKB to inject models with meme-specific in- 593

formation. To demonstrate this, we proposed TLC, 594

a majority-based classifier and found it competitive 595

with far more expensive methods. TLC revealed 596

the issue of template awareness, where models ex- 597

ploit the template signal at test time, which may 598

not be desirable. We therefore proposed TSplit and 599

found that it discourages using shortcuts to meme 600

understanding and can result in easier tasks and 601

more robust models. It was not our goal to create 602

SOTA meme classifiers, but we believe our meth- 603

ods are convincing demonstrations of the value of 604

the KYMKB and the strength of meme templates. 605

While each dataset has its own idiosyncrasies, 606

our resources provide unified, inexpensive tools 607

for future research grounded in meme knowledge. 608

Template awareness may not be a problem for all 609

meme analysis tasks, but we believe it is an issue 610

that researchers should be conscious of. Any sam- 611

pling method for a given task will come with its 612

own biases, yet we feel ours offer advantages over 613

random sampling. Memes may be hard to analyze, 614

but they are not random. 615

In future work, we will apply the KYMKB to 616

more datasets and languages in a cross-language 617

setup. We further plan to explore automatically 618

augmenting the KYMKB with new memes and 619

with new templates. 620
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Limitations621

KYM is in our view the best resource for meme-622

related knowledge, but this does not mean that it is623

the only resource, nor does it mean that all meme624

posters necessarily agree on the interpretation of a625

template or a meme. Like all forms of communi-626

cation, there is ambiguity in what a given instance627

means. Not all memes are templatic, but it is our be-628

lief that the most popular memes are, at least based629

on how meme datasets are created. TLC assumes,630

however, that each meme is a template instance,631

which is not always the case. However, we be-632

lieve that determining the templateness of a given633

meme is not trivial and it is certainly not the case634

that KYM contains all known templates. We have635

devised a measure by which to determine template-636

ness, but it is only applicable within the limited637

scope of ML, where memes are viewed as images638

(see Appendix A.1). We have performed an exami-639

nation of multimodal LLM prompting performance640

and found such a paradigm to be insufficient for641

meme understanding (see Appendix A.9) and our642

findings are consistent with Hwang and Shwartz643

(2023). More recent vision language models, such644

as Otter (Li et al., 2023) or IDEFICS,12 might be645

stronger, we are skeptical due to their incremental646

nature and the poor performance of LLaVA (Liu647

et al., 2023), even supplemented by the KYMKB.648

However, we did not test this ourselves. We have649

not considered pay-to-use corporate artifacts for650

reasons of reproducibility and accessibility.651

There is an argument to made for template in-652

stances being equally distributed between dataset653

splits, as a model has no hope of interpreting a654

novel template at test time. This is not our own655

view because it is our belief that we should be test-656

ing model robustness on memes that are as novel657

as possible. However, we enable this functionality658

in TSplit to encourage future research on model-659

template understanding.660

The distinction between different meme types661

is not always clear and is arguably subjective. In662

future work, we will use the KYMKB to develop663

a taxonomy of memes in order to aid the develop-664

ment of meme-aware systems.665

Ethics Statement666

It is possible that the resources and insights we have667

developed and discussed may be misused to spread668

12https://huggingface.co/blog/idefics

harmful memes more effectively. Abuse is an un- 669

fortunate drawback of all tools and technology. We 670

hope that our work is used instead to create sys- 671

tems that have stronger meme understanding such 672

that we can automatically and accurately flag dan- 673

gerous memes to halt their spread on social media. 674

To this end, we created and demonstrated how the 675

KYMKB can be used practically and analytically. 676

We developed TLC, which is computationally ef- 677

ficient and can flag dangerous memes in an inter- 678

pretable manner. To investigate model-meme un- 679

derstanding, we conducted thorough classification 680

experiments with adversarial meme datasets via 681

TSplit and found that we can use it to discourage 682

models from taking undesirable shortcuts to meme 683

understanding, which results in more robust mod- 684

els. Throughout this work, we have emphasized the 685

dangers that memes can present, pointed out how 686

our field is lacking in its approach to memes, and 687

taken what we believe are the first steps on a long 688

road to intelligent systems that understand memes. 689
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A Appendix967

A.1 What’s in a Meme?968

Memes are not just images that sometimes have969

text. The KYMKB captures this fact and how far970

we as a community are from meme understanding.971

Consider Leeroy Jenkins,13 a template that refer-972

ences a popular YouTube video14 where a player in973

World of Warcraft15 makes a brash decision while974

yelling his name, Leeroy Jenkins. This results in a975

party of players losing a fight to a monster.976

An instance of this template is not merely some977

image, but rather hollering Leeroy Jenkins or using978

the audio from the original template when perform-979

ing a reckless act that will likely have negative980

consequences. A concrete example of this can be981

seen in a recent YouTube video.16 We are unaware982

of any approach which considers memes in audio983

form. Despite this template originating in 2005,984

it is still referenced almost 20 years later, demon-985

strating the longevity of popular templates. The986

video in question is a compilation of memes, but987

is not composed of still images sometimes with988

text, but rather audio and video. At the time of989

writing, this video has more than 6.6 million views,990

13https://knowyourmeme.com/memes/
leeroy-jenkins

14https://www.youtube.com/watch?v=
mLyOj_QD4a4&t=1s

15https://worldofwarcraft.blizzard.com
16https://www.youtube.com/watch?v=

UdWv202brqo (at 1:25).

which we feel is compelling evidence that this is a 991

more realistic representation of memes than what 992

can be found in the literature. This video is not 993

an edge case either, but rather a case that has not 994

been considered in previous work, exemplified by 995

the relevant YouTube channel having 18 other such 996

videos, each with more than one million views. 997

Such examples may seem anomalous, but we argue 998

otherwise and we believe that such an interpreta- 999

tion is a consequence of the narrow scope of the 1000

literature. In Appendix A.5, we provide a detailed 1001

discussion about additional edge case examples 1002

contained within the KYMKB. 1003

In order to make our work digestible, we have 1004

conformed to the notion of memes that the AI com- 1005

munity has converged to. TLC, for example, relies 1006

on the concept that memes are images in order to 1007

perform classification, but as we point out in Sec- 1008

tion 5.1, our method is meant to demonstrate the 1009

usefulness of templates and a shortcoming of the 1010

literature. Templatic memes are only the tip of 1011

the iceberg when it comes to understanding this 1012

form of communication and the KYMKB provides 1013

a wealth of knowledge we can utilize to create sys- 1014

tems capable of interpreting memes. 1015

A.2 Non-Templatic Memes 1016

In this Appendix section, we provide examples 1017

of images/memes which we consider to be non- 1018

templatic (see Figure 5). The first and third exam- 1019

ples are a visual joke and pun respectively. The 1020

text in the first does make reference to the Doggo17 1021

and language from the Cheezburger18 templates. 1022

The second is a still from a .gif that references the 1023

film the Sword in the Stone19 and can actually be 1024

found on KYM.20 This is a bit of an edgecase, but 1025

we believe this communicates the idea of confu- 1026

sion or realization triggered by the text above the 1027

image, which is interpretable without knowledge 1028

of a template. The fourth example is arguably not 1029

a meme and we actually are not sure of the inter- 1030

pretation without additional context. A possible 1031

reading, given the domain of FigMemes, is a criti- 1032

cism of users who comment on YouTube, forcing 1033

their views of social norms on the politically in- 1034

correct, but this a forced interpretation. The fifth 1035

17https://knowyourmeme.com/memes/doggo
18https://knowyourmeme.com/memes/sites/

cheezburger
19https://en.wikipedia.org/wiki/The_

Sword_in_the_Stone
20https://knowyourmeme.com/photos/

546232-reaction-images
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Figure 5: Examples of non-template images found in FigMemes.

example is a still from the movie Tremors II: After-1036

shock21 where the image is the correct character but1037

the text is quoted anachronistically from another1038

part of the film.221039

A.3 Scraping details1040

We use the Wayback Machine23 (WM) to adhere1041

to KYM’s terms of use.24 WM’s snapshots of the1042

Internet are incomplete, making it impossible to1043

completely capture KYM; of the roughly 8,4001044

confirmed entries at the time of writing, we were1045

only able to scrape 5,220. However, we are pas-1046

sionate about memes and we are devoted to making1047

the KYMKB as complete as possible. We therefore1048

release all our scraping code and we are committed1049

to regularly updating the knowledge base ourselves1050

as new entries become available. All information1051

relevant to the scraping process is preserved in a1052

.json file, linking templates to their examples (see1053

Figure 6).1054

A.4 More template-meme analysis1055

In this Appendix section, we showcase additional1056

examples of how the KYMKB can be easily used1057

with simple, well-known algorithms, such as near-1058

est neighbor indexing and k-means clustering to1059

gain insight into a meme dataset. Specifically, we1060

can use retrieval to examine how well templates in1061

our knowledge base map onto memes in a dataset.1062

Often we find that the memes in a dataset are simply1063

the base templates or examples already contained1064

in the knowledge base. We argue that examination1065

of cluster centroids yields insight into which tem-1066

plates best reflect the type of memes in a dataset.1067

For example, FigMemes was collected from 4chan1068

21https://en.wikipedia.org/wiki/
Tremors_2:_Aftershocks)

22https://www.youtube.com/watch?v=
eMODPOmB-cA

23https://web.archive.org/
24https://knowyourmeme.com/

terms-of-service

/pol/, and by investigating cluster centroids we unin- 1069

tentionally arrived at the /pol/ template. We empha- 1070

size that we did nothing but consider the template 1071

closest to a centroid and arrive at a template we 1072

ourselves were previously unaware of. Details can 1073

be found below. 1074

Retrieval Here we provide further examples 1075

and details regarding the retrieval-based examina- 1076

tion of the KYMKB from the main text, Section 4. 1077

After querying the 500 closest neighbors, we then 1078

randomly select k pairs, where k is equal to the 1079

number of labels in a given dataset. The pairs, as 1080

in the main text, are composed of the template and 1081

its nearest neighbor in the dataset. For conciseness, 1082

we only consider FigMemes here as it is a difficult 1083

dataset with the most labels, but we make all the 1084

code and the resulting image files freely available. 1085

Figure 7 shows a sample of our findings. Com- 1086

bining embeddings via fusion or normalizing and 1087

averaging the vectors results in matches where the 1088

relation between a template and a meme is nuanced 1089

or nonexistent. This is consistent with TLC’s op- 1090

timal settings where we found that keeping the 1091

modalities separate or concatenating them to be the 1092

strongest version of our method. 1093

We again find that either only considering the 1094

image modality or concatenating the image and the 1095

text representations results in the strongest signal, 1096

and indeed, using this configuration for retrieval 1097

makes it difficult to appear as though we are not 1098

cherry-picking. We clearly match either a base tem- 1099

plate to a meme or a base template to an obvious 1100

instance of that template. In cases when it is not 1101

so obvious, we match text or characters, such as 1102

Why So Serious or the Joker,25 or concepts that ex- 1103

ist in only meme or Internet culture. For example, 1104

consider the first column under the concatenation 1105

setting in Figure 7. We observe the character of 1106

25Note that this text and character have taken on lives on
their own in meme culture. https://knowyourmeme.
com/memes/why-so-serious
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{Template title: Is This a Pigeon?
About: …
Origin: …
URL: www….
Example URLs: {www..., www…,www …}
Template image local directory: …
Example images local directory:{…, …, …}
etc}

{Template title: Drakeposting
About: …
Origin: …
URL: www….
Example URLs: {www..., www…,www …}
Template image local directory: …
Examples image local directory:{…, …, …}
etc}

{Template title: Mocking SpongeBob
About: …
Origin: …
URL: www….
Example URLs: {www..., www…,www …}
Template local directory: …
Examples local directory:{…, …, …}
etc}

info.json

Examples

template/examples
template information linked to

templates and examples

Templates

Figure 6: The KYMKB records all textual information about a meme in a .json file, including the text found
on KYM, the URLs used in the scraping process, and local locations of all template and example images in the
knowledge base.

Wojak in the I Support the Current Thing meme1107

template,26 27 a template that criticizes social me-1108

dia users for being a simpleton or lacking critical1109

thinking skills. We match this template to a meme1110

criticizing Trump supporters for the same faults, de-1111

spite drastically different appearances. In the sixth1112

column, we match the template of White Knight1113

to an image that derides White Knighting.28 This1114

template and its entry in the KYMKB provide suffi-1115

cient background to interpret the FigMemes image,1116

which is arguably not even a meme. Finally, in the1117

seventh column, we match the template of /pol/ to1118

a meme obviously about the 4chan board.29 We1119

share this information not to explain memes, but1120

to demonstrate the ease and the power of using the1121

KYMKB to retrieve information about not only1122

memes, but also images related to Internet culture.1123

If one is not familiar with these concepts, it is diffi-1124

cult to even know what to search for; however, this1125

is different with KYMKB.1126

26https://knowyourmeme.com/memes/
npc-wojak

27https://knowyourmeme.com/memes/
i-support-the-current-thing

28https://knowyourmeme.com/memes/
white-knight

29https://knowyourmeme.com/memes/sites/
pol

Clustering In order to investigate the saliency 1127

of templatic memes in the context of meme 1128

datasets, we conduct distance-based clustering us- 1129

ing KMeans where we fit the algorithm on both 1130

the KYMKB, with or without examples, and on 1131

the dataset in question, encoding all memes using 1132

CLIP. We then manually examine the closest meme 1133

or template to each centroid, respectively. We set k 1134

to be equal to the number of labels in each dataset 1135

(see Table 3). Here, for conciseness, we consider 1136

only templates and FigMemes, as we consider it a 1137

difficult dataset and it has the most labels; however, 1138

we make all resulting image files available with the 1139

KYMKB along with the code to reproduce them. 1140

Figures 8 and 9 show a sample of our results. 1141

If we attempt to combine the image and the text 1142

embeddings, either via fusion or normalization and 1143

averaging, we find that this often results in repeated 1144

images, that is, a meme or a template is close to 1145

multiple centroids. However, if we concatenate the 1146

embeddings or only use the images representation, 1147

we find that we are left with centroids that point to 1148

k distinct image files, where k is again equal to the 1149

number of labels in a given dataset: seven in the 1150

case of FigMemes. 1151

Naturally, when we consider centroids fit on 1152

KYMKB, their closest meme in FigMemes reflects 1153

the nature of that dataset. These memes express 1154
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Figure 7: KYMKB templates matched via similarity search to FigMemes images.

sexist or politically charged, but still toxic rhetoric,1155

which 4chan /pol/ is known for. Somewhat sur-1156

prisingly, when we determine the centroids from1157

the dataset and query the closest template in the1158

KYMKB, we again see the nature of the dataset1159

reflected, where we had expected to be met with1160

potentially political, but not toxic templates. The re-1161

sulting image files express salient traits of derision,1162

sexism, or conservative political beliefs. Interest-1163

ingly, if we combine modalities or only consider1164

image representations, one meme centroid is clos-1165

est to the same template in both cases, that is the1166

Is He /Our Guy/? template.30 This 4chan-specific1167

template is used to confirm whether a celebrity1168

shares similar beliefs as the “politically incorrect”1169

community, e.g., supporting Nazism. It is surpris-1170

ing that an examination of centroids in this way1171

provides such a succinct summary of the domain1172

of the dataset.1173

A.5 Meme “edge cases”1174

Below, we provide a discussion and background1175

on examples of meme templates contained in the1176

KYMKB that defy the narrow scope of memes1177

being static images. The templates we discuss are1178

by no means exhaustive and we provide this section1179

purely as additional motivation for our argument1180

30https://knowyourmeme.com/memes/
is-he-our-guy

that the AI community must not limit itself simply 1181

to static images. 1182

One of the oldest templates is Rickroll,31 which 1183

can involve posting an image of Rick Astley from 1184

the Never Going to Give You Up music video,32 1185

but more frequently an instance of this template 1186

is a bait-and-switch prank where posters trick oth- 1187

ers into viewing the music video. This has since 1188

evolved where the prank is now to trick others into 1189

stating the title of the song.33 We would argue this 1190

is an intertextual meme instance referencing the 1191

Rickroll template. 1192

Loss34 is another famous template where an in- 1193

stance is an action, not an image. The template 1194

is a reference to the Ctrl+Alt+Del Comic35 gam- 1195

ing webcomic, which made an uncharacteristically 1196

serious update about a miscarriage. The idea that 1197

this webcomic could approach such a serious topic 1198

amused many social media users, and they began 1199

mocking the strip by posting references to the panel 1200

as a joke, bringing it to its meme status. The strip 1201

was referenced so ubiquitously that the positions of 1202

the characters in the strip, that is, one vertical line, 1203

31https://knowyourmeme.com/memes/
rickroll

32https://www.youtube.com/watch?v=
dQw4w9WgXcQ

33https://knowyourmeme.com/photos/
1901413-rickroll

34https://knowyourmeme.com/memes/loss
35https://cad-comic.com/
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Figure 8: In the first row, we show the templates closest to seven KMeans centroids fit on the FigMemes, while in
the second row, we show FigMeme images closest to seven centroids derived from KYMKB. We combine the text
and the image representations by normalizing and averaging the two modalities. This results in multiple centroids
close to the same meme/template.

Figure 9: In the first row, we show the templates closest to seven KMeans centroids fit on the FigMemes, while in
the second row, we show FigMeme images closest to seven centroids derived from the KYMKB. We only use the
image modality, which results in seven distinct images.

two vertical lines of different heights, two vertical1204

lines of the same height, and one vertical and one1205

horizontal line became an instance of this template.1206

The phrase Is this Loss? became a meme by itself,1207

as users wondered whether certain posts or memes1208

were instances of the Loss template (see Figure 10).1209

Instances of the Planking36 template is again1210

a behavior where a person lies flat on their stom-1211

ach with their arms to their sides in an unusual1212

place, has their photo taken, and uploads this for1213

the amusement of others.1214

Another tricky template is that of Thinking Face1215

Emoji.37 An instance of this template would be1216

ironically or sarcastically posting a thinking face1217

emoji. However, this could be simply using the1218

Unicode "U+1F914" or posting a picture of the1219

emoticon for extra emphasis.1220

A recent example of a meme that is not an image1221

36https://knowyourmeme.com/memes/
planking

37https://knowyourmeme.com/memes/
thinking-face-emoji

is the OOF / Roblox Death Sound template.38 An 1222

instance of this template is featuring or remixing 1223

the audio clip in videos or music, referencing an 1224

amusing sound effect from the popular MMORPG 1225

Roblox.39 Players of this game found the audio 1226

clip so amusing that it is referenced to suggest hu- 1227

morously express empathy for another’s misfortune 1228

and shared experience. 1229

A.6 Template-Label Counter details 1230

In this Appendix section, we provide additional 1231

details about TLC that could not be provided in the 1232

main text due to space limitations. There are actu- 1233

ally multiple ways we can go about voting if we 1234

consider multiple neighbors. First, we could con- 1235

sider multiple templates and then take their most 1236

common label, only keeping and recording that 1237

label. We refer to this as template vote. In cases 1238

where we only consider templates and not exam- 1239

38https://knowyourmeme.com/memes/
oof-roblox-death-sound

39https://www.roblox.com/
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Figure 10: The first image is the original template of Loss, while the other three images are Loss instances, all
of which are visual puns that cannot be understood without knowing the original template. The second image is
another intertextual meme where Loss and Is This a Pigeon? have been amalgamated.

ples, this would mean often backing off to the most1240

majority class in the dataset because we will find1241

distinct templates. Alternatively, we could keep1242

all labels for a given template and then reduce to1243

its most frequent label, which we refer to as label1244

vote. We consider all cases. We find that the tem-1245

plate style of voting is the strongest and it is about1246

this configuration that we report results. The only1247

exception to this is MAMI, where we found label1248

vote to be the best configuration. This finding is1249

intuitive because MAMI is composed largely of1250

memes which are not templatic and therefore it is1251

the label signal, not the template signal, which is1252

most beneficial for classification.1253

As we are not dealing with probabilities but with1254

a majority, this is reflected in our late fusion imple-1255

mentation. We use label vote for both the template1256

and its about section, combine all their labels, find1257

the most common between the two, and keep that1258

label as the final prediction for a given template.1259

If we come across a template not featured in the1260

training data, we back off to the most frequent label1261

in the training split. For the datasets we explored,1262

our implementation of late fusion was not a strong1263

performer. This is intuitive because, as we have1264

shown, using text representations is not as strong as1265

image representations. Voting independently and1266

then aggregating both modalities weakens image1267

performance and is not as strong as other multi-1268

modal methods. We do not report results related1269

to late fusion. However, we make all our results1270

available with our source code.1271

Additionally, in FigMemes, the authors tried1272

many different models, for example, fine-tuning1273

BERT (Devlin et al., 2019), which yielded a macro-1274

averaged f1 of 32.62. TLCTemplates is competitive1275

with this model, but far cheaper. In Table 3 from1276

their work, we see a great deal of variation, demon-1277

strating the difficulty of the task.1278

A.7 Datasets and previous work details 1279

In this Appendix section, we provide additional 1280

information about the datasets we examined, such 1281

as their respective label inventories, distributions, 1282

and reported inter-annotator agreement scores. We 1283

also, provide information on the models reported 1284

as "Best previous" in Table 1. We do this for ease 1285

of reference and simply reproduce reported infor- 1286

mation where possible. When this information is 1287

not available, we report the information we are able 1288

to access. 1289

MultiOff is a binary classification task, offen- 1290

sive (40%) vs. not offensive (60%), composed of 1291

memes related to the 2016 US Presidential Election. 1292

They report two Fleiss Kappas both before and af- 1293

ter getting feedback from their annotators. The first 1294

is between 0.2 and 0.3 (fair agreement), while the 1295

other, after feedback, is between 0.4 and 0.5 (mod- 1296

erate agreement). Their text-based model is a com- 1297

bination of GloVe embeddings (Pennington et al., 1298

2014) and a CNN, while their image-based model 1299

was VGG 16 (Simonyan and Zisserman, 2015) pre- 1300

trained on ImageNet (Deng et al., 2009), and their 1301

multimodal method consistent of a stacked LSTM 1302

(text) and VGG 16 (image) combined via early 1303

fusion. 1304

Memotion 3 is composed of two multilabel tasks 1305

(A and B). The test split is not publicly available, so 1306

we consider only the training and validation split. 1307

Task A is sentiment analysis for memes, where la- 1308

bels can be very positive (5%), positive (26%), neu- 1309

tral (42%), negative (23%), or very negative (5%). 1310

Task B considers memes with humorous (39%), 1311

sarcastic (37%), offensive (19%), and motivational 1312

(5%) messages. They do not report inter-annotator 1313

agreement scores, settling disagreements via major- 1314

ity vote. This work reports only multimodal results, 1315

fusing and fine-tuning a BERT-based Hindi and 1316

English model (Bhange and Kasliwal, 2020) for 1317

textual features and the ViT model (Dosovitskiy 1318

et al., 2021) for image features. Note that their test 1319
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Dataset Task Number of Labels Size Multilabel? Multilingual? Evaluation Measure

FigMemes Figurative Language 7 5141 Yes No Macro-F1
MultiOff Offensive Language 2 743 No No Macro-F1
MEMEX Relevant Explanation 2 3403 No No Macro-F1
MAMI Task A Misogyny Detection 2 11k No No Macro-F1
MAMI Task B Types of Misogyny 4 11k Yes No Weighted-F1
Memotion 3 Task A Sentiment Analysis 3 10k No Yes Weighted-F1
Memotion 3 Task B Types of Emotion 4 10k Yes Yes Weighted-F1

Table 3: Summary of the previous works we examine.

Dataset Text Model Vision Model Multimodal Model Agreement

FigMemes DeBERTa CLIP CLIP 0.42
MultiOff GloVe + CNN VGG 16 Stacked LSTM + GloVe (text) / VGG 16 (image) (early fusion) 0.2 - 0.3 to 0.4 - 0.5
MEMEX BERT ViT Meme Transformer / Meme LSTM (novel model) 0.55 to 0.72
MAMI Task A NA NA Ensemble of XGBoost + CLIP + UNITER + BERT 0.5767
MAMI Task B NA NA Ensemble of XGBoost + CLIP + UNITER + BERT 0.3373
Memotion 3 Task A NA NA Hinglish BERT (text) / ViT (image) Majority vote
Memotion 3 Task B NA NA Hinglish BERT (text) / ViT (image) Majority vote

Table 4: Continued summary of the previous works we examine. In the case of multimodal models, we provide them
as text model / vision model. For agreement, we provide multiple scores to indicate that the researchers consulted
their annotators, which led to an increase in agreement.

split is not public at time of writing.1320

FigMemes is a multilabel task of determining the1321

type of figurative language used in a meme. There1322

are seven labels, composed of Allusion (17%),1323

Exaggeration (19%), Irony (20%), Anthropomor-1324

phism (9%), Metaphor (20%), Contrast (10%), and1325

None (30%) (see the work for more information).1326

They report a Fleiss Kappa of 0.42, indicating mod-1327

erate agreement. The authors fine-tuned DeBERTa1328

(He et al., 2021) for their text classifier and used1329

various CLIP fine-tuning strategies for their image1330

and multimodal experiments.1331

Task A in MAMI looks at whether memes are1332

misogynous or not. The task has a balanced binary1333

label distribution and the authors report a Fleiss-1334

k of 0.5767. Task B examines different types of1335

misogyny expressed in a meme. There are four1336

labels, Shaming (17%), Stereotype (38%), Objecti-1337

fication (31%), Violence (13%), and the remaining1338

do not express misogyny. The authors report a1339

Fleiss-k of 0.3373, showing that is too is quite a1340

difficult task. The best performing methods on this1341

dataset are reported in Zhang and Wang (2022),1342

which involved multimodal fine-tuning and ensem-1343

bling of XGBoost (Chen and Guestrin, 2016), CLIP,1344

UNITER (Chen et al., 2020), and BERT.1345

Finally, MEMEX is a binary task, baseless (30%)1346

vs. valid (70%), of whether or not a explanation1347

document is relevant for a given meme. In their first1348

stage of annotation they report a Cohen’s Kappa1349

of 0.55, moderate agreement, but report a Cohen’s1350

Kappa of 0.72, substantial agreement in the sec- 1351

ond stage. MEMEX formulates a new task, cor- 1352

pus, and model for meme understanding. Their 1353

model relies on BERT embeddings fed into a novel 1354

"meme-aware" Transformer model (Vaswani et al., 1355

2017), whose outputs are then decoded by a "meme- 1356

aware" LSTM layer. At time of writing, their val- 1357

idation split is not public. Note that we do not 1358

present results on this dataset in the main text. 1359

See Tables 3 and 4 above for a summary of this 1360

information. 1361

A.8 Additional classification results 1362

In this section, we provide additional results from 1363

our experiments that could not be put into the main 1364

text due to space limitations. Each table contains 1365

the results for a different type of modality or combi- 1366

nation of modalities. Namely, we keep the modali- 1367

ties separate, we concatenate the embeddings, we 1368

fuse the embeddings via an element-wise product, 1369

or we normalize and average the embeddings. In 1370

each setting, we search over one to five neighbors 1371

as described in Section 5.1. In the tables below, 1372

we present results organized by encoder, different 1373

CLIP models, namely ViT-L/14@336px, ViT-B/32, 1374

and ViT-B/16,40 organized in each table in that or- 1375

der and also by the number of neighbors used for 1376

voting. The best configuration was chosen for Ta- 1377

ble 1 in the main text. Note that TLCAbout/OCR is 1378

40https://github.com/openai/CLIP/blob/
main/clip/clip.py
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only present in cases where the modalities are not1379

combined, because in the other cases text embed-1380

dings are combined with the template or the meme1381

embeddings.1382

We find that ViT-L/14@336px usually results in1383

the strongest performer, but there are exceptions.1384

In the case of MultiOff and Memotion 3 (B) and1385

Memotion 3 (A), for example, ViT-B/16 and ViT-1386

B/32, respectively, were the best backbones for our1387

method.1388

It is only in cases where we consider both tem-1389

plates and examples (TLCTemplates+Instances) that1390

neighbor voting improves the final prediction. We1391

believe that this is an intuitive finding for two1392

reasons: (i) similar templates have unique, but1393

broad semantics and convey concepts with related1394

emotion charges, e.g., negative or positive senti-1395

ment. Therefore, templates that are similar would1396

be nearby in the feature space. And (ii) template1397

instances are many, conveying a specific mean-1398

ing, and can be noisy or combinations of distinct1399

templates, as we demonstrated in Section 4. This1400

crowded and noisy feature space results in neigh-1401

bors that may be nearby markedly different tem-1402

plates.1403

We compute all evaluation measures using scikit-1404

learn twice, where we set zero division equal to1405

zero and to one, taking the max result between the1406

two. We do this to avoid cases with zero in the de-1407

nominator which can happen when precision (true1408

positive + false positive) or recall (true positive +1409

false negative) is equal to zero. This would make1410

the f-score undefined. However, it is possible that1411

this results in a sample-averaged f1 of 1.00 if we1412

make no predictions for a given label, artificially1413

inflating the weighted- or macro-averaged f1 score.1414

In this case, we report the lower value.1415

In the earlier version of our work, we considered1416

MEMEX in the main text, but removed it as it is no1417

longer relevant to our analysis. However, we keep1418

the results here for transparency.1419
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Method MultiOff Memotion 3 (A) Memotion 3 (B) FigMemes MEMEX MAMI (A) MAMI (B)

ViT-L/14@336px
TLCAbout/OCR 1 44.43 27.12 76.58 21.14 46.02 60.43 35.19
TLCTemplates 1 54.75 30.72 78.35 28.67 44.22 65.05 39.61
TLCTemplates+Instances 1 58.58 34.59 76.91 27.99 43.01 67.44 38.92
TLCTemplates+Instances 2 38.9 31.77 73.95 15.09 41.25 43.28 22.27
TLCTemplates+Instances 3 43.56 32.15 74.49 18.54 41.11 51.51 26.05
TLCTemplates+Instances 4 48.29 32.39 74.92 21.68 42.45 56.78 27.93
TLCTemplates+Instances 5 45.66 33.0 75.65 23.05 43.87 60.89 32.73

ViT-B/32
TLCAbout/OCR 1 48.29 27.06 77.6 20.86 43.56 58.7 33.8
TLCTemplates 1 48.15 35.79 77.51 24.68 43.01 59.31 37.5
TLCTemplates+Instances 1 48.33 28.68 76.74 28.4 43.64 63.68 38.35
TLCTemplates+Instances 2 39.19 31.67 73.96 11.21 42.12 39.44 22.14
TLCTemplates+Instances 3 40.94 32.63 75.13 15.44 42.12 45.71 23.87
TLCTemplates+Instances 4 43.92 33.4 75.21 18.57 42.12 48.57 26.67
TLCTemplates+Instances 5 43.2 34.1 75.81 21.04 42.12 52.3 29.74

ViT-B/16
TLCAbout/OCR 1 51.83 35.4 76.2 20.29 46.25 59.04 35.44
TLCTemplates 1 42.68 33.33 78.36 26.32 43.01 63.68 37.99
TLCTemplates+Instances 1 51.32 36.42 78.13 26.87 43.71 63.31 37.34
TLCTemplates+Instances 2 39.19 31.69 74.15 13.16 40.7 41.66 24.05
TLCTemplates+Instances 3 39.99 51.58 74.56 15.95 42.25 48.43 27.21
TLCTemplates+Instances 4 41.76 32.08 74.79 19.18 42.55 54.72 29.63
TLCTemplates+Instances 5 42.3 32.45 75.11 22.27 42.55 56.98 32.23

Table 5: TLC classification results where the text and the image modalities are kept separate. The results are
organized by encoder and the number of neighbors used for voting.

Method MultiOff Memotion 3 (A) Memotion 3 (B) FigMemes MEMEX MAMI (A) MAMI (B)

ViT-L/14@336px
TLCTemplates 1 43.64 37.77 77.51 25.04 44.56 65.29 39.99
TLCTemplates+Instances 1 45.29 28.5 78.6 23.81 41.07 69.09 38.07
TLCTemplates+Instances 2 38.9 26.04 74.09 14.15 43.47 50.47 23.67
TLCTemplates+Instances 3 43.2 27.07 75.57 18.24 42.88 54.58 27.92
TLCTemplates+Instances 4 48.78 28.4 77.39 21.42 43.15 57.19 31.76
TLCTemplates+Instances 5 48.74 29.18 77.36 23.53 43.33 60.4 34.74

ViT-B/32
TLCTemplates 1 52.56 27.62 76.35 26.59 44.84 60.42 37.87
TLCTemplates+Instances 1 51.35 29.75 77.32 25.75 42.4 64.1 37.51
TLCTemplates+Instances 2 41.61 33.02 74.95 12.99 40.7 46.44 23.86
TLCTemplates+Instances 3 46.59 34.4 75.56 17.83 43.58 53.05 28.68
TLCTemplates+Instances 4 52.24 34.45 76.25 19.59 42.38 57.71 31.84
TLCTemplates+Instances 5 53.09 32.86 76.24 22.47 42.86 58.51 33.42

ViT-B/16
TLCTemplates 1 61.89 34.65 76.56 25.74 41.3 61.59 38.41
TLCTemplates+Instances 1 53.98 35.76 78.65 23.65 43.77 62.33 37.09
TLCTemplates+Instances 2 47.01 32.6 74.75 13.16 40.7 48.06 24.14
TLCTemplates+Instances 3 49.07 33.44 76.06 18.48 43.37 53.84 29.29
TLCTemplates+Instances 4 49.06 27.28 76.89 19.54 42.12 57.64 31.2
TLCTemplates+Instances 5 50.83 35.28 77.62 20.8 43.0 59.78 33.17

Table 6: TLC classification results where the text and the image modalities are concatenated. The results are
organized by encoder and the number of neighbors used for voting.
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Method MultiOff Memotion 3 (A) Memotion 3 (B) FigMemes MEMEX MAMI (A) MAMI (B)

ViT-L/14@336px
TLCTemplates 1 43.13 30.56 79.89 19.44 44.99 54.06 33.43
TLCTemplates+Instances 1 51.26 36.48 80.17 18.76 48.14 57.99 35.4
TLCTemplates+Instances 2 43.92 32.63 74.78 25.76 41.05 39.91 22.27
TLCTemplates+Instances 3 38.71 33.2 75.63 13.02 40.9 45.13 23.82
TLCTemplates+Instances 4 45.46 33.65 77.22 13.14 40.86 48.21 26.38
TLCTemplates+Instances 5 45.32 35.93 77.06 15.24 41.1 48.2 27.89

ViT-B/32
TLCTemplates 1 49.68 26.88 78.62 21.37 42.97 60.68 31.73
TLCTemplates+Instances 1 52.83 27.36 78.05 18.46 44.6 53.11 32.84
TLCTemplates+Instances 2 41.57 32.26 74.59 41.83 41.05 38.81 20.13
TLCTemplates+Instances 3 42.29 29.95 75.32 27.24 41.05 42.97 22.96
TLCTemplates+Instances 4 45.85 30.74 75.04 28.97 41.5 45.77 25.36
TLCTemplates+Instances 5 45.25 33.82 74.82 14.72 43.66 46.01 26.24

ViT-B/16
TLCTemplates 1 49.29 29.56 77.35 19.57 43.47 56.3 32.81
TLCTemplates+Instances 1 50.09 29.52 80.49 19.64 43.49 54.18 33.51
TLCTemplates+Instances 2 44.65 25.71 74.48 41.26 40.7 36.84 20.67
TLCTemplates+Instances 3 48.14 32.56 75.89 9.84 40.7 41.12 22.95
TLCTemplates+Instances 4 50.02 34.14 76.36 12.0 41.52 46.16 24.85
TLCTemplates+Instances 5 47.44 33.78 75.96 14.44 42.12 47.78 26.11

Table 7: TLC classification results where the text and the image modalities are fused via the Hadamard product.
The results are organized by encoder and the number of neighbors used for voting.

Method MultiOff Memotion 3 (A) Memotion 3 (B) FigMemes MEMEX MAMI (A) MAMI (B)

ViT-L/14@336px
TLCTemplates 1 48.72 27.81 76.88 29.8 44.4 62.7 37.77
TLCTemplates+Instances 1 52.89 37.04 77.58 25.5 46.01 63.01 36.57
TLCTemplates+Instances 2 46.48 33.06 75.84 16.43 44.21 51.55 27.12
TLCTemplates+Instances 3 40.96 26.11 75.96 18.78 45.2 58.25 30.93
TLCTemplates+Instances 4 46.07 26.63 75.5 22.08 45.52 61.23 32.41
TLCTemplates+Instances 5 47.9 25.99 77.13 23.45 45.36 62.79 33.83

ViT-B/32
TLCTemplates 1 57.09 33.55 78.04 25.07 42.45 60.65 35.95
TLCTemplates+Instances 1 49.07 35.22 77.75 23.36 43.99 63.21 36.96
TLCTemplates+Instances 2 43.2 32.18 74.07 13.71 41.1 50.66 28.94
TLCTemplates+Instances 3 42.12 32.55 75.27 16.76 42.15 56.41 28.41
TLCTemplates+Instances 4 41.71 25.7 75.96 19.2 42.31 59.1 32.54
TLCTemplates+Instances 5 44.02 25.37 76.46 20.08 42.93 63.12 33.12

ViT-B/16
TLCTemplates 1 47.54 34.57 75.15 24.39 42.6 64.43 38.72
TLCTemplates+Instances 1 47.7 27.46 78.59 24.04 42.82 61.49 35.41
TLCTemplates+Instances 2 50.02 33.25 74.88 13.41 43.84 51.08 24.79
TLCTemplates+Instances 3 44.36 32.12 76.03 18.93 43.97 56.67 28.13
TLCTemplates+Instances 4 49.19 25.41 76.11 20.61 44.34 58.51 30.04
TLCTemplates+Instances 5 49.22 33.77 77.29 22.0 44.34 59.34 32.06

Table 8: TLC classification results where the text and the image modalities are normalized and averaged. The results
are organized by encoder and the number of neighbors used for voting.
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A.9 Prompting with LLMs1420

As the TLC method is a non-parametric approach,1421

we ask ourselves if the KYMKB can also be used1422

to aid a vision language model by grounding the1423

model in a meme-specific context. We experi-1424

ment with LLaVA (Liu et al., 2023) which employs1425

LLaMA (Touvron et al., 2023) and CLIP to com-1426

bine both the textual and visual input modalities.1427

We mainly conduct few-shot in-context-learning1428

(ICL) experiments using one completion and three1429

examples for text-only modality inputs, as the1430

model has not been trained to handle multiple input1431

images. We investigate the following scenarios,1432

with and without RAG-style (Lewis et al., 2020)1433

prompting:1434

• Which input modality is the most useful? Text,1435

image, or both?1436

• Does providing a description of the labels in1437

the prompt help? (i.e the meaning of "anthro-1438

pomorphic" in FigMemes)1439

• Does performance increase if we retrieve the1440

nearest meme template title and add it to the1441

prompt? (i.e Drakeposting,41 Is This a Pi-1442

geon?, etc.)1443

• Does LLM performance increase when we1444

consider all examples of a template and not1445

just the base template as candidates for re-1446

trieval?1447

• Does it help to discard retrieved meme infor-1448

mation from the KYMKB if a given input1449

meme is too different (not considered in dis-1450

tribution) from its closest entry in KYM?1451

• Does the inclusion of the retrieved template1452

about section in the prompt improve LLM1453

performance?1454

We perform an extensive ablations to answer the1455

above questions and the main results are shown in1456

Table 9. Our overall setup is illustrated in Figure 11.1457

We highlight the following results by answering the1458

points raised above when grounding LLaVA in the1459

KYMKB:1460

• Model performance is higher when we ex-1461

clude the input image but use the extracted1462

OCR on the input meme.1463

41https://knowyourmeme.com/memes/
drakeposting

• Adding the nearest template title improves 1464

performance. 1465

• Adding an explanation of target labels hurts 1466

performance. 1467

• Excluding information from retrieved 1468

KYMKB entities for input memes that are 1469

too dissimilar improves performance. Similar 1470

to TSplit, dissimilar here means exceeds the 1471

threshold value from template to example in 1472

the KYMKB. 1473

• Including the About section of the nearest 1474

neighbor in the KYMKB as input to LLaVA 1475

aids in understanding. 1476

Parsing LLM output To calculate the F1 1477

score from the LLM output and ground truth labels, 1478

we convert the output and ground truth into binary 1479

arrays with n elements with n being the number of 1480

classes for the given multilabel task. For multiclass 1481

and binary classification tasks, we instead operate 1482

with n − 1 labels. To ensure the model does not 1483

start to regurgitate the answer list and input, we 1484

restrict decoding to 64 tokens. Similarly, we also 1485

ask the model to output the answer "none" if no 1486

category is suitable and that "The Assistant must 1487

only answer by listing the labels that describe the 1488

meme and nothing else.". Finally, if the model does 1489

output all the labels, an erroneous answer is given, 1490

or no output is recorded, we opt for returning a list 1491

of n elements each being 0. 1492

Accounting for negation To test if the model 1493

explicitly states which label is not part of the an- 1494

swer, we used a 3-token window around the la- 1495

bel in the output. When recomputing the scores 1496

for the best FigMemes LLaVA model grounded in 1497

KYMKB, the scores changed from 25.4 to 25.3 1498

in Table 9, meaning a negligible difference when 1499

checking for negation. 1500

Examples of LLaVA output To illustrate the 1501

content of the output, we show three examples of 1502

LLaVA output on the FigMemes dataset below: 1503

• "the meme follows the label set of allusion, 1504

exaggeration, and irony. it is not clear which 1505

of these labels best fit the ""who killed hanni- 1506

bal?"" meme in this specific image." 1507

• "the meme ""distracted boyfriend"" can be 1508

classified as an example of anthrop, metaphor, 1509
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Figure 11: The complete setup of using LLAVA with KYMKB. All experiments are with multiple examples as
illustrated in Figure 10. Initially, both the OCR text and input meme are passed to LLaVA alongside k examples
with ground truth labels and a selection of labels to choose from. Then we add 5 steps with further modifications as
shown in the top right corner of this figure and according to the additional steps in Table 9. In Step 1, we add a
description of each label as a prefix to LLaVA, the 2nd step is RAG in that we look up the nearest neighbor with
CLIP in KYMKB and retrieve its meme template name, and add this to the text prompt. As a 3rd step, we increase
the number of entries in KYMKB by adding each template example, increasing the coverage of memes we want
to look up. We then filter out retrieved results that are larger than the allowed threshold for each meme template.
This is measured by comparing the maximum distance between the base template and examples and the distance
between the input meme and the base template. In the fifth and final step, we include the retrieved about section in
the prompt too.

and contrast. in this meme, the man in the1510

image represents the ""distracted boyfriend""1511

metaphorically, as he appears to be looking at1512

another woman rather than pay"1513

• "the meme follows the label set of allusion,1514

exaggeration, and irony. the labels "i once was1515

blind but now i see " seem to be an allusion to1516

the popular song "i used to be blind""1517

Discussion Table 9 shows our results. We com-1518

pare our findings to TLC, and the overall trend is1519

that LLaVA is not as strong as TLC. In the case of1520

MultiOff and Memotion 3 (B), we see that ground-1521

ing our LLaVA model in KYMKB improves perfor-1522

mance and that the textual modality alone is better1523

than including visual inputs. We believe this is1524

because the offensive or emotional charge signal1525

is stronger in the text. This finding is consistent1526

with (Aggarwal et al., 2024), who showed that text1527

alone is enough to detect hate speech in memes.1528

Additional meme-context from the KYMKB can1529

naturally aid in this. For Memotion 3 (A) and Fig- 1530

Memes on the other hand are more challenging 1531

tasks. The model struggles, even with the aid of the 1532

KYMKB. This is consistent with our findings for 1533

both TLC and TSplit. In general, LLaVA performs 1534

worse than TLC, thus motivating further study into 1535

learning more robust models, as we showed with 1536

our TSplit approach. The only real exception to 1537

the overall trend is that of MAMI (A) which we 1538

believe is due to the Llama’s strong understanding 1539

of misogyny in text. KYMKB is inherently not a 1540

knowledge base of misogyny and not a suitable re- 1541

source for such a message and for the non-templatic 1542

memes in MAMI. 1543

A.9.1 Classification Experiments 1544

In this section, we investigate several ablations in- 1545

cluding how to format the prompt. We examine the 1546

following: 1547

• How do different input modalities impact 1548

downstream tasks? 1549
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Method MultiOff Memotion 3 (A) Memotion 3 (B) FigMemes MAMI (A) MAMI (B)

TLC 61.89 37.77 80.49 29.8 70.0 40.21

ICL: Vision and text 41.6 26.8 73.8 25.6 48.9 35.1
ICL: Vision only 43 26.6 72.1 22.5 47.6 33.8
ICL: text only 49 27.3 71.3 22.8 47.7 34.2

Using text only

+ Label description 45 27.7 72.4 23 49.4 33.8
+ Template title 49 27.1 74.1 22.3 51.4 36.6
+ Template examples 47 29.7 73.4 23 48.6 34.4
+ Filter OOD memes 53.7 30.5 74.8 24.7 53.7 36.4
+ About section 56.4 31.1 75.7 25.4 56.8 37.3

Table 9: Classification results for the best performing version of LLaVA grounded in KYMKB (in bold) compared
against the best-performing method from related work (in italics). + refers to adding additional input information to
the previous row (i.e + template title also includes giving LLaVA the label description in addition to the template
title). See remaining tables for full ablations.

• Should there be a threshold mechanism for1550

selecting which memes are relevant for meme1551

retrieval?1552

• Does including more information from KYM1553

help downstream tasks and do multiple exam-1554

ples help ICL?1555

A.9.2 Prompt ablations1556

Before investigating how LLAVA (Liu et al., 2023)1557

might best perform in prompting experiments on1558

memes, we will describe the overall prompting1559

setup. To make LLaVA suitable for different tasks1560

on memes without fine-tuning, we perform few-1561

shot in context learning with 3 randomly drawn1562

examples and ground truth answers. These are1563

given to the model when inferring the answer for a1564

given input. The process is illustrated in Table 101565

However the model struggles with multiple images,1566

even when training and evaluated on the same do-1567

main. As such we restrict ourselves to providing1568

the few-shot examples as text input only.1569

We write a prompt that instructs the model to1570

choose between one or multiple choices from a1571

list of possible answers, which are the labels for a1572

given classification task.1573

A.9.3 Non-retrieval ablations1574

In this section, we focus our attention on whether1575

both image and OCR text or if either one would1576

suffice in helping LLaVA in its downstream clas-1577

sification task. We investigate model performance1578

without retrieving external knowledge by prompt-1579

ing the model with either 1) the OCR text (OR),1580

2) the original image (IM), or 3) both. We also1581

Few-shot ICL
Shot You are given the following memes with input

Optical Character Recognition text: [Text]
Input Image: [Image]
and the following labels [Label]
with explanation [Label Detail]
The meme can be described as [GT Labels]

Shot The next meme has the following input
...

Input The final meme has the following input
OCR: [Text]

Answer The meme can be described as⋆ <answer>

Table 10: Prompt setup for zero-shot and few-shot
prompting with LLaVA

include explanations of the target labels (LD) to 1582

examine if this improves performance. We report 1583

the micro-averaged F1 for each class per task and 1584

the average and weighted F1 micro score for all 1585

classes. We examine MultiOff, FigMemes, and 1586

both MAMI tasks. 1587
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Method All. Exa. Iro. Ant. Met. Con. F1 F1(W)

OC 22.7 25.2 29.9 11.5 18.2 12.4 22.8 21.6
OC+LD 26.4 24.1 31.6 14.2 5.4 16.3 23.0 20.6

IM 20.0 29.2 27.7 13.4 17.5 16.3 22.5 21.9
IM+LD 20.2 30.7 26.2 12.9 21.8 18.0 23.2 22.9

IM+OC 21.1 30.8 32.7 15.6 17.4 17.1 25.6 23.8
IM+OC+LD 22.4 25.6 28.1 16.5 11.0 19.5 21.1 21.1

Table 11: LLaVA performance in terms of F1 scores
on FigMemes. "OC" refers to the text in the meme,
"IM" is the meme itself, "ID" refers to our predicted
meme template title, "LD" is the label description, i.e
a description of what each label means. The differ-
ent categories are All(usion), Exa(ggeration), Iro(ny),
Ant(hropopomorphism), Met(aphor) and Con(trast).

Method sh. st. ob. vi. F1. F1(W)

OC 24.3 44.4 39.6 7.0 34.2 34.1
OC+LD 24.4 45.6 35.7 9.7 33.8 33.5

IM 22.2 37.9 43.2 21.1 33.8 34.8
IM+LD 23.9 42.9 42.4 18.9 34.5 36.3

IM+OC 22.4 41.2 43.9 15.9 35.1 35.5
IM+OC+LD 27.8 42.5 46.4 19.3 37.0 38.1

Table 12: LLaVA performance in terms of F1 scores
on MAMI (B). "OC" refers to the text on the meme,
"IM" refers to usage of the image itself, "ID" refers to
our predicted meme template title, "LD" refers to label
description, i.e a description of what each label means.
The categories to predict are Sh(aming), St(ereotype),
Ob(jectification) and Vi(olence). We measure the F1
score and the Weighted F1 score, F1(W)

Method Of. N-Of. F1. F1(W)

OC 38.7 56.3 49.0 45.6
OC+LD 19.6 58.2 45.0 34.6

IM 17.5 56.4 43.0 36.9
IM+LD 2.1 51.2 34.9 21.2

IM+OC 10.3 56.7 41.6 28.4
IM+OC+LD 8.2 55.0 39.6 26.4

Table 13: LLaVA performance in terms of F1 scores
on MultiOff. "OC" refers to the text on the meme,
"IM" refers to usage of the image itself, "ID" refers
to our predicted meme template title, "LD" refers to
label description, i.e a description of what each label
means. The two categories to predict are Of(fensive)
and Non-offensive (N-Of)

A.9.4 Clip-based template retrieval1588

As an additional ablation, we test if increasing the1589

size of the CLIP model used for retrieval also af-1590

fects the performance of LLaVA as it does with1591

TLC. This model uses a 14x14 patch size on a 1592

downscale image of resolution 336x336, 1593

Method All. Exa. Iro. Ant. Met. Con. F1 F1(W)

OC+ID+LD 27.3 24.5 30.2 13.6 5.3 12.8 22.3 20.1

IM+ID+LD 21.3 27.9 26.7 16.6 8.4 19.7 21.2 20.5

IM+OC+ID+LD 20.2 25.7 26.8 18.5 10.6 16.7 20.8 20.2

Table 14: LLaVA performance in terms of F1 scores
on FigMemes. "OC" refers to the text in the meme,
"IM" refers to usage of the image itself, "ID" refers to
our predicted meme template title, "LD" refers to label
description, i.e a description of what each label means.

Method sh. st. ob. vi. R F1(W)

OC+ID+LD 24.1 47.7 42.5 13.0 36.6 37.1

IM+ID+LD 23.1 42.7 45.4 20.5 35.4 37.4

IM+OC+ID+LD 22.8 38.6 46.2 22.4 34.7 36.5

Table 15: LLaVA performance in terms of F1 scores on
MAMI (B)

Method Of. N-Of. F1. F1(W)

OC+ID+LD 42.4 54.2 49.0 47.1

IM+ID+LD 15.7 56.2 42.3 31.4

IM+OC+ID+LD 21.6 53.5 41.6 34.1

Table 16: LLaVA performance in terms of F1 scores on
MultiOff

A.9.5 Extended clip based template retrieval 1594

As memes can deviate from their template (see Fig- 1595

ure 3, we ask ourselves if including examples of 1596

templates from the KYMKB can be used to aid 1597

LLaVA in its downstream classification task. To 1598

do this, we include both KYMKB templates and 1599

example as candidates for retrieval, as the exam- 1600

ples may be more similar to the meme in a dataset. 1601

Note that we can still access the same information, 1602

such as the about section, as when using the base 1603

template entry because of the KYMKB’s structure. 1604
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Method All. Exa. Iro. Ant. Met. Con. F1 F1(W)

OC 22.7 25.2 29.9 11.5 18.2 12.4 22.8 21.6
OC+ID 25.2 26.2 32.0 6.1 17.2 9.2 23.6 21.7
OC+ID+LD 26.4 24.1 31.6 14.2 5.4 16.3 23.0 20.6

IM+ID 20.2 30.7 26.2 12.9 21.7 18.0 23.2 22.9
IM+ID+LD 18.1 26.0 27.4 16.8 5.0 14.4 19.5 18.5

IM+OC+ID 20.1 30.4 30.2 11.3 20.5 15.6 24.3 23.0
IM+OC+ID+LD 18.8 24.7 28.2 14.2 9.0 14.0 19.0 19.1

Table 17: LLaVA performance in terms of F1 scores
for FigMemes. "OC" refers to the text on the meme,
"IM" refers to usage of the image itself, "ID" refers to
our predicted meme template title, "LD" refers to label
description, i.e a description of what each label means.

Method sh. st. ob. vi. F1. F1(W)

OC 22.3 46.3 38.8 5.0 33.9 33.8
OC+ID 20.3 44.3 43.6 2.6 34.3 34.1
OC+ID+LD 24.8 46.9 36.8 9.7 34.8 34.4

IM+ID 20.8 38.9 43.5 20.9 34.1 35.0
IM+ID+LD 24.0 41.7 43.4 20.6 34.8 36.2

IM+OC+ID 19.7 41.9 46.6 17.4 35.9 36.5
IM+OC+ID+LD 25.6 40.2 45.0 14.8 34.9 35.8

Table 18: LLaVA performance in terms of F1 scores on
the MAMI dataset (Sub-Task B).

Method Of. N-Of. F1. F1(W)

OC 38.7 56.3 49.0 45.6
OC+ID 28.1 55.4 45.0 38.7
OC+ID+LD 34.7 55.4 47.0 42.8

IM+ID 13.5 53.6 39.6 29.1
IM+ID+LD 15.7 56.1 42.3 31.4

IM+OC+ID 10.2 56.0 40.9 28.1
IM+OC+ID+LD 17.3 55.7 42.3 32.3

Table 19: LLaVA performance in terms of F1 scores on
the MultiOff dataset.

A.9.6 Clip-based template retrieval filtering1605

When we also include the examples of a tem-1606

plate from the KYMKB, another question natu-1607

rally arises: what if there are no suitable entries1608

for a given prompt? To handle such a scenario,1609

we create several filters based on the distance be-1610

tween the base template and its instances. We base1611

this on summary statistics like the interquartile1612

range (IQR), three sigma, mean absolute deviation1613

(MAD), and the maximum distance from template1614

to example, which we find to be the most useful.1615

This corresponds to step 4 in 11. That is, for each1616

template we detect, is this meme in fact within the1617

distribution of this template. Note that here we do1618

not use the template examples to detect the tem- 1619

plate at first, only the templates. We do however 1620

use the template examples to make our calcula- 1621

tions, which is done using each pairwise distance 1622

between the meme template and their examples. 1623

Method All. Exa. Iro. Ant. Met. Con. F1 F1(W)

IQR
IM+OC+ID 18.0 30.8 31.5 16.4 18.5 14.4 24.7 22.9

Three Sigma
IM+OC+ID 17.8 31.2 30.8 15.1 21.3 14.6 24.8 23.2

MAD
IM+OC+ID 20.8 31.3 30.8 14.7 20.2 16.1 25.2 23.7

Max
IM+OC+ID 20.5 32.0 31.4 15.5 20.2 14.2 25.4 23.8

Table 20: LLaVA performance in terms of F1 scores
on FigMemes. "OC" refers to the text in the meme,
"IM" refers to using the meme itself, "ID" refers to
our retrieved meme template title, "LD" refers to label
description, i.e a description of what each label means.

Method sh. st. ob. vi. F1. F1(W)

IQR
IM+OC+ID 22.5 41.9 46.7 14.8 36.4 36.6

Three Sigma
IM+OC+ID 22.2 43.1 45.2 14.5 36.0 36.4

MAD
IM+OC+ID 21.4 42.6 45.4 15.1 35.9 36.3

Max
IM+OC+ID 19.7 42.8 49.0 8.1 36.4 36.3

Table 21: LLaVA performance in terms of F1 scores on
the MAMI dataset (Sub-Task B).
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Method Of. N-Of. F1. F1(W)

IQR
OC+ID+LD 43.9 60.6 53.7 50.4
IM+OC+ID 12.3 57.0 42.3 29.7

Three Sigma
OC+ID+LD 46.3 56.1 51.7 50.1
IM+OC+ID 8.3 56.4 40.9 27.1

MAD
OC+ID+LD 42.4 54.2 49.0 47.1
IM+OC+ID 12.0 55.6 40.9 29.0

Max
OC+ID+LD 35.4 50.0 43.6 41.1
IM+OC+ID 10.1 55.3 40.2 32.7

Table 22: LLaVA performance in terms of F1 scores on
the MultiOff dataset.

A.9.7 Extended meme information1624

We choose the maximum distance algorithm as the1625

default method of selecting relevant meme content1626

based on its simplicity and performance in filtering1627

experiments above. We now investigate including1628

the about section as additional information to add1629

to our prompt and if this grounds the LLM in meme1630

knowledge.1631

Method All. Exa. Iro. Ant. Met. Con. F1 F1(W)

IQR

OC+ID+KYM 24.7 28.2 33.3 14.3 20.0 16.5 25.4 24.4

Max
IM+OC+ID+KYM 20.3 30.4 30.1 12.2 20.6 19.1 24.9 23.6

Table 23: LLaVA performance in terms of F1 scores on
FigMemes. "OC" refers to the text in the meme, "IM"
refers to usage of the meme itself, "ID" refers to our
retrieved template title, "LD" is the label description, i.e
a description of what each label means.

Method sh. st. ob. vi. F1. F1(W)

IQR
OC+ID+KYM 24.9 45.3 47.2 8.3 37.8 37.3
IM+OC+ID+KYM 21.5 41.0 43.7 14.3 34.5 35.0

Table 24: LLaVA performance in terms of F1 score on
the MAMI dataset (Sub-Task B).

Method Of. N-Of. F1. F1(W)

IQR
OC+ID+KYM 55.2 57.5 56.4 56.1

Table 25: LLaVA performance in terms of F1 scores on
the MultiOff dataset (Sub-Task B).

A.10 Template-Aware Splitter details 1632

In this Appendix section, we provide additional 1633

details on the effects how TSplit reorganizes the 1634

datasets we examined the main text. In Table 26, 1635

we show examples of TSplit samples detected tem- 1636

plates vs. unique identifiers. As mentioned in the 1637

main text, using the maximum distance from tem- 1638

plate to examples as the threshold value for each 1639

template results in TSplit detecting more templates, 1640

using the 25th percentile results in more unique 1641

identifiers. 1642

To avoid overlapping templates and unique iden- 1643

tifiers between datasets, we construct an array of 1644

distinct objects, meaning detected templates or 1645

unique identifiers. We randomly shuffle the ar- 1646

ray and then set up a test split index. Everything 1647

that appears before the index is an object that can 1648

appear in the training data and everything after can 1649

appear in the test data. We use the following for- 1650

mula to create this index: ⌊( tsizedsize
) ∗ osize⌋, where 1651

tsize is the number of test examples in the orig- 1652

inal dataset, dsize is the total size of the dataset, 1653

and osize is the number of distinct detected objects 1654

(templates or unique identifiers). We maintain the 1655

original dataset ratios, but because we sample the 1656

resplit datasets based on detected templates, it is 1657

difficult to maintain the exact numbers. 1658

To empirically verify that TSplit prevents tem- 1659

plate instances from appearing in both the training 1660

and test split of a dataset, we sample 100 memes 1661

from FigMemes from both the training and test 1662

split of our reorganized datasets. We then manu- 1663

ally inspected the memes, looking for overlapping 1664

templates. We did this under all four thresholding 1665

techniques discussed in the main text where the 1666

CLIP encoder was once more ViT-L/14@336px, 1667

the overall strongest performer. 1668

Under TSplitmax and TSplitmedian, we note tem- 1669

platic characters, such as Pepe the Frog, overlapped 1670

in both splits. In such cases, it was Pepe appearing 1671

in another template or in a non-templatic meme, but 1672

did not note what we would call the same template 1673

appearing in both splits. 1674

Under TSplitmean, we noted similar characters, 1675
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Split and threshold MultiOff Memotion 3 FigMemes MAMI

Trainmax 228 / 4 1407 / 141 1335 / 59 1961 / 136
Testmax 55 / 2 303 / 28 568 / 29 198 / 11
Trainmedian 204 / 88 1170 / 2051 1155 / 547 1764 / 1191
Testmedian 50 / 23 249 / 441 525 / 204 172 / 123
Trainmean 194 / 100 1106 / 2614 1122 / 655 1700 / 1510
Testmean 47 / 26 228 / 569 497 / 264 170 / 150
Trainpercentile 167 / 176 890 / 3562 964 / 1198 1506 / 2789
Testpercentile 41 / 44 205 / 748 419 / 506 138 / 291

Table 26: Example of how TSplit reorganizes the datasets from the main text, where we show the number of
detected templates / number of unique identifiers in each split. The threshold method is in subscript of the split.
ViT-L/14@336px was used as the CLIP encoder.

but also one overlapping template, which was Pi-1676

cardía / Thumbs Up Emoji Man,42 a template that is1677

commonly used on 4chan to mock political ideolo-1678

gies. As this template can take on vastly different1679

appearances, it is intuitive that a strict view of what1680

constitutes a template instance in how the thresh-1681

old is calculated would result in these instances1682

slipping through our filter.1683

Under TSplitpercentile, we did not note overlap-1684

ping templates explicitly, but notice the same tem-1685

platic characters in both splits, such as Pepe, Picar-1686

dia, SpongeBob, and Spiderman.43 This is subjec-1687

tive, but while these examples are not necessarily1688

instances of a template, they carry a similar emo-1689

tional charge as a template, and some users might1690

consider them templatic instances.1691

Finally, it is possible that a template in the1692

KYMKB does not have any examples. In such1693

cases, we use a global threshold value calculated1694

by taking the maximum, median, mean, or 25th1695

percentile value of all template thresholds.1696

42https://knowyourmeme.com/memes/
picardia-thumbs-up-emoji-man

43https://knowyourmeme.com/memes/
spider-man-pointing-at-spider-man
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