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Abstract

Large Language Models (LLMs) still struggle001
with knowledge-intensive complex question an-002
swering, which requires reasoning over mul-003
tiple knowledge facts. Existing approaches004
commonly use question decomposition with005
retrieval-augmented generation, where LLM006
first decomposes a complex question into sub-007
questions and then retrieves relevant informa-008
tion from external knowledge sources for se-009
quential answering. Nevertheless, such meth-010
ods suffer from error propagation, primarily011
due to negative retrieval, where irrelevant or012
missing knowledge misleads the LLMs’ re-013
sponses. To address these challenges, we014
propose REHKS-QA (Reflection-Enhanced015
Complex Question Answering for LLMs with016
Heterogeneous Knowledge Sources), a novel017
framework that integrates unstructured knowl-018
edge, structured knowledge and LLMs’ para-019
metric knowledge through a stepwise reflec-020
tion mechanism. Specifically, REHKS-QA021
first decomposes complex questions into sub-022
questions, retrieves relevant external knowl-023
edge from both structured and unstructured024
sources, and generates preliminary answers. To025
mitigate misleading information, LLMs then026
explicitly reflect on the faithfulness of each an-027
swer by identifying supporting evidence. If028
no valid evidence is found, LLMs either revise029
their responses or use their parametric knowl-030
edge. Experimental results on two CQA bench-031
marks demonstrate that REHKS-QA not only032
outperforms state-of-the-art methods but also033
improves the explainability and verifiability of034
answers.035

1 Introduction036

Large Language Models (LLMs) (Achiam et al.,037

2023; Dubey et al., 2024), supported by extensive038

training data and parameters (Minaee et al., 2024),039

have demonstrated impressive capabilities for var-040

ious downstream tasks. Nevertheless, they still041

face challenges in knowledge-intensive complex042

question answering (CQA) (Cao et al., 2023; Tan 043

et al., 2023), which requires LLMs to reason over 044

multiple knowledge facts to obtain the final answer. 045

Currently, a widely adopted method integrates 046

question decomposition with retrieval-augmented 047

generation, requiring LLM to first break down com- 048

plex questions into a series of atomic sub-questions 049

and then leverage external knowledge sources 050

to solve these sub-questions sequentially (Press 051

et al., 2023; Trivedi et al., 2023). However, these 052

decomposition-based methods suffer from the risk 053

of error propagation (Cao et al., 2023). As illus- 054

trated in Figure 1, an incorrect answer to the first 055

sub-question inevitably leads to errors in answer- 056

ing subsequent sub-questions that rely on previous 057

output. Though a few of these errors are caused 058

by inappropriate question decomposition (only 4%, 059

see Sec. 6), we find the main cause of errors lies 060

in negative retrieval: On the one hand, when only 061

a single external knowledge source is used (e.g., 062

Wikipedia), there is a possibility that no helpful 063

knowledge can be found due to the underperform- 064

ing retriever or the limited coverage of knowledge 065

source; On the other hand, even though the evi- 066

dence knowledge is recalled or the LLM can gen- 067

erate correct answer solely based on its internal 068

parametric knowledge (e.g., “Ruslana Lyzhychko” 069

in Figure 1), it would be easily misled by other 070

retrieved distractive knowledge and finally produce 071

an incorrect response. 072

To address these challenges, we are inspired 073

by recent knowledge-fusion-related works (Zhang 074

et al., 2023; Cao et al., 2023; Chu et al., 2024) 075

and OpenAI’s o-series models (Jaech et al., 2024), 076

where the former shows the complementarity of 077

different knowledge sources, and the latter demon- 078

strates the benefit of continuous reflection in solv- 079

ing complex tasks. In light of this, We pro- 080

pose REHKS-QA (Reflection-Enhanced Complex 081

Question Answering with Heterogeneous Knowl- 082

edge Sources), a novel framework that incorporates 083
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Figure 1: An example compares the use of different knowledge sources and response strategies.

three types of heterogeneous knowledge sources084

— unstructured knowledge (i.e., text corpus), struc-085

tured knowledge (i.e., knowledge graphs), and086

LLMs’ parametric knowledge — along with a step-087

wise reflection mechanism to mitigate the negative088

retrieval problem. Specifically, REHKS-QA begins089

by leveraging a backbone LLM to decompose the090

complex question into simpler sub-questions. For091

each sub-question, REHKS-QA first retrieves rel-092

evant external knowledge from both unstructured093

and structured knowledge sources, and employs094

the LLM to integrate them to obtain a preliminary095

answer. Then, to avoid misleading by distractive096

knowledge, the LLM is required to reflect on the097

faithfulness of the preliminary answer, i.e., explic-098

itly pinpointing the evidence that supports the an-099

swer. Finally, the LLM needs to re-adjust the an-100

swer according to the located evidence, or directly101

leverage internal parametric knowledge to answer102

the sub-question if no evidence is found.103

In summary, Our method cleverly uses a reflec-104

tion mechanism to adaptively integrate heteroge-105

neous knowledge and alleviate the influence of neg-106

ative retrieval, thereby better guaranteeing the cor-107

rectness of answers to each sub-question and miti-108

gating error propagation. Besides, the pinpointed109

evidence also explicitly shows the sources of inter-110

mediate answers, improving the explainability and 111

verifiability of REHKS-QA. Our evaluations on 112

two CQA datasets show that our method not only 113

enhances performance on benchmark datasets but 114

also provides more interpretable and trustworthy 115

responses 116

Our contributions include: (1) proposing 117

REHKS-QA, a novel CQA framework that inte- 118

grates heterogeneous knowledge fusion with a step- 119

wise reflection mechanism, well alleviate the prob- 120

lems of negative retrieval and error propagation; (2) 121

conducting thorough evaluations to demonstrate 122

the superiority of REHKS-QA over SoTA CQA 123

methods; (3) proving the effect of each component 124

of our framework with careful ablation studies. 125

2 Related Work 126

2.1 Retrieval-Augmented Generation 127

Question Answering 128

Retrieval-Augmented Generation (RAG) (Lewis 129

et al., 2020; Izacard and Grave, 2021) enhances 130

LLMs by integrating external knowledge sources, 131

showing great potential for knowledge-intensive 132

and general language tasks (Ram et al., 2023). 133

Knowledge sources include internal knowledge 134

sources and external knowledge sources. The para- 135

metric knowledge within LLMs acts as an internal 136
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source, providing significant potential for solving137

complex tasks (Yu et al., 2022).External knowledge138

sources can typically be classified into two primary139

categories according to their structural format: un-140

structured sources and structured sources. Unstruc-141

tured sources leverage non-structured text, such as142

documents, web pages, or articles, to extract rich143

and contextually diverse information. However,144

the varied and inconsistent phrasing, as well as145

potential noise in unstructured text, can introduce146

challenges, often misleading models and resulting147

in inaccurate or incomplete answers, particularly148

when handling complex multi-step queries (Jo et al.,149

2021). This phenomenon exacerbates the unreli-150

ability of reasoning chains, where further leading151

to issues of hallucination (Huang et al., 2023). On152

the other hand, structured sources, like knowledge153

graphs (Hogan et al., 2021), offer highly organized154

and precise factual data, making them more reli-155

able for extracting specific information (Chen et al.,156

2020).157

Existing approaches mainly rely on unstructured158

text for retrieval, limiting effectiveness in complex159

reasoning tasks (Glass et al., 2022; Wang et al.,160

2023). Compared to existing methods, our frame-161

work offers significant advantages by leveraging162

three heterogeneous knowledge sources: parameter163

knowledge, unstructured knowledge and structured164

knowledge.165

2.2 Reasoning Enhancement in LLMs166

LLMs demonstrate impressive capabilities in rea-167

soning tasks, but they also encounter hallucination168

problem (Xu et al., 2024). In order to solve the169

hallucination problem and enhance the reasoning170

ability of LLMs, many methods have proposed171

different reasoning ability enhancement methods.172

Chain of Thought (CoT) (Wei et al., 2022) guides173

the model to express its reasoning process to output174

more accurate answers. Self-consistency (Wang175

et al., 2022) enhances reasoning ability by select-176

ing the most consistent answer from diverse rea-177

soning paths. Error correction mechanisms are178

equally important for mitigating the errors during179

reasoning. Since LLMs possess inherent error-180

checking mechanisms, they are able to perform181

self-assessment and rectify potential errors through-182

out the generation process, thereby enhancing the183

accuracy and coherence of their outputs (Li et al.,184

2023). Ji et al. (2023) propose to generate and185

evaluate medical knowledge, prompting LLMs to186

self-correct and improve accuracy when discrep- 187

ancies with established knowledge are identified. 188

DUAL-REFLECT (Chen et al., 2024) improves the 189

translation ability of LLM by comparing the differ- 190

ences between the back-translated results and the 191

initial source input, revealing translation biases. 192

Inspired by these methods, our framework intro- 193

duces a reflection-enhanced error correction mech- 194

anism, enabling LLM to improve its outputs by 195

seeking evidence within the retrieved knowledge, 196

thereby enhancing reasoning accuracy. 197

3 Task Definition 198

Given a complex question Q, our task is to employ 199

an LLM M to answer the question by utilizing 200

three types of knowledge: unstructured knowledge 201

from a text corpus Ku = {di}, structured knowl- 202

edge from a knowledge graph Ks = {(hi, ri, ti)}, 203

and parametric knowledge from M itself. Here, di 204

denotes a textual paragraph, and (hi, ri, ti) denotes 205

a factual triple, where hi, ri, and ti is the head 206

entity, relation, and tail entity, respectively. 207

4 Methodology 208

We illustrate the overall framework of REHKS-QA 209

in Figure 2. It consists of two stages: question 210

decomposition and reflection-enhanced multi- 211

source reasoning. In the question decomposition 212

stage, the LLM decomposes the original multi- 213

hop question into single-hop sub-questions. In the 214

answer reasoning stage, each sub-question is ad- 215

dressed sequentially. For each sub-question, rele- 216

vant information is first retrieved from both struc- 217

tured and unstructured knowledge sources, and the 218

LLM generates a openbook answer. Then, this an- 219

swer along with the retrieved knowledge is then fed 220

back into LLM, where it reflects on the evidence 221

and revises the openbook answer. If LLM fails to 222

locate supporting evidence, it generates the final 223

answer via closebook answer. Finally, in the an- 224

swer selection stage, a strategy is implemented to 225

choose the final answer. 226

4.1 Question decomposition 227

Recent studies have shown that LLM can decom- 228

pose complex questions into simpler sub-questions, 229

enabling step-by-step reasoning and improved 230

question-solving performance (Ye et al., 2023). 231

Following previous work (Chu et al., 2024), we 232

leverage LLMs to decompose complex questions. 233

Specifically, we decompose the original complex 234
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Figure 2: REHKS-QA consists of two steps: (1) Question decomposition (2) Reflection-enhanced multi-source
reasoning.

question Q into a list of simpler sub-questions list235

qlist, thereby establishing a structured reasoning236

process to solve each sub-question sequentially and237

enhance overall reasoning performance.238

qlist = M(Q) (1)239

Considering the dependencies between these sub-240

questions, a placeholder #i is used to represent241

intermediate questions. During the processing of242

each sub-question, the placeholder is dynamically243

replaced with the answer from the previously re-244

solved sub-question, facilitating a step-by-step rea-245

soning progression. As illustrated in Figure 2 stage246

1, the LLM decomposes the complex question into247

two sub-questions.248

4.2 Heterogeneous Knowledge Sources249

For external knowledge sources, we introduce un-250

structured and structured knowledge sources. By251

leveraging multiple types of knowledge sources,252

our method can acquire more comprehensive in-253

formation, improving understanding and reasoning254

capabilities for complex questions and ensuring the255

accuracy and reliability of answers.256

4.2.1 Unstructured Knowledge Source257

Given a sub-question q, the unstructed knowledge258

base retriever Retrieveru evaluates each para-259

graph’s relevance by analyzing the relationship260

between question keywords and term frequency261

within the document. Then, it ranks paragraphs by262

relevance scores.263

d = Retrieveru(q,Ku) (2)264

d represents the set of paragraphs in unstructed265

knowledge base Ku deemed most relevant to q. We266

use d as our unstructured background knowledge.267

4.2.2 Structured Knowledge source 268

For structured knowledge sources, we use triples in 269

structed knowledge base Ks. First, we first encode 270

the entities e and relations r within Ks, denoted as: 271

E = Encoder(e) (3) 272

R = Encoder(r) (4) 273

Encoder represents the encoding module, where 274

E and R denote the entities and relations after en- 275

coding into vector representations. To retrieve rele- 276

vant triples related to q, we first use EntityExtractor 277

identify the topic entity etopic in q: 278

etopic = EntityExtractor(q) (5) 279

The entity linking process involves finding the 280

most similar entity as head entity h in the knowl- 281

edge graph based on cosine similarity: 282

h = argmax
ei∈E

(cosine_similarity(etopic, e
i))

(6) 283

cosine_similarity is the function for calculat- 284

ing similarity. Next, we identify the top-k relations 285

rtop that most relevant to the current sub-question 286

q based on text similarity: 287

rtop = topk
ri∈R

(cosine_similarity(q, ri)) (7) 288

We then use these relations to find the corre- 289

sponding tail entities ti, constructing triples related 290

to the question. We use the retrieved triples as our 291

structured background knowledge t. 292

t = {(h, r1, t1)...(h, rk, tk)} (8) 293
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4.3 Reflection-enhanced multi-source294

reasoning295

We address each sub-question in qlist sequentially.296

Our framework involves four distinct stages for an-297

swering the sub-questions: 1) Openbook Answer298

2) Reflect Answer 3) Closebook Answer and 4) An-299

swer Selection. Each sub-question undergoes both300

the Openbook Answer and Reflect Answer phases.301

The Closebook Answer phase is invoked only when302

warranted, based on the outcomes of the Reflect An-303

swer phase. The Answer Selection phase involves304

aggregating the answers from previous phases and305

dynamically selecting the most appropriate answer.306

4.3.1 Openbook Answer307

During the Openbook Answer phase, LLM is re-308

quired to provide a preliminary answer to the309

q based on the retrieved background knowledge.310

Specifically, for each sub-quesiton q, we first re-311

trieve the most relevant unstructured background312

knowledge d and the structured background knowl-313

edge t within the heterogeneous knowledge base.314

Subsequently, LLM generates a preliminary answer315

aOpenbook based on background knowledge.316

aOpenbook = M(q, d, t) (9)317

4.3.2 Reflection318

During the reflection answering phase, the LLM319

needs to identify relevant evidence in the retrieved320

background knowledge to support the answer to the321

q and revise the Openbook answer. Specifically, for322

each sub-question q, LLM must extract evidence323

from the unstructured Wikipedia paragraph back-324

ground knowledge d and the structured Wikidata325

triple background knowledge t and the initial an-326

swer aOpenbook, to derive reflect answer aReflect.327

aReflect = M(q, d, t, aOpenbook) (10)328

The reflect answer can fall into three scenarios:329

1) LLM considers the initial answer correct, thus330

retaining the original answer aOpenBook. 2) LLM331

considers the initial answer is incorrect and finds332

supporting evidence in the background knowledge,333

leading to a revision of aOpenBook and obtaining a334

revised answer aRefect. 3) LLM considers the ini-335

tial answer is incorrect and does not find supporting336

evidence in the background knowledge, responding337

with "not mentioned" as aReflect.338

4.3.3 Closebook Answer 339

When the LLM responds with "not mentioned" 340

during the reflection phase, it indicates that the re- 341

trieved background knowledge does not contain 342

any information to support answering the q. Specif- 343

ically, when LLM responds with "not mentioned" 344

in the reflection phase, it will perform a close- 345

book question answering process using a chain-of- 346

thought approach based on its internal knowledge, 347

resulting in the Closebook answer aClosebook. 348

aClosebook = M(q) (11) 349

4.3.4 Answer Selection 350

For each sub-question, a definitive answer is se- 351

lected from various response steps. In the reflec- 352

tion phase, if the LLM provides a Reflect Answer 353

aReflect that is not "not mentioned", this answer is 354

adopted as the final answer. If the reflection answer 355

is "not mentioned", LLM considers the Closebook 356

answer aClosebook. This selection process ensures 357

that the most relevant and accurate answer is iden- 358

tified for each sub-question. 359

5 Experiments 360

5.1 Datasets 361

We evaluate the effectiveness of our frame- 362

work on two complex multi-hop reasoning 363

datasets: 2WikiMultiHopQA (Ho et al., 2020) 364

and MuSiQue (Trivedi et al., 2022). 2WikiMul- 365

tiHopQA is a multi-hop QA dataset that combines 366

structured and unstructured data. MuSiQue con- 367

sists of complex multi-hop questions involving 2-4 368

hops of reasoning, which are then annotated to 369

avoid reasoning shortcuts and ensure natural lan- 370

guage. For question selection, we follow the same 371

sampling strategy as IR-CoT (Trivedi et al., 2023), 372

selecting 500 questions from the test set. 373

5.2 Baselines 374

We compare our approach with the following five 375

baseline methods. The baseline methods are cate- 376

gorized into two types: non-retrieval-based meth- 377

ods and retrieval-based methods. Non-retrieval- 378

based methods include Direct Answering (Direct) 379

and Chain-of-Thought Answering (CoT). Retrieval- 380

based methods include One-Retrieval (OneR), Self- 381

Ask, and IR-CoT. The descriptions of each method 382

are as follows: 383

• Direct Answering (Direct) (Brown, 2020) 384

LLM directly generates the final answer. 385
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Table 1: The overall results on MusiQue and 2WikiMQA, and the evaluation metric is F1.

Model Method
Musique 2WikiMQA

Overall 2hop 3hop 4hop Overall Bridge Inference Comparison Bridge-Comparison
GPT-3.5-turbo Direct 19.2 23.0 15.5 14.8 38.1 14.7 32.3 62.1 59.0

CoT 24.0 29.5 20.7 14.7 45.2 25.4 32.9 59.4 75.2
OneR 17.0 18.5 11.5 22.1 38.0 11.5 34.2 84.3 38.9
Self-ask 18.0 26.2 9.0 10.6 34.2 32.7 20.6 52.9 26.1
IRCoT 28.1 34.2 18.8 27.0 52.2 32.4 40.7 85.7 60.0
Ours 33.8 43.2 24.2 23.9 65.5 59.9 52.4 75.9 74.3

GPT-4o Direct 22.3 27.3 17.4 16.5 41.7 16.6 32.1 68.7 65.3
CoT 33.9 41.4 28.6 22.2 58.8 34.6 53.8 78.2 85.9
OneR 26.8 35.8 18.6 15.9 50.0 15.8 38.7 91.7 75.3
Self-ask 35.8 42.5 33.1 21.8 43.4 36.3 45.6 44.9 53.2
IRCoT 23.0 34.8 12.2 8.6 51.3 44.2 48.7 80.2 33.8
Ours 36.9 46.4 31.1 20.2 67.1 55.7 76.1 77.3 70.0

GPT-4o-mini Direct 14.4 16.9 11.0 13.5 27.2 12.5 19.8 48.8 35.9
CoT 22.6 17.2 28.6 14.8 36.6 15.6 30.7 58.2 63.4
OneR 17.3 23.8 12.2 7.8 33.4 12.5 21.0 74.3 35.8
Self-ask 33.2 41.5 27.9 19.4 31.5 19.8 27.3 47.7 38.2
IRCoT 17.4 22.0 13.0 12.0 21.9 27.5 15.0 32.3 0.5
Ours 37.6 48.7 31.2 17.7 70.5 58.0 63.2 84.4 83.7

• Chain-of-Thought Answering (CoT) (Wei386

et al., 2022) LLM generates reasoning steps387

before producing the final answer.388

• One-Retrieval (OneR) The original question389

is used as a query, and the retrieved Wikipedia390

unstructured data and Wikidata structured data391

are concatenated into the prompt to guide392

LLM’s CoT reasoning.393

• Self-Ask (Press et al., 2023) This method394

employs an iterative approach to decompose395

complex questions. It iteratively generates396

sub-questions based on the existing reason-397

ing, retrieves and answers sub-questions, and398

continues until the final answer is obtained.399

• IR-CoT (Trivedi et al., 2023) This method in-400

terweaves retrieval-enhanced reasoning with401

reasoning-enhanced retrieval until enough in-402

formation is retrieved to answer the question.403

5.3 Implementation Details404

For retrieval-based methods, to ensure a fair com-405

parison, we retrieve both unstructured Wikipedia406

paragraphs and structured Wikidata triples. For407

unstructured knowledge from Wikipedia, we use408

the same retrieval corpus as IRCoT (Trivedi et al.,409

2023). We use BM25(Jones et al., 2000) as the410

retriever and retrieve the top 5 paragraphs. For411

structured knowledge from Wikidata, we use Wiki-412

data5m (Wang et al., 2021) as the knowledge graph.413

We use all-MiniLM-L6-v2 (Reimers and Gurevych,414

2020) to encode the entities and relations within the415

Table 2: The ablation study on MusiQue, and the evalu-
ation metric is F1.

Method Overall 2hop 3hop 4hop
Wikipedia 30.6 39.0 24.3 18.0
+Wikidata 30.8 39.6 24.1 17.9

+Reflect (Ours) 33.8 43.2 24.2 23.9

knowledge graph. When retrieving triples related 416

to the question, we first identify the topic entity 417

in the question using SpaCy (Choi et al., 2015), 418

and identify the top 5 relations most relevant to the 419

current question based on text similarity. We use 420

three diffrent model as baseline models: GPT-3.5- 421

turbo,GPT-4o and GPT-4o-mini. To ensure stable 422

output, the temperature is set to 0. The evaluation 423

metric we use is the token level F1 score. 424

5.4 Experiment Results 425

The overall results are presented in Table 1. Com- 426

pared to other methods, our approach achieved 427

a maximum improvement of 5.7% over the GPT- 428

3.5-turbo on the Musique dataset, and a maximum 429

improvement of 33.9% over the GPT-4o-mini on 430

the 2WikiMQA dataset. We attribute the improve- 431

ment in experimental results to three factors: (1) 432

By introducing additional structured knowledge, 433

we mitigated the drawbacks of pure unstructured 434

knowledge, such as ambiguity and uncertainty, 435

thereby enhancing LLM’s reasoning capability. (2) 436

Our approach incorporated a reflect step; answer- 437

ing step, which reduced the influence of irrele- 438

vant noisy documents retrieved by the retriever on 439
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LLM. (3) Through Closebook answering phase,440

we addressed the issue of missing relevant back-441

ground knowledge during retrieval, effectively fa-442

cilitating the integration of internal and external443

knowledge and compensating for the lack of back-444

ground knowledge that was not retrieved externally.445

Furthermore, the results indicate that retrieval-446

based methods (e.g., OneR and Self-ask) do not447

consistently outperform non-retrieval approaches448

across both datasets. This limitation arises because449

retrieval-based methods often rely on retrieving the450

top k texts and triples related to the query, which451

may include irrelevant or misleading information.452

Such noise can misguide LLM, resulting in incor-453

rect answers. In contrast, IR-CoT demonstrates454

superior performance over non-retrieval methods,455

suggesting its enhanced ability to identify and mit-456

igate noise within retrieved documents. Our pro-457

posed method surpasses other methods, highlight-458

ing its effectiveness in avoiding the influence of er-459

roneous and misleading information and effectively460

leveraging the internal knowledge within LLMs.461

5.5 Ablation Study462

To analyze the contributions of incorporating struc-463

tured knowledge and the reflection mechanism,464

we conduct ablation experiments on the Musique465

dataset based on GPT-3.5-turbo. We design three466

different background knowledge configurations:467

• Wikipedia only uses unstructured Wikipedia468

knowledge as background knowledge.469

• Wikipedia+Wikidata uses both unstructured470

knowledge and structured knowledge as back-471

ground knowledge.472

• Wikipedia+Wikidata+Reflect (Ours) uses473

both unstructured knowledge and structured474

knowledge background knowledge, with the475

addition of reflection mechanism.476

The results of the ablation experiments are pre-477

sented in Table 2. Compared to the method that478

solely utilizes unstructured knowledge, incorporat-479

ing structured knowledge leads to an overall im-480

provement of 0.2%. This enhancement allows the481

LLM to better capture the relationships between482

entities, reduce ambiguity in the reasoning process,483

and improve the efficiency of information retrieval.484

Furthermore, by introducing the reflection-based485

answering step, the model reassesses and refines its486

initial responses, resulting in a reduction of reason-487

ing errors and information omissions. This iterative488

process of review and reinforcement contributes to 489

an overall improvement of 3%, thereby enhancing 490

the accuracy of the final answers. 491

5.6 Performance Evaluation of Multi-Source 492

Fusion Techniques 493

Table 3: Compare to other solve multi-source fusion
method on MusiQue, and the evaluation metric is F1.

Method Overall 2hop 3hop 4hop
Three source 27.9 37.5 21.3 12.5
Self-Consistency 32.2 43.7 21.2 18.8
REHKS-QA(Ours) 33.8 43.2 24.2 23.9

To explore the effectiveness of knowledge 494

source integration, we conduct experiments on the 495

Musique dataset using GPT-3.5-turbo. We com- 496

pare our approach with two baseline methods: (1) 497

Three-Source, based on ensemble learning (Burka 498

et al., 2022), where the LLM independently an- 499

swers using unstructured, structured, and paramet- 500

ric knowledge sources, and then selects the an- 501

swer with the majority vote. (2) Self-Consistency 502

(Wang et al., 2022), where the LLM generates three 503

answers using unstructured, structured, and para- 504

metric knowledge sources at a temperature of 0.5, 505

and then selects the answer with the majority vote. 506

The experimental results shown in Table 3. Com- 507

pared to other methods, REHKS-QA achieves the 508

best overall performance with a score of 33.8%. It 509

shows the effectiveness of REHKS-QA in integrat- 510

ing heterogeneous knowledge sources. 511

5.7 Case Study 512

We select two examples from the Musique dataset. 513

As shown in Figure 3 (a), for the sub-question 514

"When did Merseburg fall?", during the Openbook 515

answering process, the LLM provides an incorrect 516

answer "1815". Upon introducing the reflective 517

answering mechanism, LLM is able to identify the 518

correct answer "1738". As shown in Figure 3 (b), 519

for the sub-question "Who was the president of 520

Notre Dame in 2012?", the retriever failed to re- 521

trieve relevant background knowledge. Through 522

the reflection mechanism, our method answers "not 523

mentioned" and uses Closebook Answer to get the 524

correct answer "John I. Jenkins, C.S.C." This shows 525

that our method can not only correct errors, but also 526

effectively integrate external knowledge and inter- 527

nal knowledge to obtain the correct answer. 528
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Figure 3: Case Study.

Figure 4: Error Analysis.

6 Error Analysis529

We manually inspect 50 error samples from the530

Musique dataset. The results shown in Figure 4.531

The errors can be classified into six categories:532

1) Evidence Not Found (36%), refers to cases533

where relevant information was retrieved, but no534

supporting evidence was found during the answer-535

ing process. 2) Over Reflect (22%), where LLM536

over-reflects during intermediate steps, deviating537

from the correct answer, indicating the need for538

optimization of the reflection mechanism. 3) Un-539

der Reflect (8%), where no relevant information540

was retrieved, and the reflection process failed to541

correct the speculative answer generated. 4) Inter-542

nal Knowledge Omission (4%), where no relevant543

information was retrieved, and the reflection identi- 544

fied the retrieval failure, but the LLM erroneously 545

relied on its internal knowledge to generate an in- 546

correct answer. 5) Multiple Answer Descriptions 547

(26%), where the answer can have multiple valid 548

expressions, making it difficult for F1 evaluation 549

to detect correctness. 6) Question Decompose 550

Error (4%), where LLM generates incorrect sub- 551

questions when decomposing complex questions, 552

directly impacting answer accuracy. The analy- 553

sis shows that external knowledge and reflection 554

enhance performance, but challenges like halluci- 555

nation and over-reflection persist. 556

7 Conclusion 557

We propose a novel framework REHKS-QA, in- 558

troducing heterogeneous knowledge sources and 559

a reflection mechanism to improve LLMs in com- 560

plex question answering tasks. By combining struc- 561

tured data with the rich context of unstructured text, 562

our framework addresses the limitations of exist- 563

ing retrieval-based methods that rely heavily on 564

unstructured sources. The reflection mechanism 565

further enhances answer quality by iteratively refin- 566

ing LLM’s outputs, correcting errors, and ensuring 567

higher factual accuracy. Experimental results on 568

multi-hop question answering datasets show that 569

our method significantly reduces hallucination and 570

improves reliability. 571
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8 Limitations572

While our proposed framework shows significant573

improvements in question answering, it is also with574

limitations. One limitation is the reliance on effec-575

tive question decomposition. The success of our576

approach depends heavily on accurately breaking577

down complex multi-hop questions into manage-578

able sub-questions, which can sometimes be chal-579

lenging, especially when the decomposition is am-580

biguous or the relationships between sub-questions581

are unclear. In future work, we aim to explore582

more advanced and flexible methods for question583

decomposition, which could further enhance the584

framework’s performance.585

9 Ethics Statement586

All models and datasets utilized in this study are587

publicly available and distributed under permis-588

sible licenses. The training data has been fully589

desensitized.590
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A Algorithm of REHKS-QA 776

Algorithm 1: REHKS-QA
Input: A question Q, unstructed knowledge base Ku, a unstructed knowledge base Retriever

Retrieveru, structed knowledge base Ks, a structed knowledge base Retriever Retrievers
and LLM parameter M.

// Decompose Q to sub-question list qlist
1 qlist=M(Q)
// Reflection-enhanced multi-source reasoning

2 for qi → qlist do
// Retrieve unstructed knowledge base Ku

3 d = Retrieveru(qi,Ku)
// Retrieve structed knowledge base Ks

4 t = Retrievers(qi,Ks)
// Openbook Answer

5 aOpenbook = M(qi, d, t)
// Reflection

6 aReflect = M(qi, d, t, aOpenbook)
// Answer Selection

7 if aReflect is not mentioned then
// Closebook Answer

8 aClosebook = M(qi)

9 end
10 if aReflect is not mentioned then
11 Ai = aClosebook

12 end
13 else
14 Ai = aReflect

15 end
16 end
17 A = An

18 return A

B Prompts 777

We list the prompts used in this work in Figure 5, 6, 7, 8. 778
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Please help me break down a complex multi-hop question into multiple single-hop questions.If
the construction of a question depends on the answer to the previous question, you need to use
a placeholder "#question_idx" to represent the answer to the question.Follow the answer format below.

Q: When did the first large winter carnival take place in the city where CIMI-FM is licensed to
broadcast?
A: ["Which city is CIMI-FM licensed to broadcast?", "When did the first large winter carnival take
place in #1?"]
Q: What county is Hebron located in, in the same province the Heritage Places Protection Act applies
to?
A: ["Which did Heritage Places Protection Act apply to the jurisdiction of?", "Which country is
Hebron, #1 located in?"]
Q: What did the publisher of Banjo-Tooie rely primarily on for its support?
A: ["What is the publisher of Banjo-Tooie?", "What did #1 rely primarily for its support on first-party
games?"]
Q: In which county was the birthplace of the Smoke in tha City performer?
A: ["Who is the performer of Smoke in tha City?", "What’s the birthplace of #1?","Which country is
#2 located in?"]
Q: What region of the state where Guy Shepherdson was born, contains SMA Negeri 68?
A: ["Where was Guy Shepherdson born?", "What region of the state is SMA Negeri 68 #1 located
in?"].
Q: When did Britain withdraw from the country containing Hoora? A: ["Which country is Hoora
in?", "When did Britain withdraw from #1?"]
Q: How long is the US border with the country that borders the state where Finding Dory takes place?
A: ["Where is finding dory supposed to take place?", "Which country shares a border with #1?",
"How long is the us border with #2?"]
Q: When did the first large winter carnival happen in Olivier Robitaille’s place of birth?
A: ["Where was Olivier Robitaille born?", "When did the first large winter carnival take place in #1?"]
Q: When did Britain withdraw from the country where the village of Wadyan is found?
A: ["Which country is Wadyan in?", "When did Britain withdraw from #1?"]
Q: How many countries in Pacific National Universityś continent are recognized by the organization
that mediated the truce ending the Iran-Iraq war?
A: ["Which country is Pacific National University located in?", "What continent is #1 in?", "Who
mediated the truce which ended the Iran-Iraq War?", "The #3 recognises how many regions in #2?"]
Q: When was Eritrea annexed by the Horn of Africa country where, along with Somalia and the
country where Bissidiro is located, Somali people live?
A: ["Which country is Bissidiro located in?", "Along with Kenya, #1 and Somalia, in what Horn of
Africa country do Somali people live?"]
Q: Where is the lowest place in the country which, along with Eisenhower’s VP’s country, recognized
Gaddafi’s government early on?
A: ["Who served as Eisenhower’s vice president?", "#1 was a president of what country?", "Where is
the lowest place in the #2"]
Q: When did the capital of Virginia moved from John Nicholas’s birth city to Charles Oakley’s alma
mater’s city?
A: ["Which university was Charles Oakley educated at?", "Which city was #1 located in?", "Where
was John Nicholas born?", "When did the capital of virginia moved from #3 to #2?"]
...

Figure 5: prompt for Question Decompose.
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Given a question,the relevant Wikipedia text and the relevant Wikidata triples, give the helpful para-
grphs in Wikipedia and helpful triples in Wikidata to answer the question,and tell the rationalization.
Wikipedia:
#1 Wikipedia Title: So Long, See You Tomorrow (album)
Text: So Long, See You Tomorrow is the fourth album by the London indie rock band Bombay
Bicycle Club, released on 3 February 2014. The album is named after the novel of the same name by
William Maxwell.
#2 Wikipedia Title: Hallelujah I Love Her So
Text: “Hallelujah I Love Her So ”Single by Ray Charles from the album Ray Charles (or, Hallelujah I
Love Her So) B - side“ What Would I Do Without You” Released 1956 Format 7 ”45rpm Recorded
1956 Genre soul rhythm and blues Length 2: 35 Label Atlantic Songwriter (s) Ray Charles Producer
(s) Jerry Wexler Ray Charles singles chronology “A Fool for You” (1955)“ Hallelujah I Love Her So
”(1956) “Mary Ann” (1956)“ A Fool for You ”(1955) “Hallelujah I Love Her So” (1956)“ Mary Ann
”(1956)
#3 Wikipedia Title: The First Time Ever I Saw Your Face
Text: “The First Time Ever I Saw Your Face ”Single by Roberta Flack from the album First Take
Released March 7, 1972 (1972 - 03 - 07) Recorded 1969 Genre Soul vocal jazz Length 5: 22 4: 15
(1972 radio edit) Label Atlantic 2864 Songwriter (s) Ewan MacColl Producer (s) Joel Dorn Roberta
Flack singles chronology“ Will You Still Love Me Tomorrow” (1972) “The First Time Ever I Saw
Your Face ”(1972)“ Where Is the Love” (1972) “Will You Still Love Me Tomorrow ”(1972)“ The
First Time Ever I Saw Your Face” (1972) “Where Is the Love ”(1972)
#4 Wikipedia Title: See You on the Other Side (Mercury Rev album)
Text: See You on the Other Side is the third studio album by American neo-psychedelia band Mercury
Rev, released in 1995 by record label Beggars Banquet.
#5 Wikipedia Title: The Dance (song)
Text: “The Dance ”Single by Garth Brooks from the album Garth Brooks B - side“ If Tomorrow
Never Comes” Released April 30, 1990 Format CD single, 7 ”45 RPM Recorded 1988 – 1989 Genre
Country Length 3: 40 Label Capitol Nashville 44629 Songwriter (s) Tony Arata Producer (s) Allen
Reynolds Garth Brooks singles chronology “Not Counting You” (1990)“ The Dance ”(1990) “Friends
in Low Places” (1990)“ Not Counting You ”(1990) “The Dance” (1990)“ Friends in Low Places
”(1990)
Wikidata:
#1 So Long, See You Tomorrow;performer;[Bombay Bicycle Club]
#2 So Long, See You Tomorrow;instance of;[audio album]
#3 So Long, See You Tomorrow;follows;[A Different Kind of Fix]
Q: Who is the performer of So Long, See You Tomorrow?
A:{
"Wikipedia":{
"relevant_paragrph":["#1"],
"rationalization":"The record label of Bombay Bicycle Club is Island Records",
"answer":"Bombay Bicycle Club"
},
"Wikidata":{
"relevant_triples":["#1"],
"rationalization":"The performer of So Long, See You Tomorrow is Bombay Bicycle Club",
"answer":"Bombay Bicycle Club"
},
"answer":"Bombay Bicycle Club"
}
...

Figure 6: prompt for Openbook Answer.
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Given several Wikipedia paragraphs, Wikidata triples, a question, and a preliminary answer, find
evidence from the paragraphs and triples to support the preliminary answer. If the preliminary answer
is incorrect, correct it. If no evidence mentioned in Wikipedia and Wikidata to answer the question,
answer "not mentioned".
Wikipedia:
#1 Wikipedia Title: So Long, See You Tomorrow (album)
Text: So Long, See You Tomorrow is the fourth album by the London indie rock band Bombay
Bicycle Club, released on 3 February 2014. The album is named after the novel of the same name by
William Maxwell.
#2 Wikipedia Title: Hallelujah I Love Her So
Text: “Hallelujah I Love Her So ”Single by Ray Charles from the album Ray Charles (or, Hallelujah I
Love Her So) B - side“ What Would I Do Without You” Released 1956 Format 7 ”45rpm Recorded
1956 Genre soul rhythm and blues Length 2: 35 Label Atlantic Songwriter (s) Ray Charles Producer
(s) Jerry Wexler Ray Charles singles chronology “A Fool for You” (1955)“ Hallelujah I Love Her So
”(1956) “Mary Ann” (1956)“ A Fool for You ”(1955) “Hallelujah I Love Her So” (1956)“ Mary Ann
”(1956)
#3 Wikipedia Title: The First Time Ever I Saw Your Face
Text: “The First Time Ever I Saw Your Face ”Single by Roberta Flack from the album First Take
Released March 7, 1972 (1972 - 03 - 07) Recorded 1969 Genre Soul vocal jazz Length 5: 22 4: 15
(1972 radio edit) Label Atlantic 2864 Songwriter (s) Ewan MacColl Producer (s) Joel Dorn Roberta
Flack singles chronology“ Will You Still Love Me Tomorrow” (1972) “The First Time Ever I Saw
Your Face ”(1972)“ Where Is the Love” (1972) “Will You Still Love Me Tomorrow ”(1972)“ The
First Time Ever I Saw Your Face” (1972) “Where Is the Love ”(1972)
#4 Wikipedia Title: See You on the Other Side (Mercury Rev album)
Text: See You on the Other Side is the third studio album by American neo-psychedelia band Mercury
Rev, released in 1995 by record label Beggars Banquet.
#5 Wikipedia Title: The Dance (song)
Text: “The Dance ”Single by Garth Brooks from the album Garth Brooks B - side“ If Tomorrow
Never Comes” Released April 30, 1990 Format CD single, 7 ”45 RPM Recorded 1988 – 1989 Genre
Country Length 3: 40 Label Capitol Nashville 44629 Songwriter (s) Tony Arata Producer (s) Allen
Reynolds Garth Brooks singles chronology “Not Counting You” (1990)“ The Dance ”(1990) “Friends
in Low Places” (1990)“ Not Counting You ”(1990) “The Dance” (1990)“ Friends in Low Places
”(1990)
Wikidata:
#1 So Long, See You Tomorrow;performer;[Bombay Bicycle Club]
#2 So Long, See You Tomorrow;instance of;[audio album]
#3 So Long, See You Tomorrow;follows;[A Different Kind of Fix]
Q: Who is the performer of So Long, See You Tomorrow?
Preliminary answer:"Bombay Bicycle Club"
A:{
"analysis":"According to Wikipedia #1, the performer of So Long, See You Tomorrow is Bombay
Bicycle Club indeed.According to Wikidata #1,the performer of So Long, See You Tomorrow is
Bombay Bicycle Club indeed.",
"answer":"Bombay Bicycle Club"
}
...

Figure 7: prompt for Reflection.

14



Please answer the question by thinking step-by-step.
Q: When did the first large winter carnival take place in the city where CIMI-FM is licensed to
broadcast?
A:{
"analysis":"CIMI-FM is licensed to broadcast in Quebec City. The first large winter carnival in
Quebec City took place in 1894",
"answer":"1894"
}
Q: When was Neville A. Stanton’s employer founded?
A:{
"analysis":"The employer of Neville A. Stanton is University of Southampton. The University of
Southampton was founded in 1862",
"answer":"1862"
}
Q: What religion did the black community found?
A:{
"analysis":"The black community found African Methodist Episcopal Church.",
"answer":"African Methodist Episcopal Church"
}
Q: What county is Hebron located in, in the same province the Heritage Places Protection Act applies
to?
A:{
"analysis":"Heritage Places Protection Act applies to the jurisdiction of Prince Edward Island.
Hebron, Prince Edward Island is located in the Prince County.",
"answer":"Prince County"
}
Q: What weekly publication in the Connecticut city with the most Zagat rated restaurants is issued by
university of America-Lite: How Imperial Academia Dismantled Our Culture’s author?
A:{
"analysis":"The author of America-Lite: How Imperial Academia Dismantled Our Culture is David
Gelernter. David Gelernter was educated at the Yale University. The city in Connecticut that has the
highest number of Zagat-rated restaurants is New Haven. The weekly publication in New Haven that
is issued by Yale University is Yale Herald.",
"answer":"Yale Herald"
}
Q: What is the headquarters for the organization who sets the standards for ISO 21500?
A: {
"analysis":"The standards for ISO 21500 were set by International Organization for Standardization.
The International Organization for Standardization has headquarters in Geneva.",
"answer":"Geneva"
}

Figure 8: prompt for Closebook Answer.
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