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ABSTRACT: Predicting the activities of new compounds against biophysical
or phenotypic assays based on the known activities of one or a few existing
compounds is a common goal in early stage drug discovery. This problem can
be cast as a “few-shot learning” challenge, and prior studies have developed
few-shot learning methods to classify compounds as active versus inactive.
However, the ability to go beyond classification and rank compounds by
expected affinity is more valuable. We describe Few-Shot Compound Activity
Prediction (FS-CAP), a novel neural architecture trained on a large bioactivity
data set to predict compound activities against an assay outside the training set,
based on only the activities of a few known compounds against the same assay.
Our model aggregates encodings generated from the known compounds and their activities to capture assay information and uses a
separate encoder for the new compound whose activity is to be predicted. The new method provides encouraging results relative to
traditional chemical-similarity-based techniques as well as other state-of-the-art few-shot learning methods in tests on a variety of
ligand-based drug discovery settings and data sets. The code for FS-CAP is available at https://github.com/Rose-STL-Lab/FS-
CAP.

■ INTRODUCTION
Early stage drug discovery often involves discovering a few “hit”
compounds with weak activity against a disease-related target
and using these compounds and their known activities to help
discover new actives.1−6 A traditional approach at this stage is to
use chemical similarity, such as the Tanimoto similarity between
structural compound fingerprints7,8 or more complex com-
pound descriptors,9−12 to identify new compounds similar to
known actives. These similar compounds tend to have similar
activities to the initial hit, but what is desired, ideally, are instead
novel compounds with higher activities. While progress has been
made on the use of machine learning to predict compound
activities using the identity of a designated protein target (e.g.,
Öztürk et al.,13 Somnath et al.,14 Ragoza et al.,15 Stepniewska-
Dziubinska et al.,16 Jones et al.17), many assays are phenotypic
and lack a defined target. In addition, even when the target is
known, learning from known ligands can act as a starting point in
the discovery process.3,4

Here, we frame the search for new, potent compounds, given
knowledge of a few active compounds, as a few-shot learning18

challenge. Few-shot learning is a machine learning framework
that enables a pretrained model to generalize to a new domain,
given a small amount of additional data from the new domain. In
the present context, we start with a model trained on a large set
of known compound activities and seek to generalize it to a new
target given the measured activities of a few compounds against
the new target.
While few-shot learning techniques have been developed to

use known binary activities of a few compounds (the “context”
compounds) to predict the binary activities of new compounds

(the “query” compounds),19−26 experimental activity readouts
are often continuous,27 so formulating the problem with binary
compound activities requires ad hoc activity thresholding and
discards potentially useful information. Here, we have developed
a few-shot method that instead uses continuous compound
activities as input and provides quantitative activity predictions
as output. Such quantitative predictions are more useful than
mere classification (active/inactive)28−31 but are also consid-
ered more difficult to generate.31 Indeed, we are aware of only
one prior few-shot learning method that yields continuous, as
opposed to binary, predictions in this domain.30 This prior work
used an AttentiveNeural Process (ANP, Kim et al.32)�a variant
of neural processes�and provided encouraging initial results in
a limited set of test cases.
Here, we describe and evaluate a novel neural-network-based

tool, Few-Shot Compound Activity Prediction (FS-CAP), to
predict the activity of a new query compound against a given
target based on the known activities of a few existing context
compounds against the same target. Our method employs new
techniques that improve performance on the compound
regression problem, including a new molecular featurization
and a new neural encoder design.
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In brief, FS-CAP employs a deterministic neural encoder to
represent the context compounds and their activities in a given
target via a new multiplication-based featurization, while a
separate encoder is used to capture the target-independent
characteristics of the query compound. The two resulting
encodings are concatenated and fed into a predictor network,
which predicts the activity of the query compound against the
target of interest. The model is pretrained to minimize mean
squared error (MSE) across BindingDB,33 a large experimental
data set of compound activities. Once trained, the model is
tested for its ability to predict compound activities in targets not
present in the training data. The model outperforms state-of-
the-art few-shot learning baselines in predictive capability and
diversity of retrieved compounds across multiple data sets and
identifies more diverse and potent actives than a traditional
Tanimoto-based similarity approach. We provide the code and
model at https://github.com/Rose-STL-Lab/FS-CAP.

■ METHODS
Here we describe the FS-CAP method, the data set, and seven
baseline methods.

Problem Statement. We seek to predict the activity of a
query compound against a target, such as a binding or
phenotypic target, given only a small set of context compounds
and their activities against the same target. The neural network
constructed to perform this task will have been trained and
tested on many artificially constructed cases of the same type
(i.e., a query compound and a few context compounds with
known activities) for a variety of different targets drawn from
publicly available data.
Consider a data set with experimentally measured activity data

for K different training targets. For each target k ∈ [1, ..., K], we
have a set of Nk molecules {m}k with their respective real-valued
assay results {π}k. Thus, the data set for target k comprises theNk
molecules and their respective activities Dk = {(m, π)}k.
Supposing a hitherto untested query molecule mq has an
experimental activity πkq against target k, we aim to train a model
f that learns to predict kq, given the context Ck ⊂ Dk of n ≤ 8
known molecules and their activities against that target; i.e.,

=f m C( , )q k kq kq.
We train the model against many training examples, each

consisting of one query molecule mq ∈ Dk and a context Ck
generated by randomly sampling, without replacement, n other
molecule−activity pairs in Dk. Thus, f is trained to predict the
available experimental results πq across a large number of these
training cases. To test the model, we construct analogous test
cases, each comprising a query molecule and context molecules
with known assay data, with the critical constraint that the

targets in the test cases are omitted from the training cases. In
this way, wemeasure the ability of themodel to generalize from a
large number of training targets to a hitherto unseen target.

Model Architecture.The architecture ofFS-CAP is shown
in Figure 1. The query molecule is represented by its Morgan
fingerprint, which is a binary vector. We chose Morgan
fingerprints for their speed of computation, simplicity, and
previously reported strong performance on a diverse set of
prediction tasks.34,35 We tried a range of fingerprint parameters
but found that the exact choice of parameters made little
difference (see “Implementation details” in the Supporting
Information for more details). We also experimented with the
pretrained, deep-learning-based Continuous and Data-Driven
Descriptors (CDDD; Winter et al.36) as the molecular
representation for FS-CAP but found that the performance
matched FS-CAP with Morgan fingerprints. Therefore, we
chose to use simpler Morgan fingerprints. Each context
molecule is represented by a real-valued vector of the same
length as the Morgan fingerprint and given by the product of the
Morgan fingerprint and the compound’s experimental activity
value π, so that each nonzero element of the fingerprint vector
equals π instead of 1. We train one encoder fq for the query
molecule and another encoder fc for the context molecules and
their associated activities

= =f m x f m r( ) , ( , )q q q c i i i (1)

where (mi, πi) ∈ C, with xq and ri being the encoded
representation of the query and i-th context example,
respectively. Thus, fq encodes the query molecule into a
representation xq that is useful for predicting its activity, while
fc captures key information from the context data about what
determines a compound’s activity in target k. We use averaging
to aggregate the individual context encodings ri into a single real-
valued vector xc that represents the context set as a whole:

=
=

x
n

r1
c

i

n

i
1 (2)

This maintains permutation invariance, as the order of the
context molecules should not affect their encoding.
The predictor network g combines the query and context

encodings to generate an activity prediction for the query
molecule

=g x x( )c q kq (3)

where ⊕ denotes vector concatenation and kq is the model’s
prediction of the true experimental activity in target k, πkq.

Figure 1.Overview of the FS-CAP architecture. The context encoder (left) receives the Morgan fingerprint of each context compound multiplied by
its associated activity value. A final context encoding is produced by aggregating the individual encodings of each context compound. The query
encoder (right), which has different weights, receives the Morgan fingerprint of the query compound. A predictor network receives the concatenated
outputs of each encoder and produces a final scalar activity prediction of the query compound.
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Training. We use BindingDB, a large experimental data set,
for training (Table 1), setting aside some of these targets for

testing. FS-CAP is trained in an end-to-end fashion (meaning
all components of the model are trained simultaneously), with
the loss for each epoch defined in terms of the mean square error
(MSE):

=
= =

i

k
jjjjjjj

y

{
zzzzzzzK N

1 1
( )

k

K

k q

N

kq kq
1 1

2
k

(4)

Training and Testing Data Sets. We use three distinct
compound activity data sets (Table 1) to evaluate and compare
FS-CAP and baseline methods:

BindingDB (Used for Training and Testing). BindingDB33

is a large experimental binding affinity database comprising
thousands of protein targets, each associated with a known
amino acid sequence. We initially treated each unique amino
acid sequence in BindingDB as a separate training target but
found that many of the sequences were very similar, meaning
many of the held-out test targets were overly similar to the
training targets. This made it relatively easy to predict test-set
binders, even when no context compounds were provided. To
address this, we clustered all sequences such that any two
sequences in separate clusters had at most 0.2% sequence
identity and then only kept the cluster midpoints. We did not
combine all targets from each cluster into one because the
protein targets within each cluster were different enough to
make prediction difficult.

PubChemHTS (Used for Testing Only). In a real-world,
early stage drug discovery project, it is common to use
information about the activity of a few initial hit compounds
to guide the search for new actives in an existing chemical library.
We modeled this scenario with a new data set we term
PubChemHTS. To assemble this, we collected PubChem
BioAssays,37 which is a publicly available data set of assays
deposited by experimenters. It contains binary active/inactive
classifications of ligands (marked as “Screening” data), for which
we could also find at least a few quantitative activity data to use
as context compounds. A PubChem Screening assay typically
scans a rather generic chemical library for actives by testing each
compound at a given concentration such as 10 μM.

Cancer Cell Line Encyclopedia (Used for Testing Only).
The Cancer Cell Line Encyclopedia38 contains cytotoxicity data
for 24 drugs against 479 patient-derived cancer cell lines. We
used the data set reported in Table S11 of Barretina et al.38 and

extracted IC50 measurements for each drug measured against
each cell line.
Further data set and preprocessing details are provided in the

Supporting Information under “Data set details”. For all data
sets, activity data are expressed as pActivity = − log10(C), where
C is the characteristic concentration (e.g., IC50), in M, reported
against the target.

Baseline Methods. We compare FS-CAP with baseline
methods, including standard Tanimoto fingerprint similarity
and state-of-the-art approaches in few-shot learning. We applied
both optimization-based (MAML, Finn et al.39) and model-
based (MetaNet, Munkhdalai and Yu;40 ANP, Kim et al.32)
methods to the regression of compound activities. Details on the
training and implementation of FS-CAP and baselines are
reported in the Supporting Information under “Implementation
details”.

• Tanimoto similarity. Traditional molecular-structure-
based similarity measure based on binary Morgan
fingerprints.7,8 When given multiple context compounds,
we use the highest similarity score between each of the
contexts and the query. We tried a range of fingerprint
parameters and chose the best-performing combination.

• MolBERT + attentive neural process (ANP).Combines
MolBERT, which is a start-of-the-art sequence-based
molecular featurizer for property prediction tasks,41 with
an attentive neural process model32 for the few-shot
prediction of activity values.

• • Non-Gaussian Gaussian process (NGGP).42 Expands
on basic Gaussian process techniques for few-shot
learning by modeling the posterior distribution with an
ODE-based normalizing flow.

• MetaNet.40 Uses two separate learners, the base learner
and themeta-learner which utilizes a memorymechanism,
to quickly adapt to new tasks in the few-shot setting via
fast parametrization.

• Meta-MGNN.25 Uses a graph neural network in
combination with a self-supervised module to aid in task
adaptation by predicting bond and atom types in the
context set.

• Model-agnostic meta-learning (MAML).39 Learns a
model that can quickly adapt to a new task by training on a
small set of context examples. We use a simple multilayer
perceptron that takes aMorgan fingerprint as input for the
base model.

• MetaDTA.30 Applies attentive neural processes to the
few-shot regression of continuous activity values. We use
the MetaDTA(I) variant because its performance is
superior to that of the other reported variants.

■ RESULTS
Few-Shot Learning on the BindingDB Test Set. We

trained all few-shot learning methods on the 1,754 training
targets in BindingDB and then evaluated them on the 41 held-
out test targets. For each method, a separate model was trained
for each different number of context compounds (1, 2, 4, 8). For
this evaluation, we seek to emulate a hit and lead optimization
challenge, where one wishes to use knowledge of a few
compounds with modest experimentally determined activities
in a binding or phenotypic assay to predict the activities of
additional candidate compounds. Compounds with high activity
are often not known at the hit stage, so we only sampled context
compounds (in both training and testing) with pActivity < 6

Table 1. Summary of Data Setsa

Data set
Training
targets

Test
targets

Unique
compounds Date accessed

BindingDB33 1,754 41 609,791 12/1/2022
PubChem High-
Throughput Screening
(PubChemHTS)37

0 100 34,716 12/23/2022

Cancer Cell Line
Encyclopedia
(CCLE)38

0 275 24 8/6/2022

aWe report the number of targets in each data set, the number of
these targets excluded from training and used for testing, and the
number of unique compounds present across both training and test
set targets in each data set. We also report the source and access date
of the data set, if applicable.
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(i.e., effective concentrations >1 μM), which is typical of hit
compounds.43 Here, every compound in the test-set targets was
treated as a query compound, and for each query compound we
randomly sampled a different set of 1−8 context compounds
from the subset of compounds with pActivity < 6 against the
same target.
Table 2 reports the mean correlation of the predicted and

ground truth activity values across all test-set targets for each

method. We find that FS-CAP consistently outperforms
Tanimoto similarity, a de facto standard in medicinal chemistry,
as well as the baseline few-shot learningmethods across all tested
numbers of context compounds. This suggests that FS-CAP
may be useful for hit and lead discovery as it is the most
successful in predicting the activities of unknown compounds
using only weakly active context compounds.
We also evaluated the ability of Tanimoto similarity and the

leading few-shot learning methods to correctly identify active
compounds that are chemically dissimilar to the one context
compound. To do this, we identified the query compounds with
the highest predicted activities for each method and computed
the average Tanimoto similarities between the context
compound and the query compound for the top κ compounds
per target with the most favorable predictions from each
method. As shown in Table 3, Tanimoto similarity and FS-
CAP retrieve compounds with comparable pActivities, while the
competing few-shot learning methods retrieve slightly less active
compounds. However, the actives retrieved by FS-CAP are
much less similar to the context compounds than those retrieved
by Tanimoto and the other one-shot learning methods. This

suggests that our approach, relative to the baselines, is able to
retrieve highly novel compounds that still show strong activity.
See the “Activity cliff performance” section in the Supporting

Information for additional results measuring the performance of
FS-CAP and baselines around activity cliffs in the BindingDB
test set. In brief, we found that FS-CAP, compared to baselines,
achieved the lowest RMSE among a subset of test compounds
deemed to be cliff compounds.

Results on the PubChem High-Throughput Screening
Data Set. We evaluated the ability of FS-CAP and baseline
methods to recover active compounds in the PubChemHTS
collection, based on available quantitative activity data for
compounds in these assays (Table 4).We use themodels trained

on BindingDB for this challenge (without any context activity
limits as in the previous section) without any further training on
PubChemHTS. However, the few-shot learning models predict
a continuous activity value for each query compound, while the
PubChemHTS data are binary (active vs inactive at a given
concentration of compound in the assay). Therefore, instead of
reporting Pearson correlation coefficients as done for the
BindingDB data set, we use the quantitative predictions to rank-
order the compounds in each PubChemHTS assay and evaluate
the quality of the predictions using two other metrics. One is the
area under the receiver-operating characteristic curve (ROC-
AUC), a standard metric in the HTS literature.44 The other is
the “enrichment” of true actives in the compounds top ranked by
the few-shot methods, another standard metric in the HTS
literature.45 Given a proportion of actives ptop among the top
retrieved compounds and a proportion of actives pbase among all

Table 2. Pearson’s Correlation for Few-Shot Learning
Methods and Tanimoto Similarity on the BindingDB Test
Seta

# context compounds 1 2 4 8

Tanimoto similarity −0.06 0.11 0.17 0.23
MolBERT + ANP 0.10 0.11 0.11 0.14
NGGP 0.05 0.11 0.15 0.20
MetaNet −0.02 −0.01 0.04 0.06
Meta-MGNN 0.20 0.20 0.21 0.23
MAML 0.22 0.22 0.23 0.24
MetaDTA 0.24 0.24 0.25 0.25
FS-CAP 0.27 0.28 0.29 0.32

aResults are reported as the mean across all BindingDB targets of the
Pearson’s r between predicted and ground-truth pActivity. We ran
three replicate training runs with different random number seeds for
the three best performing methods (MAML, MetaDTA, FS-CAP)
and obtained standard deviations of at most 0.01.

Table 3. Activities and Chemical Similarities to Context Compounds of Top κ = 1, 5, or 20 Retrieved Compoundsa

pActivity Similarity

1 5 20 1 5 20

Tanimoto 5.95 ± 0.11 5.91 ± 0.08 5.79 ± 0.01 0.95 ± 0.02 0.77 ± 0.01 0.55 ± 0.01
Meta-MGNN 5.73 ± 0.12 5.82 ± 0.10 5.64 ± 0.05 0.33 ± 0.03 0.25 ± 0.03 0.27 ± 0.01
MAML 5.89 ± 0.04 5.85 ± 0.06 5.80 ± 0.03 0.55 ± 0.01 0.58 ± 0.01 0.60 ± 0.00
MetaDTA 5.88 ± 0.05 5.87 ± 0.03 5.75 ± 0.02 0.38 ± 0.02 0.39 ± 0.01 0.41 ± 0.00
FS-CAP 5.93 ± 0.12 5.92 ± 0.17 5.83 ± 0.07 0.21 ± 0.01 0.21 ± 0.00 0.22 ± 0.02

aMean pActivity (−log10 of M) and Tanimoto similarity between the one context compound and the query compound for the top κ scored
compounds, averaged across all targets in the testing set. Results are presented for traditional Tanimoto similarity, FS-CAP and the two baseline
methods that gave the best results in Table 2.

Table 4. Average ROC-AUC and Enrichment Statistics across
All High-Throughput Screening Assays in PubChemHTSa

ROC-AUC 0.5% 1% 2%

Tanimoto similarity 0.51 2.0 1.6 1.3
MolBERT + ANP 0.53 1.9 1.9 1.6
NGGP 0.49 1.6 1.5 1.5
MetaNet 0.50 1.1 1.0 1.2
Meta-MGNN 0.53 1.5 1.5 1.4
MAML 0.54 1.3 1.2 1.3
MetaDTA 0.52 1.9 1.5 1.4
FS-CAP 0.56 2.3 2.1 2.0

aEnrichment is shown as a ratio, where 1 means no enrichment over
the base rate. Eight context compounds were used for the few-shot
learning methods. We ran three replicate training runs with different
random number seeds for the three best performing methods
(MAML, MetaDTA, FS-CAP) and obtained standard deviations in
ROC-AUC of at most 0.01.
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compounds, the enrichment is defined as the ratio
p p

p
top base

base

. We

looked at enrichment in the top 0.5, 1.0, and 2.0% of
compounds. We applied Tanimoto similarity to this problem
by taking the maximum similarity of the query compound to any
of the context compounds as the activity prediction. In other
words, screening compounds most similar to any of the context
compounds were predicted as active, and the least similar
compounds were predicted as inactive.
As detailed in Table 4, FS-CAP outperforms baselines in

both ROC-AUC and all three enrichment measurements. This
suggests that FS-CAP is more capable of predicting compound
activities in screening libraries than baseline methods and thus
may be used to good effect in screening chemical libraries for
compounds with an elevated likelihood of being active against an
assay for which one has a few known actives.
In an early stage project, it is often the case that the known

actives available as context compounds have only weak activities.
Thus, we further analyzed the models by measuring how well
they maintain their performance as context compounds with
lower and lower activity are allowed. Figure 2 shows the
performance, as measured by ROC-AUC, of FS-CAP and the
most competitive baselines for different context activities. ROC-
AUC was measured across all query compounds for which the
context activity was randomly selected to be within the range on
the x-axis. As shown, all methods have ROC-AUC > 0.5 when
the single context compound is highly active (<1 nM), but
performance degrades for all methods as the context activity
decreases. FS-CAP is the only method that retains ROC-AUC
> 0.5 across all measured context activities, suggesting it may be
the most capable at predicting activity regardless of the activity
of the context compound. While the other few-shot methods
have variable success across different context activities,
Tanimoto similarity in particular becomes mostly random as
the context activity decreases, confirming that measuring
similarity to a weakly active compound is of limited utility. It
is not clear why the other three methods show improvement in
performance when going from context activities of <102 nM to

the less stringent <104 nM, but these results are robust, as
evident from the modest standard errors across multiple runs
shown in Figure 2.

Generalization to Cancer Cell Line Encylopedia. We
explored how well the models trained on BindingDB generalize
to an entirely different challenge, predicting the cytotoxity of
query compounds against patient-derived cancer cell lines, given
the cytotoxicity data of a few context compounds. This study
uses the Cancer Cell Line Encyclopedia (CCLE, Barretina et
al.38) data set. Context compounds were randomly sampled
from all compounds with activity data against a given cell line
and used to predict the activities of query compounds not in the
context set against the same cell line. We measured the mean
correlation between predicted and experimental IC50 data
across compounds instead of across targets as in the previous
sections. This means, for each drug compound in the CCLE, we
measured the correlation between real and predicted IC50 for
each cell line with measured data against that compound and
then averaged these correlations across all compounds. This is to
avoid the correlation being influenced by the base differences in
compound activities and instead to measure the ability of each
method to make variable and accurate predictions depending on
the cell line.
As shown in Table 5, FS-CAP is better than the baseline

methods at predicting cytotoxicity in this setting. Although the
number of compounds tested in the CCLE is relatively small, the
success of FS-CAP trained only on BindingDB in predicting
activity values in this data set suggests that it may learn
fundamental relationships between compounds and activities
that generalize across data sets. To rule out the possibility that
the observed performance is due to simple baseline differences
in the sensitivity of each cell line, we measured the performance
of a method that simply predicted the mean of the context
activities. This approach achieved a correlation of r = 0.13 with 8
context compounds, showing that the observed performance of
FS-CAP and the other few-shot learning methods is due to
factors beyond the baseline sensitivity of each cell line.

Figure 2.FS-CAP excels at recovering true actives given context compounds across a range of activities. ROC-AUCmeasured on theHTS data set (y-
axis) for different context compound activity values (x-axis). The values on the x-axis represent an upper bound; e.g., 101 nM represents activities ≥100
and <101 nM. Each point represents the mean over 10 separate runs and the shaded region the standard error.
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Ablations of Model Components. We report perform-
ance metrics of model ablations to the FS-CAP architecture in
Table 6. For each ablation, we trained a separate model and then

measured the mean correlation of the predicted and ground
truth activity values across all test-set targets in BindingDB. This
experiment is similar to that on the BindingDB test set reported
at the beginning of the Results. Eight context compounds were
used for all of the tests.
We test the significance of using a separate query encoder

network (“Base model”) or feeding the query features directly to
the predictor network (“No query encoding”). The greater
performance of the variation with the query encoder suggests
that encoding the query independent of target information is
beneficial for prediction. “Concatenated context” means that we
feed the context encoder a binary compound fingerprint
concatenated with its associated activity value instead of
multiplying the two. This is similar to a neural process model.
This variation shows inferior performance, suggesting that
combining the context compound fingerprint and activity value
scalar via multiplication is a useful featurization for the activity
prediction task. “No context” denotes that no context was fed to
the model at all, and it made activity predictions solely on the
basis of the query compound.

■ DISCUSSION AND CONCLUSIONS
The proposed few-shot learning model FS-CAP surpasses both
a standard chemical similarity metric and prior few-shot learning
baselines in multiple tasks of interest in early stage drug
discovery. These tasks include prediction of compound activities
based on a set of weak-binding context compounds, prediction
of screening library compounds as active or inactive, and
prediction of antitumor activity in cell-based assays, all
performed with models trained on a large activity data set.

Together, these results suggest that FS-CAP may be broadly
useful for target-free, or ligand-based, drug discovery, which
remains a common paradigm in the setting of phenotypic
screening and in early stage projects.3,4

FS-CAP shows promise as a tool to leverage the limited
compound activity data that are typically available in the earliest
stages of drug discovery, focusing attention on candidate
compounds that are much more likely than randomly chosen
compounds to be active against a target of interest. It thus offers
a novel approach to speed drug discovery and reduce its costs.
Exploring the use of FS-CAP for other compound properties
might open further applications. For example, it may find
applications in predicting pharmacokinetic parameters of
candidate compounds, such as bioavailability and half-life,
metabolic susceptibility, and toxicity.
Limitations of the present implementation of FS-CAP

include its use of the simple Morgan fingerprint representation
and a context aggregation technique with limited expressiveness.
Additionally, the inherent limitations of training on exper-
imental assay data, such as the limited tested dose range31 or
systematic biases in which compounds are tested against which
targets, may limit the applicability of few-shot methods like FS-
CAP trained on these data sets to real-world drug discovery
projects. Another limitation of the data set we use for training is
that binding data against one target may in fact encompass
multiple distinct pockets. While more careful data set curation
could alleviate this issue and is an area for future improvement,
we do not think it presents a very large concern as
experimentalists are usually careful to only include the relevant
pocket in their binding assay. Additionally, this issue would only
degrade performance and not make the results appear stronger
than they actually are, because predicting activities against a
target withmultiple pockets would bemore difficult than a single
pocket. Since the performance of our trained model is already
fairly strong, the issue of multiple pockets does not seem to be
causing a major effect. Future developments could include the
exploration of more complex molecular representations (e.g.,
sequence or graph-based) and the application of more complex
context aggregation methods beyond the mean. Finally, research
into incorporating target information, when available, with few-
shot methods may allow for increased prediction accuracy
beyond using target information or context compounds alone.

■ DATA AND SOFTWARE AVAILABILITY
Our code is available at https://github.com/Rose-STL-Lab/FS-
CAP. We provide scripts to preprocess the data set, train FS-
CAP, and predict the activities of new compounds. We also
provide a pretrained model file and a Docker container for ease
of use.
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