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ABSTRACT

Text-based Person Retrieval (TPR) faces critical challenges in practical applica-
tions, including zero-shot adaptation, few-shot adaptation, and robustness issues.
To address these challenges, we propose a Text-Image Pairs Synthesis (TIPS)
framework, which is capable of generating high-fidelity and diverse pedestrian
text-image pairs in various real-world scenarios. Firstly, two efficient diffusion-
model fine-tuning strategies are proposed to develop a Seed Person Image Gener-
ator (SPG) and an Identity Preservation Generator (IDPG), thus generating person
image sets that preserve the same identity. Secondly, a general TIPS approach uti-
lizing LLM-driven text prompt synthesis is constructed to produce person images
in conjunction with SPG and IDPG. Meanwhile, a Multi-modal Large Language
Model (MLLM) is employed to filter images to ensure data quality and generate
diverse captions. Furthermore, a Test-Time Augmentation (TTA) strategy is intro-
duced, which combines textual and visual features via dual-encoder inference to
consistently improve performance without architectural modifications. Extensive
experiments conducted on TPR datasets demonstrate consistent performance im-
provements of three representative TPR methods across zero-shot, few-shot, and
generalization settings.

1 INTRODUCTION

Text-based Person Retrieval (TPR) Li et al. (2017) aims to precisely locate individuals in image gal-
leries using natural language descriptions and addresses identity recognition challenges in vision-
limited scenarios through cross-modal alignment. Although feature learning frameworks Jiang & Ye
(2023); Qin et al. (2024); Bai et al. (2023) have advanced and improved retrieval accuracy on bench-
mark datasets Li et al. (2017); Ding et al. (2021); Zhu et al. (2021), two critical challenges remain
unresolved: rapid adaptation to new domains and enhancing robustness in practical applications.

As shown in Figure 1a, some existing methods Yang et al. (2023); Shao et al. (2023); Tan et al. (2024)
have attempted data-level solutions, but fundamental limitations persist. Unlike methods relying on
labor-intensive manually labeled datasets, these methods focus on automatically synthesizing large-
scale datasets to enhance retrieval adaptability in novel scenarios. However, these approaches are
usually based on real person images, limiting their extensibility and scenario diversity. Meanwhile,
methods that combine real texts with generative models Goodfellow et al. (2020); Rombach et al.
(2022) often yield low-quality outputs that are inconsistent with target distributions. Recent studies
based on Stable Diffusion Rombach et al. (2022) for dataset construction, such as MALS Yang et al.
(2023), suffer from poor image quality and text-image alignment. Although newer models like Flux
Labs (2024) enhance generative fidelity, their emphasis on high-definition and aesthetic outputs still
fails to align with the multi-resolution distributions commonly observed in real-world scenarios (see
Figure 1b). Additionally, these methods do not consider scenarios with limited labeled data in the
target domain, thus resulting in fixed and independent data expansion processes.

To address these challenges, we first focus on the visual style of generated images and propose a
parameter-efficient diffusion-model fine-tuning approach for generating clarity-controllable person
images. Traditional few-shot multi-resolution fine-tuning often fails to achieve multi-scale genera-
tive capabilities. In comparison, our innovation lies in conditioning on image width and height pa-
rameters during fixed-resolution training, enabling dynamic control of image clarity at a fixed phys-
ical resolution during inference. Accordingly, we develop a Seed Person Image Generator (SPG),
as shown in Figure 1b, which accurately adjusts blur levels while maintaining batch-generation ca-
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Figure 1: (a) Different from previous approaches for constructing text-based person retrieval
datasets, we construct a brand-new fully automatic data synthesizing pipeline, including prompt
generation, person image synthesis, quality filtering, and caption generation. Its core components
are two person image generators: Seed Person Image Generator (SPG) for generating realistic im-
ages and Identity Preservation Generator (IDPG) for identity-preserving image expansion. (b) Com-
parison of person images generated by different models under the same prompt.

pability. Furthermore, when limited target-domain annotations are available, SPG can utilize them
to generate person images that are better aligned with the target-domain distribution. However, per-
son images generated multiple times using the same prompt, similar to the pretrained Flux, may
exhibit inconsistencies in appearance and identity. To preserve person identity, we design an Iden-
tity Preservation Generator (IDPG), which leverages efficient LoRA-based fine-tuning to enhance
the contextual identity-preserving capability. Consquently, IDPG expands multiple images of the
same identity by taking reference images and textual variations as inputs. By combining SPG and
IDPG, we achieve for the first time in the field the ability to generate identity-consistent image sets
solely from textual descriptions. As shown in Figure 1b, this method significantly surpasses existing
methods, and can be comparable to real images in terms of fidelity and diversity.

Secondly, we construct a Text-Image Pairs Synthesis (TIPS) framework that integrates Large Lan-
guage Model (LLM) Yang et al. (2025) with SPG and IDPG to automatically synthesize diverse
person images. Moreover, a Multimodal Large Language Model (MLLM) Bai et al. (2025) is fur-
ther employed to score generated images across multiple dimensions, ensuring high-quality output.
Subsequently, MLLM will generate captions for the filtered images and create the image-text pairs
needed for training. Finally, we introduce a test-time augmentation (TTA) strategy to improve re-
trieval accuracy by fusing text queries and synthesized visual features through dual-encoder infer-
ence without altering the TPR model architecture.

Comprehensive experiments conducted on CUHK-PEDES (CUHK) Li et al. (2017), ICFG-PEDES
(ICFG) Ding et al. (2021), and RSTPReid (RSTP) Zhu et al. (2021) datasets across zero-shot, few-
shot, and generalization settings consistently demonstrate performance improvements for three rep-
resentative methods Jiang & Ye (2023); Qin et al. (2024); Bai et al. (2023). In low-data scenarios
(as low as 1% labeled data), the TIPS framework achieves over 85% average performance gains.
Moreover, in zero-shot scenarios, it also maintains significant advantages compared to large-scale
synthetic datasets based on real images. Our main contributions are summarized as follows:

• Two generators, namely SPG and IDPG, are proposed based on novel parameter-efficient
fine-tuning methods, achieving the first text-only generation of identity-consistent image
sets in the field of TPR.

• By integrating LLM, MLLM, SPG, and IDPG, a novel TIPS framework is constructed to
automate the generation of fully synthetic TPR datasets, where high-fidelity and diverse
person images are aligned with real-world scenarios.
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• A universally applicable TTA strategy is introduced to enhance retrieval accuracy without
requiring structural modifications.

• Extensive experiments on three benchmark datasets demonstrate consistent and compre-
hensive performance improvements.

2 RELATED WORK

2.1 TEXT-BASED PERSON RETRIEVAL

Recent advances leverage vision-language pretrained (VLP) models Radford et al. (2021); Li et al.
(2021; 2022) through two main strategies: cross-modal attention interaction Bai et al. (2023); Yang
et al. (2023); Ergasti et al. (2024) and cross-modal-free approaches Jiang & Ye (2023); Liu et al.
(2025). Interaction methods improve modality alignment by computing feature attention scores
during inference, but increase computational complexity. Additionally, some studies have aimed at
improving TPR methods through synthetic data. Specifically, LUPerson-T Shao et al. (2023) and
LUPerson-M Tan et al. (2024) focus on generating synthetic textual descriptions based on the large-
scale person dataset LUPerson Fu et al. (2021) to construct pre-training datasets. In contrast, MALS
Yang et al. (2023) attempts to directly generate person images and texts for pre-training dataset
construction. However, it still requires original annotation texts to guide the diffusion models, and
more crucially, the generated person images are of low quality and identity information is lost.
All these methods rely on original real data to generate new data, leading to privacy-sensitive and
insufficient diversity issues. Moreover, they focus primarily on pre-training scenarios, instead, we
propose a fully synthetic TPR data synthesis paradigm aiming to enhance the practical utility of TPR
methods in various scenarios.

2.2 DIFFUSION MODELS

Diffusion models Ho et al. (2020) have become the dominant framework for image generation, ex-
celling in tasks such as text-to-image synthesis Saharia et al. (2022b); Podell et al. (2023); Ramesh
et al. (2022), image-to-image translation Saharia et al. (2022a); Huang et al. (2025); Xie et al. (2023),
and controllable generation Zhang et al. (2023); Ye et al. (2023); Qin et al. (2023). The introduction
of Latent Diffusion Models (LDM) Rombach et al. (2022) has significantly improved text-image
alignment and reduced computational costs through latent space operations. This advancement
enables parameter-efficient fine-tuning methods, such as Low-Rank Adaptation (LoRA) Hu et al.
(2022) and Adapter Houlsby et al. (2019), to be applied effectively for domain adaptation while pre-
serving generation quality. Recently, combining diffusion models with transformer (DiT) Peebles &
Xie (2023) architectures has further enhanced scalability, leading to advanced models such as Stable
Diffusion 3 Esser et al. (2024), PixArt Chen et al. (2024), and Flux Labs (2024). These models
utilize flow matching Lipman et al. (2022) objectives to achieve state-of-the-art (SOTA) generation
quality and exhibit strong multi-subgraph Hui et al. (2025) and contextual generation capabilities
Tan et al. (2025). Inspired by these advancements, we first propose the SPG for high-fidelity person
image generation, which efficiently embeds the LoRA into Flux, and then the IDPG is constructed
to achieve identity preservation.

3 METHOD

As shown in Figure 2, the fully automated synthesis of TPR data consists of three interrelated com-
ponents: LLM-driven text generation, person image generation, and image quality filtering with
caption generation. We first describe the design and training of the person image generators SPG
and IDPG in Section 3.1. Section 3.2 introduces the TIPS data synthesis framework. Additionally,
an optional TTA module (see Section 3.3) is introduced during inference to integrate textual and
visual cues to enhance the retrieval accuracy.

3.1 SPG AND IDPG

SPG. Low-resolution data is prevalent in TPR, yet traditional fine-tuning methods struggle to gen-
erate domain-adaptive person images. Direct multi-resolution training faces two limitations: firstly,
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Figure 2: Overview of the TIPS framework pipeline with five stages. Stage 0: preparing data for
different scenarios to train person-image generators, including image-text pairs for SPG and triplets
for IDPG. Stage 1: separately training SPG and IDPG. Stage 2: generating diversified seed-person
prompts via LLM. Stage 3: synthesizing seed-person images using SPG, then expanding these
images using IDPG to create identity-consistent image sets. Stage 4: obtaining high-quality data
through MLLM-based image filtering and caption generation.

it requires numerous samples for each resolution, and secondly, it is constrained by the 32-pixel grid
alignment in mainstream DiT-based models such as standard Flux. To overcome these issues, our
proposed SPG is trained at a fixed physical resolution, conditioned on text prompts and original im-
age sizes (wr, hr), so that it can flexibly adjust the resolution during inference without architectural
constraints.

IDPG. Although SPG can generate person images that are consistent with the target-domain distri-
bution, due to the stochastic nature of diffusion models, different initial noises may produce images
with differing identities even when the same prompt is used. To achieve identity-preserving person
image generation, inspired by dual-image generative models Hui et al. (2025); Tan et al. (2025),
we design the IDPG, which concatenates reference person image features with noisy target person
images at the latent level, effectively introducing image conditions without modifying the model
structure. Guided by difference prompts, the model can predict the target person images, thus can
achieve text-based expansion of images with consistent identities once a reference image is given.

To adapt to different application scenarios, we construct different training data. Specifically, without
any labeled data in the target domain, based on a small set of collected real-person images, we first
utilize an MLLM to generate captions for training the SPG, and also generate differential captions
for pairs of images of the same identity to train the IDPG. Secondly, when labeled data from the
target domain is available, the existing image-text pairs can directly train the SPG to generate images
more aligned with the target domain distribution. In our implementation, both SPG and IDPG are
constructed based on Flux, with input and output images resized to a fixed dimension (W,H), where
LoRA Hu et al. (2022) is introduced to fine-tune the cross-attention layers of DiT:

Attention(Q,K, V ) = Softmax
(

QKT

√
d

)
V, K = WKτtxt(Ctxt), V = WV τtxt(Ctxt) (1)

where Q denotes the image features of DiT, τtxt(Ctxt) is the text encoder output, and WK and WV

are learnable projection matrices.
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For the SPG, τtxt encodes text prompts and resolution conditions (“wr, hr”) into embeddings Ctxt
and Csize. In order to adapt to new conditions while retaining the pretrained knowledge, these
embeddings are concatenated along the sequence dimension via a separator token in the form of
(Csize;Ctxt), replacing the original condition C. For the IDPG, an additional conditional image I
is introduced, and encoded into latent features CI by VAE. Then, it is spatially concatenated with
original image features to form (CI ;Q), replacing the original Q. During fine-tuning, only the
LoRA components in cross-attention layers are updated, while all other parameters remain frozen.
Given a weight matrix W ∈ Rm×n, LoRA introduces two trainable matrices B ∈ Rm×r and
A ∈ Rr×n, where r ≪ min(m,n), and computes the residual update as ∆W = βγBA, where
β controls LoRA strength and γ is a learnable layer-specific scaling factor. The updated weight is
given by W′ = W +∆W. This training is guided by a flow-matching objective function Lipman
et al. (2022), with supervision applied only to the target person region in the IDPG. This parameter-
efficient method achieves rapid convergence under low-data conditions by optimizing only a mini-
mal number of trainable parameters.

After training, SPG generates person images of desired distributions and adjustable clarity by com-
bining text prompts with specified resolution conditions (wr, hr). Then, these seed images from
the SPG are fed into the IDPG together with differential prompts to generate additional images that
preserve the same identity.

3.2 THE TIPS FRAMEWORK

As previously discussed, high-quality TPR datasets are both scarce and essential, while existing
synthetic methods fail to adequately meet practical requirements. To overcome these limitations,
we propose an automated TIPS framework (illustrated in Figure 2; See Appendix A for details),
structured into three stages: S1) diversified prompt generation driven by LLM, S2) high-quality
person image synthesis, and S3) image quality filtering and caption generation.

In S1, we focus on ensuring textual diversity and domain relevance. When target-domain data is
absent, input instructions for the LLM randomly combine descriptive elements from predefined
candidate lists and supplement these with three randomly selected examples from SPG’s training
captions, ensuring both output stability and maximized diversity. In scenarios with limited target-
domain data, we enhance domain consistency by extracting three sentences from available texts and
recombining selected elements into stylistically coherent new sentences.

In S2, we leverage the trained SPG and IDPG to synthesize person images based on generated
prompts. Initially, SPG creates a seed person image, which, upon passing quality criteria, serves as
input to IDPG. IDPG then expands the seed image by generating additional images that maintain the
identity across varied perspectives, contexts, and states. This two-step generation process addresses
the critical issue of identity consistency and enables extensive diversity.

The final stage (S3) addresses the necessity of maintaining high data quality and textual alignment.
All generated images undergo rigorous quality evaluation via an MLLM. Specifically, seed images
are assessed on their prompt-image alignment and overall naturalness and fidelity. Images not meet-
ing standards are regenerated until they pass. IDPG-generated images are further evaluated for
identity and outfit consistency with the seed image, as well as required attribute variation, ensuring
high-quality, identity-consistent image sets. Subsequently, retained images receive diverse textual
descriptions through the MLLM, utilizing a varied set of long and short sentence templates to enrich
caption style and ensure output stability.

3.3 TEST-TIME AUGMENTATION

The SPG enables TTA by synthesizing candidate images from text queries. Conventional TPR
methods employ dual encoders trained with identity-aware contrastive loss Zhang & Lu (2018);
Jiang & Ye (2023) to optimize cross-modal alignment and intra-modal consistency. As shown in
Figure 3a, standard TPR inference processes query text tq and gallery images I = (i1, . . . , iN )
through dual encoders to extract text features ft and image features Fi = (fi1, . . . , fiN ). Global
representations fg

t (text) and Fg
i = (fg

i1, . . . , f
g
iN ) (images) compute similarity scores:

Sj =
fg
t · fg

ij

∥fg
t ∥

∥∥fg
ij

∥∥ , j = 1, . . . , N. (2)
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To refine initial rankings, some
methods Bai et al. (2023); Yang
et al. (2023) apply transformer-based
reranking to obtain top-K candidates.
However, in these methods, the intra-
modal consistency cannot be fully
utilized during inference. To allevi-
ate this issue, we design a feature fu-
sion method with a TTA strategy. As
shown in Figure 3b, our TTA exten-
sion includes three phases: 1) Gen-
erate preview image ip from tq using
SPG; 2) Extract ip’s visual feature fg

p
and compute hybrid query:

fg
q = αfg

t + (1− α)fg
p , (3)

where α is a hyperparameter con-
trolling the synthesized image’s re-
trieval weight, with larger values re-
ducing the contribution of ip; 3) Re-
compute similarities using fg

q , and
optionally rerank to get updated top-
K candidates. Therefore, our method
enhances the intra-modal consistency by leveraging the dual encoders’ latent alignment from con-
trastive training without architectural changes. Through empirical calibration (α ∈ [0, 1]), we bal-
ance cross-modal matching and visual consistency for attaining robust performance.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETTINGS

Implementation Details. We evaluate three practical settings for TPR: (i) zero-shot—no paired
annotations in the target domain; (ii) few-shot—only a small set of labeled samples; and (iii) cross-
domain generalization—training annotations come from a different domain.

For the zero-shot setting, we uniformly select 100 IDs from five datasets (CUHK03 Li et al. (2014),
CUHK02 Li & Wang (2013), Market-1501 Zheng et al. (2015), MSMT17 Wei et al. (2018), and
VIPER Gray & Tao (2008)), ensuring that these IDs do not overlap with the image sources in the
TPR artificial dataset. For each selected ID, three images are randomly chosen, totaling 300 images.
Each image is captioned by the MLLM with two distinct captions, which are used to train the SPG.
Additionally, image pairs from the same ID (but different images) are used to train the IDPG, utiliz-
ing their differential captions. In cases where annotated data is available, SPG training leverages the
provided image-text pairs.

All experiments are performed on two H800 GPUs, using Qwen3-32B Yang et al. (2025) as the
LLM and Qwen2.5VL-32B Bai et al. (2025) as the MLLM. Both the SPG and IDPG are based
on FLUX.1-dev Labs (2024), with a LoRA rank set to r=32. The input images are resized to
192 × 384. During SPG training, 20% of the samples have width–height conditions randomly
dropped to enhance robustness. Similarly, for IDPG training, 10% of the differential captions are
randomly omitted to improve the model’s ability to generate identity-preserving images with diverse
representations. Each experiment generates 40k independent seed prompts, each paired with reso-
lution parameters learned by the SPG. The SPG generates one image of size 192 × 384 per seed
prompt through 28 sampling steps. These images are then processed by the IDPG, which generates
four additional images of the same identity using random difference prompts. All generated images
undergo a filtering step by the MLLM, which checks for consistency between the seed and expanded
images through binary classification. Other dimensions are scored on a 1–10 scale, with a minimum
required score of 9. Images that do not meet these criteria are regenerated. Subsequently, the filtered
images are paired with two captions generated by MLLM using randomly selected templates. In
total, this process yields 40k IDs, 200k images, and 400k image-text pairs.
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For evaluation, three representative TPR methods (IRRA Jiang & Ye (2023), RDE Qin
et al. (2024), Rasa Bai et al. (2023)) are evaluated on CUHK, ICFG, and RSTP datasets,

Table 1: Zero-shot retrieval performance of different methods under
various pre-training data configurations.

Method Pre-training
Data

Scale CUHK ICFG RSTP
R@1 mAP R@1 mAP R@1 mAP

CLIP – – 12.65 11.15 6.67 2.51 13.45 10.31

IRRA

MALS 1.5M 19.21 18.72 7.88 3.49 22.50 16.94

LUperson-T 400K 20.06 19.24 10.46 4.11 22.10 16.79
1M 22.03 21.64 12.31 4.98 22.95 17.23

LUperson-M 400K 48.07 44.12 27.35 13.95 42.95 32.46
4M 53.23 47.66 33.27 17.33 48.50 38.96

Ours 400K 52.89 47.81 33.16 17.15 48.65 39.04

RaSa

MALS 1.5M 21.66 21.02 9.72 3.95 26.20 20.39

LUperson-T 400K 22.41 21.49 12.22 5.80 25.65 20.17
1M 24.33 23.79 14.04 6.59 26.40 20.46

LUperson-M 400K 50.72 46.67 29.34 15.86 46.95 36.29
4M 55.73 50.06 35.15 19.13 52.25 41.56

Ours 400K 55.44 49.89 35.07 19.27 52.50 41.61

following their original con-
figurations. Training in the
few-shot scenario comprises
two phases: 1) synthetic data
training with original hy-
perparameters, 2) fine-tuning
with real data, with epochs
and learning rates halved. In
TTA, the value of α is set to
0.6. (Further details are pro-
vided in Appendix C.3.)

Evaluation Metrics. Re-
trieval performance is mea-
sured by Rank-k (R@k) ac-
curacy and mean average pre-
cision (mAP), where R@k
indicates the proportion of
queries with correct matches
in the top-k results, and mAP
averages precision over all
queries. Fréchet Inception
Distance (FID) Heusel et al.
(2017) assesses the distributional similarity between training and testing images.

4.2 QUANTITATIVE RESULTS

In this section, we comprehensively evaluate the proposed framework’s capability in addressing
realistic TPR applications through three simulated settings, and validate the effectiveness of the
proposed TTA.

Table 2: Few-shot retrieval performance of different methods un-
der various pre-training data configurations.

Pre-training
Data

CUHK ICFG RSTP
R@1 mAP R@1 mAP R@1 mAP

IR
R

A – 34.44 32.57 19.73 10.20 30.70 24.65
MALS 38.61 35.66 22.18 12.27 34.70 27.16

LUperson-M 53.84 47.92 39.78 21.24 50.90 39.50
Ours 55.73 49.72 45.94 24.75 54.30 42.00

R
D

E – 34.73 32.89 19.12 10.61 30.40 23.41
MALS 39.38 36.27 23.56 12.53 35.80 29.90

LUperson-M 55.70 49.67 41.96 22.69 52.40 39.91
Ours 58.90 52.62 47.15 25.77 56.85 41.45

R
aS

a – 45.92 38.54 21.16 5.21 38.85 24.27
MALS 47.43 42.44 24.19 12.94 41.20 32.98

LUperson-M 57.50 51.02 42.97 22.19 56.05 44.41
Ours 60.95 53.89 49.11 26.67 61.25 48.24

Zero-shot Scenario. In the
zero-shot scenario, we select
IRRA (without reranking) and
RaSa (with reranking) as the
baseline models. By default,
no target-domain data is used in
this scenario. Each model is
trained using data expanded by
the corresponding TIPS frame-
work and then directly evaluated
on all three test sets. The per-
formance results are presented
in Table 1, where both methods
demonstrate consistent trends.
Compared with models such as
CLIP, which are not pretrained
on pedestrian data, our pre-
trained models exhibit signifi-
cant improvements. Addition-
ally, to illustrate the high quality of data generated by our TIPS framework, we also compare it
against the synthetic pedestrian image dataset MALS Yang et al. (2023) and the real-image-based
textual synthetic datasets LUperson-T Shao et al. (2023) and LUperson-M Tan et al. (2024). Due to
the low quality of synthetic images and the lack of consideration for diverse resolutions and identity
characteristics, MALS yields the poorest results. For the datasets utilizing real images, LUperson-
T and LUperson-M, limited variation in images of the same identity sourced from the same video
significantly hampers their performance relative to our method at the same scale. Even when train-
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ing with the complete dataset, our method achieves comparable performance to the best-performing
LUperson-M model, while using only 10% of the data volume.

Few-shot Scenario. We simulate scenarios with limited annotations by subsampling 1% of train-
ing IDs from the full datasets to validate the effectiveness of the TIPS framework under extremely
limited samples. Each group of experiments utilizes identical subsampled data to ensure a fair com-
parison. Table 2 summarizes comparative results using three methods across three datasets, demon-
strating that the expanded data using the TIPS framework achieves the best results in few-shot condi-
tions. Compared with baseline models without pretraining, the Rank-1 performance of IRRA, RDE,
and RaSa methods on the three datasets improves on average by 90.51%, 101.07%, and 74.16%,
respectively, reaching practical usability. Compared to other full-scale pretrained datasets, the TIPS
framework achieves the best performance using the least data. The results indicate that the proposed
SPG can ensure that the generated TPR data align well with the current domain distribution, thus
obtaining the optimal performance. This aspect holds substantial practical value, as annotating just
1% of the data (e.g., 31 IDs for ICFG, 37 IDs for RSTP) is easily achievable in real-world scenarios.

Table 3: Retrieval performance using different source and target
domain data before and after data expansion.

Target
CUHK ICFG RSTPTraining

Data Source
R@1 mAP R@1 mAP R@1 mAP

Raw
CUHK 73.42 65.97 42.42 21.77 53.30 39.64
ICFG 33.46 31.56 63.45 38.04 45.30 36.83
RSTP 32.80 30.29 32.30 20.54 60.40 48.11

Ours
CUHK 75.80 68.55 47.80 25.60 57.85 42.89
ICFG 47.17 42.73 65.98 40.16 53.70 41.08
RSTP 45.83 42.09 45.51 27.74 64.90 50.32

Generalization Scenario. Gen-
erally speaking, diversified train-
ing data can enhance model ro-
bustness by improving feature
learning and the ability to han-
dle out-of-distribution samples.
Moreover, our framework in-
deed achieves controllable diver-
sity through high-quality sam-
ples. For example, using IRRA
as the TPR method, and train-
ing with complete source-domain
data, cross-domain evaluation re-
sults (Table 3) demonstrate that
our expanded data significantly
improves the performance of all experiments. The results also indicate that even with full data,
expanded training can significantly improve non-cross-domain performance, with an average Rank-
1 increase of 3.14%. Improvements are even greater for cross-domain performance, with an average
Rank-1 increase of 9.71%.

Table 4: Performance with and without data expansion (Data)
and TTA. A ✓ indicates the component is enabled.

Setting CUHK ICFG RSTP
Data TTA R@1 mAP R@1 mAP R@1 mAP

IR
R

A

34.44 32.57 19.73 10.20 30.70 24.65
✓ 41.78 38.01 27.75 13.17 36.55 28.51

✓ 55.73 49.72 45.94 24.75 54.30 42.00
✓ ✓ 57.93 51.54 48.17 26.06 56.40 43.61

R
aS

a

45.92 38.54 21.16 5.21 38.85 24.27
✓ 50.13 45.44 28.64 13.42 44.30 35.83

✓ 60.95 53.89 49.11 26.67 61.25 48.24
✓ ✓ 63.01 55.64 50.84 28.15 62.40 49.72

Effectiveness of TTA. Under
the same few-shot settings, ex-
periments are conducted on
IRRA and RaSa to validate the
effectiveness of the TTA strat-
egy, and the results are shown
in Table 4. The results demon-
strate that TTA significantly im-
proves performance across var-
ious settings without modifying
the model structure. Note that
TTA is an optional module, and
combining data expansion with
TTA can yield maximum im-
provements. Specifically, IRRA
achieves Rank-1 improvements of 23.49%, 28.44%, and 25.70% on CUHK, ICFG, and RSTP, re-
spectively, while RaSa improves by 17.09%, 29.68%, and 23.55%, respectively. TTA can be dis-
abled if maximal inference efficiency is desired.

4.3 QUALITATIVE RESULTS

Section 4.2 thoroughly discusses the substantial improvements achieved by the data ex-
panded through the TIPS framework. In fact, to a large extent, these enhancements
are attributed to the powerful person-image generation capabilities of the SPG and IDPG.
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Figure 4: Zero-shot generation capability visualization.

Notably, by LoRA-based efficient
tuning, our SPG and IDPG ob-
tain zero-shot generation capabili-
ties while effectively adapting to
pedestrian image styles. As illus-
trated in Figure 4, by utilizing dif-
ferent prompts, the SPG generates
comprehensive and highly realistic
person images. In certain aspects
such as diverse scenarios, varying
weather conditions, and lighting sit-
uations, it even surpasses the level
achievable in existing manually an-
notated datasets. When combined
with the IDPG, the framework gen-
erates diverse images of the same
identity. Thus, through appropri-
ate LLM instruction design within
the TIPS framework and leverag-
ing MLLM’s filtering and annota-
tion mechanisms, these generators
are capable of automatically produc-
ing high-quality data, consequently enhancing retrieval performance.

4.4 ABLATION STUDIES

Table 5: Performance with different pre-training data.

No. Pre-training Data FID ↓ R@1 R@5 R@10 mAP

1 – – 34.44 58.35 68.41 32.57
2 MALS 105.69 38.61 61.62 72.30 35.66
3 Pre-trained FLux 116.74 42.40 65.51 75.18 39.04
4 LUperson-M 82.64 53.84 72.96 80.21 47.92
5 SPG 66.82 54.29 73.64 80.93 48.37
6 SPG+IDPG 68.07 55.73 75.04 82.84 49.72

Impact of Image Distribution. Un-
der the few-shot scenario, we employ
IRRA on the CUHK dataset as the
benchmark and compare six configu-
rations of pre-training data to analyze
how image distribution alignment in-
fluences retrieval performance: 1) no
pre-training, 2) MALS dataset, 3)
data generated by pretrained Flux, 4)
LUPerson-M dataset, 5) data gener-
ated by SPG, and 6) data generated
jointly by SPG and IDPG. Among these, configurations No.2, No.5, and No.6 contain an equal
number of images; No.2 and No.5 cannot preserve identity, as each prompt generates only one im-
age. The results in Table 5 reveal three key insights. Firstly, as long as the alignment between images
and texts is ensured, any form of pre-training improves retrieval performance in low-data scenarios.
Secondly, comparing configurations from No.2 to No.5 shows that, given high-quality generated
pairs, better alignment with the target-domain distribution consistently leads to improved retrieval
performance (See Appendix B for the theoretical analysis). Thanks to the SPG’s ability to simulate
target-domain data distribution with limited data, its performance even surpasses that of the larger-
scale and real-image-based LUPerson-M dataset. Finally, comparing No.5 and No.6 demonstrates
the effectiveness of incorporating identity-preserving generation in improving performance.

5 CONCLUSION

In this paper, we propose the TIPS framework, a novel pipeline that automatically synthesizes high-
quality text-image pairs to address core TPR challenges, including zero-shot and few-shot domain
adaptation and robustness in practical scenarios. At its core are two efficient generators, SPG and
IDPG, which create realistic, identity-consistent pedestrian images using minimal domain-specific
data. Coupled with effective LLM-driven prompts and MLLM-based filtering, TIPS substantially
enhances retrieval performance across various scenarios. Additionally, the proposed TTA method
further improves retrieval accuracy without structural modifications. Extensive experiments on mul-
tiple benchmarks confirm TIPS’s superiority, robustness, and practical applicability.
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ETHICS STATEMENT

The SPG and IDPG presented in this work have shown remarkable capabilities in generating high-
fidelity, diverse, and identity-consistent images from textual descriptions. However, as with any gen-
erative model, there are inherent risks that must be carefully managed. Misuse of these technologies
could lead to the creation of misleading or harmful content, infringing upon privacy, misrepresent-
ing individuals, or enabling identity manipulation. To mitigate such risks, it is essential to adhere to
ethical guidelines and exercise caution in their applications. All training data for the SPG and IDPG
models have been sourced from publicly available datasets that have undergone rigorous checks to
ensure they do not contain sensitive or private information. The datasets, including pedestrian im-
age sets, have been carefully curated with fairness and privacy in mind. Furthermore, users of these
models are encouraged to apply similar ethical considerations when using their own data to ensure
that no sensitive or harmful content is generated. In light of potential misuse, we recommend the
integration of digital watermarks in generated images, especially when models are made publicly
available or open-sourced. Watermarking ensures traceability and accountability, helping to prevent
the spread of deceptive images. If the generated data from this work is made open-source, digital wa-
termarks will also be embedded to maintain the integrity and traceability of the content. Ultimately,
we advocate for the responsible use of AI technologies, emphasizing the importance of transparency,
privacy, and consent. By following ethical standards, we can contribute to the advancement of AI in
a manner that promotes safety, trust, and societal well-being.

REPRODUCIBILITY STATEMENT

In this study, to ensure the reproducibility of our approach, we provide the following key information
from the main text and appendices:

1. Algorithm. We provide the architecture and core methods of TIPS in Figure 2 and Section
3. Additionally, we offer a more detailed practical implementation of TIPS in Appendix
A and Figure A1, including the specific instructions used in all experiments. For further
hyperparameter details, please refer to Appendix C.3.

2. Source Code. To enable complete reproduction of our work, we will release all relevant
code as open-source after the review process is completed.

3. Experimental Hyperparameters. We provide additional ablation results for hyperparam-
eters in Appendix D to further demonstrate the rationale behind some of the parameter
settings in TIPS.

4. Theoretical Proofs. We provide the core theoretical proofs supporting the effectiveness of
the TIPS method in Appendix B.
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A ADDITIONAL DETAILS OF DATA SYNTHESIS

A.1 DETAILS OF DATA PREPARATION

To generate person images that are both realistic and aligned with expectations, we train the Seed
Person Image Generator (SPG) and the Identity Preservation Generator (IDPG). Essential data
preparation precedes this training.

Under the zero-shot setting, no usable person image–text pairs are available, so we construct such
data entirely from scratch for SPG and build image–text–image triplets for IDPG. Specifically, we
uniformly select 100 identities from five datasets (CUHK03 Li et al. (2014), CUHK02 Li & Wang
(2013), Market-1501 Zheng et al. (2015), MSMT17 Wei et al. (2018), and VIPER Gray & Tao
(2008)); these identities have no overlap with the manually annotated TPR datasets. Three images
are randomly chosen for each identity, giving 300 images in total. An Multi-modal Large Language
Model (MLLM) Bai et al. (2025) then applies the captioning instruction shown in Figure A1 to each
image and produces two captions, thereby forming the image–text pairs used to train SPG.

In the few-shot or generalization setting, person image–text pairs are available and can be directly
employed to train SPG. Because these pairs closely match the distribution of the test domain, the
seed images generated by SPG in the few-shot scenario also move toward this distribution, which in
turn improves the effectiveness of subsequent retrieval training.

For IDPG, identical training data are used across all settings, and each sample comprises a reference
image, a relative description, and a target image. The image source remains the same 300 images
collected from the five datasets. As each identity has three images, any two images of the same
identity form three possible pairs. Each pair is passed to the MLLM, which follows the instruction
below to generate the relative description.

You will be provided with two images of the same person. Your task is to generate two relative
descriptions that focus only on the differences in lighting, viewpoint, background scene, human
status (pose, expression, etc.), and carried items. Do not describe any similarities and do not
include explanations, reasoning, or preambles such as “Compared to the other image.” Just
output the differences. Use the following strict format:
[1] (Differences observed when using Image1 as reference to describe Image2.)
[2] (Differences observed when using Image2 as reference to describe Image1.)
Output only the two lines above and nothing else.

Consequently, each image pair yields two triplet annotations, resulting in 600 triplets that are used
to train IDPG.

A.2 DETAILS OF THE TIPS FRAMEWORK

The complete workflow and detailed instructions of our automated Text-Image Pairs Synthesis
(TIPS) framework are illustrated in Figure A1, consisting of three stages: diversified prompt gener-
ation driven by Large Language Model (LLM) Yang et al. (2025), identity-preserving person image
generation, and image quality filtering with caption generation. Each component is described in
detail in the following subsections.

DIVERSIFIED PROMPT GENERATION

In zero-shot scenarios, we strive to generate person prompts with sufficient diversity and minimal
repetition. Therefore, we design the instructions as depicted in Figure A1, containing three criti-
cal random elements: the suggested character, color, and clothing. These elements are randomly
selected from pre-defined lists, and the resulting sentences are explicitly required to include the rec-
ommended descriptive elements to enhance the coverage and diversity of the generated prompts.
However, extensive generation inevitably leads to identical combinations, causing similar prompt
outputs. To mitigate this, the instructions also incorporate three randomly selected examples from
SPG’s training data, ensuring output stability and maximizing textual diversity simultaneously.

In few-shot and generalization scenarios, to better approximate the style of manual annotations, we
redesign the prompt generation instructions. Three reference sentences are randomly selected from

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

Sampling 
Random

man, woman, boy, girl, teenager, 
elderly man, elderly woman, 
child, baby, toddler, young adult, 
middle-aged man, middle-aged 
woman, student, teacher, doctor, 
nurse, chef, ......(Total 57)

Character List
T-shirt, shirt, sweater, hoodie, 
tank top, blouse, polo shirt, long-
sleeve shirt, cardigan, crop top, 
sweatshirt, vest, jeans, shorts, 
s k i r t ,  t r o u s e r s ,  l e g g i n g s , 
sweatpants, ......(Total 145)

Clothes List
red, green, blue, yellow, cyan, 
magenta, black, white, gray, 
brown, orange, purple, pink, 
beige, ivory, navy, teal, maroon, 
olive, lime, gold, silver, bronze, 
amber, peach, ......(Total 132)

Color List

Please generate a prompt describing the appearance and condition of a single individual, intended for 
identifying the target person within a collection of full-body human images. The generated content must 
be original, and should neither duplicate nor closely paraphrase any of the reference examples provided. 
The tone, sentence length, and structural style should follow the given three reference prompts: 1. 
'{Prompt1}' 2. '{Prompt2}' 3. '{Prompt3}'. While creating the new prompt, incorporate randomized 
elements such as: a specific character type '{Character}'; clothing details '{Clothes}'; at least one clearly 
mentioned clothing or accessory color '{Color}'. You may recombine descriptive elements from the 
examples or create new descriptions, but the final result must be: logically consistent; visually plausible; 
stylistically similar to the examples; and strictly non-redundant with any of the references.

LLM Instructions 

Please create a new sentence that closely 
matches the linguistic style and sentence 
length of the following three examples: 1. 
'{Prompt1}' 2. '{Prompt2}' 3. '{Prompt3}'. 
Your output must be an original sentence, 
not identical to any of the examples. The 
n e w  c o n t e n t  s h o u l d  b e  c o m p o s e d 
primarily by randomly extracting and 
recombining key visual or descriptive 
elements from the three given prompts. 
These primary elements may include 
clothing, posture, accessories, or physical 
attributes that are clearly depicted in the 
examples. You are allowed to freely 
generate secondary elements (such as 
background hints, minor actions, or 
a d j e c t i v e  v a r i a t i o n s )  t o  e n h a n c e 
naturalness and variety, as long as they 
r e m a i n  l o g i c a l l y  c o n s i s t e n t  a n d 
stylistically aligned with the examples.

LLM Instructions 

Align Available 
Data

Random Random Random

Random

Step 1: Diversified Prompt Generation

Examples

Random

       Seed Prompt: A woman with black hair is wearing a teal tank top, black shorts, and white sandals. She is carrying a black crossbody bag.

LLM Output 

Step 2: Person Image Synthesis

The person {state} in {scene}, 
{orientation}, carrying a 

{belonging}, bathed in {light}.

Trained Input Sizes

Seed Prompt
Filtering

Diff Template 1. The person walking in street, facing the camera.
2. The person standing in a brige, back view, carrying an umbrella.
3. The person sitting in a park, side view.
4. The person in a corridor, bathed in dim light.

Filtering

Diff Prompt

State ListScene List
Orientation List
Belonging List
Light List

Step 3: Filter & Caption

Alignment: 10, 
Fidelity: 9, 

Seed Person Image Filtering
Prompt: '{Seed Prompt}' Please evaluate the 
person image on a scale from 1 to 10 (1 = 
very poor, 10 = excellent) across two criteria: 
Alignment, which measures how accurately 
the image reflects the input prompt in terms of 
content and semantics, and Fidelity, which 
assesses the person image’s overall visual 
quality, realism, and absence of artifacts. The 
output should be in dictionary format as 
{"Alignment": score, "Fidelity": score}. Only 
provide the scores dictionary, no explanations.

Scores

Save 

Please evaluate the Image2 across three 
dimensions. Fidelity assesses the image’s 
overall visual quality, realism, and absence of 
artifacts, rated on a scale from 1 to 10. 
Consistency evaluates both identity and outfit 
consistency with the Image1, also rated from 1 
to 10. Difference is a binary judgment (0 or 1) 
indicating whether the image presents a 
meaningful variation—such as changes in 
background, pose, or camera angle—while 
still preserving identity and appearance 
consistency. The output should be in the 
format {"Fidelity": score, "Consistency": 
score, "Difference": True or False}. Only 
provide the scores dictionary, no explanations.

Fidelity: 9, 
Consistency: 9,
Difference: 1 (True)

Save 

Scores

Filtering

Filtering

Image2

Image1

Expanded Person Image FilteringRegeneration 

MLLM Instructions 
Generate a description of the person’s overall 
appearance strictly following the structure defined 
by the template: “{template}”. If certain details 
required by the template are not visible in the image, 
omit those parts. Do not hallucinate or invent any 
details that are not directly visible. Output only the 
generated sentence without any explanation or 
commentary.

Template List
1. The [character] has [hair] and is wearing 
[accessory], [footwear], [clothing], and carrying 
[belongings].
2. The [character] wearing [clothing] and [footwear] 
displays [hair] and holds [belongings].
3. With [hair], the [character] is wearing [clothing ] 
and is also carrying [belongings].      (Total 120)

{ id: 1
captions:[caption1, caption2]
image_path: path_to_image }

1. The woman has long black hair and is wearing a black 
crossbody bag, white slide sandals, a teal sleeveless top, 
black shorts, and carrying a black handbag.
2. The woman wearing a teal sleeveless top, black shorts, 
and white slide sandals displays long black hair and 
holds a black crossbody bag.

Captions

Lable

Figure A1: Pipeline of TIPS framework with detailed instruction design.
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 Low-Fidelity 
Person Images

Text-Image 
Misalignment

Identity 
Inconsistency

Minor 
Differences

 Low-Fidelity 
Person Images

A middle-aged man with short salt-and-
pepper hair is wearing a navy blue trench 

coat, a beige turtleneck sweater, 
charcoal wool trousers, and dark brown 
leather boots. He is carrying a folded 

newspaper under his arm while waiting at 
a quiet bus stop on a rainy morning.

He is holding a 
folded 

newspaper.

Image

Text

Corrected Text

IDPG

IDPG

Expanded Seed

IDPG

Seed Expanded 

IDPG

Filtering of SPG-generated Results Filtering of IDPG-generated Results

Figure A2: Representative examples of samples filtered out during the data selection process. From
left to right, each panel corresponds respectively to two evaluation dimensions for SPG and three
for IDPG. Samples shown here are excluded due to low scores in their corresponding evaluation
dimensions. Red boxes highlight issues related to image naturalness and fidelity.

existing texts to guide sentence length and style. The LLM is then tasked to form new sentences
using elements appearing in these three reference sentences. This design not only helps the language
style approximate manual annotations but also stabilizes SPG’s generation and aligns the outputs
closely with the training domain distribution since all elements provided to the LLM have previously
appeared during SPG training. With the above strategies, we can automatically generate a large
quantity of qualified textual prompts suitable for various scenarios.

IDENTITY-PRESERVING PERSON IMAGE SYNTHESIS

After generating prompts, the corresponding SPG and IDPG trained for each scenario are used to
synthesize person images. Initially, SPG generates a seed person image for each prompt. Although
the physical resolution of generated images is fixed at 192 × 384, we simulate real-world multi-
resolution scenarios by adjusting the image size conditions, thereby achieving “multi-resolution”
seed person image generation with varying clarity levels. The resolution conditions used for image
generation are randomly selected from a pre-defined size list employed during SPG training, ensur-
ing stable and consistent image quality. All seed images undergo MLLM filtering after generation,
and any images failing the filtering criteria are regenerated.

After seed image generation, a single image corresponding to a new identity is obtained. The re-
sponsibility of IDPG is to expand this single image into an image set of the same identity. Through
training, IDPG acquires the ability to generate identity-preserving target images, where a reference
image and relative textual differences serve as inputs, and the generated outputs match both the
identity of the reference image and the provided textual differences. Therefore, the seed person
image serves as the reference image, and four relative textual differences are randomly generated
for each seed image from multiple pre-defined lists, using the difference-text template illustrated in
Figure A1. These relative texts and the reference seed image are then fed into IDPG to produce four
expanded images. These images must also pass MLLM filtering criteria, and any images failing to
meet these conditions are regenerated. Thus, we ultimately obtain five person images sharing the
same identity.

FILTER AND CAPTION

After obtaining five images of the same identity, corresponding textual annotations are generated
to form image-text pairs suitable for training Text-based Person Retrieval (TPR) models. Next, we
specify the filtering criteria of the MLLM in detail. The filtering of seed person images generated
by SPG adopts two criteria, as illustrated in Figure A1. The first criterion evaluates the alignment
between the generated seed person images and their corresponding textual prompts; higher align-
ment scores indicate that the generated images match the intended prompts. The second criterion
assesses the intrinsic image quality, ensuring that the generated person images exhibit high fidelity,
natural realism, and minimal artifacts. Both dimensions are scored from 1 to 10, and only images
achieving scores of 9 or higher in both criteria pass the filtering step, thus guaranteeing high-quality
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seed person images. Under the zero-shot scenario, the rejection rate based on these criteria is 19.6%,
compared to 17.5% for the few-shot scenario and 14.6% for the generalization scenario.

For expanded images generated by IDPG, there exist three filtering criteria, which are applied indi-
vidually to each image. The inputs to this filtering step include the seed image and the corresponding
expanded image. The first dimension again considers image quality, consistent with the seed im-
age filtering described above. The second dimension evaluates identity consistency between the
expanded and reference images to ensure that critical identity information remains intact. The third
dimension assesses variability, requiring noticeable differences between the expanded image and
the reference image. The first two dimensions adopt the same 1–10 scoring scale, with both scores
needing to reach or exceed 9 points. The third dimension employs binary classification, where the
MLLM determines whether the expanded image exhibits significant differences from the reference
image. Images failing to satisfy this criterion do not pass filtering. The rejection rates for expanded
images remain relatively stable across scenarios, averaging 36.2%. Figure A2 provides an intuitive
illustration of the person images generated by SPG and IDPG that were filtered out across various
dimensions, clearly demonstrating the effectiveness of our stringent filtering criteria.

Subsequently, for each of the five filtered images belonging to the same identity, two distinct captions
are generated. The corresponding instructions, illustrated in Figure A1, involve randomly selecting
two different templates from a predefined list of 120 templates. These templates are separately
inserted into instructions and provided to the MLLM, thereby producing two different captions per
image. The template list ensures structural diversity of the captions in the final dataset, consequently
enhancing the robustness of retrieval models on the textual modality.

B THEORETICAL FEASIBILITY ANALYSIS

Proposition. Let H be a hypothesis space for a dual-encoder retrieval model that embeds an image
x and a text y into a common metric space and returns a similarity score h(x, y). Denote by Ps the
joint distribution of synthetic image-text pairs used for pre-training and by Pt the joint distribution
of target-domain pairs on which the model is evaluated. Assuming each pair (x, y) ∼ Ps ∪ Pt is
aligned (the text truly describes the image), the smaller the divergence D(Ps, Pt) between the two
distributions, the lower the expected retrieval error on the target domain.

Proof. Define the binary retrieval loss:

ℓh(x, y, x
′, y′) = ⊮ [h(x, y) < h(x′, y′)] , (4)

which equals 1 when a negative pair (x, y) is scored higher than a positive pair (x′, y′), and 0
otherwise. Writing

ϵs(h) = EP+
s ×P−

s
[ℓh], ϵt(h) = EP+

t ×P−
t
[ℓh], (5)

where P+ and P− denote positive and negative pair distributions under P , we invoke the standard
domain-adaptation decomposition:

ϵt(h) ≤ ϵs(h) +D(Ps, Pt) + λ∗, (6)

where D(·, ·) is any symmetric discrepancy measure (e.g., Wasserstein, total variation, or H∆H-
divergence), and λ∗ = minh′∈H[ϵs(h

′) + ϵt(h
′)] is an irreducible error term determined solely by

the hypothesis class.

The alignment assumption guarantees that, for every h, the source risk ϵs(h) can be driven arbitrarily
close to ϵbayes (the Bayes error) through sufficient training, since misleading image-text mismatches
are absent. Consequently, we have:

ϵs(h) = ϵbayes + δs, 0 ≤ δs ≪ 1. (7)

Similarly, since both domains share the same label semantics, λ∗ is lower-bounded by the same
ϵbayes and thus behaves as a constant with respect to D(Ps, Pt). Substituting into equation 6 yields:

ϵt(h) ≤ ϵbayes + δs +D(Ps, Pt) + λ∗ − ϵbayes. (8)

Collecting constants results in the bound:

ϵt(h) ≤ C +D(Ps, Pt), (9)
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where C = δs+λ∗−ϵbayes is independent of D(Ps, Pt). Inequality equation 9 demonstrates that the
target retrieval error increases at most linearly with the distribution discrepancy. Therefore, under
fixed image-text alignment, reducing D(Ps, Pt), i.e., making the synthetic image distribution more
similar to the target-domain distribution, strictly tightens the generalization bound and thus improves
expected retrieval performance.

Application. The above theoretical proof serves as the starting point and a critical objective for
synthetic data generation in this paper. Initially, we utilize advanced generative models along with
MLLM-based filtering and captioning to ensure a high degree of alignment between generated im-
ages and their corresponding texts. On this basis, we further fine-tune the person image generators,
enabling the generated images to closely approximate the target-domain distribution, thereby achiev-
ing superior retrieval performance.

C ADDITIONAL DETAILS

C.1 DATASETS DETAILS

CUHK-PEDES Li et al. (2017) (CUHK) serves as a foundational benchmark for text-to-person re-
trieval, containing 40,206 images and 80,412 manually annotated textual descriptions across 13,003
unique identities. The dataset is formally partitioned into three subsets: a training set with 34,504
images and 68,126 descriptions covering 11,003 identities, a validation set comprising 3,078 im-
ages and 6,158 descriptions for 1,000 identities, and a test set of 3,074 images paired with 6,156
descriptions representing another 1,000 identities. Each image is associated with two independent
textual annotations, with an average description length exceeding 23 words to ensure comprehensive
semantic coverage.

ICFG-PEDES Ding et al. (2021) (ICFG) offers 54,522 precisely aligned image-text pairs spanning
4,102 identities, distinguished by its single-description-per-image annotation strategy. The textual
component demonstrates lexical richness through 5,554 unique vocabulary terms, with descriptions
averaging 37 words for detailed attribute specification. Dataset division yields 34,674 training pairs
across 3,102 identities and 19,848 test pairs for the remaining 1,000 identities, emphasizing granular
identity representation through text-visual correspondence.

RSTPReid Zhu et al. (2021) (RSTP) addresses practical surveillance challenges through multi-
camera acquisition, containing 20,505 images and 41,010 textual descriptions for 4,101 identities
captured across 15 viewpoints. Each identity features five cross-view images accompanied by dual
descriptions, all maintaining a minimum length of 23 words. The dataset follows a structured par-
titioning scheme with 3,701 identities for training, while both validation and test sets contain 200
identities each, facilitating rigorous evaluation under real-world deployment conditions.

C.2 METHOD EFFICIENCY

Our proposed method, which can be adapted to virtually all existing TPR methods, introduces addi-
tional time overhead primarily in two aspects. The first overhead is associated with data preparation,
a one-time cost per scenario, after which the generated data can be repeatedly utilized for training
multiple feasible models. The second overhead occurs during inference when optionally enabling
Test-Time Augmentation (TTA) for performance enhancement. Using the hardware configuration
of two H800 GPUs with 80GB memory each and the settings described in Section 4.1, the training
of the SPG requires approximately 4 hours and 19 minutes per scenario, while training the general
IDPG takes approximately 6 hours and 43 minutes. After generator training, the TIPS data expan-
sion framework generates 400,000 image-text pairs per scenario within 134 hours and 58 minutes,
averaging 2.43 seconds per sample (single GPU), significantly improving efficiency compared to
manual annotation.

For the TPR task, inference efficiency of the model is of greater importance. When TTA is disabled,
our approach maintains the original inference efficiency of the baseline models while improving
retrieval performance since modifications are restricted solely to training data. With TTA enabled,
an additional average text-processing time of 2.75 seconds per query is required to generate preview
images. After completing preview generation, we perform multiple single-GPU inference evalua-
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Figure A3: Impact of the Amount of Data Expansion via the TIPS Framework on Zero-shot and Few-
shot TPR Performance. The top three plots correspond to the zero-shot setting, while the bottom
three correspond to the few-shot setting. From left to right, the three columns show performance
variation curves on the CUHK-PEDES, ICFG-PEDES, and RSTPReid datasets, respectively. In
each subplot, the X-axis indicates the number of text prompts generated by the TIPS framework,
with the corresponding number of image-text pairs being ten times that value.

tions for three representative methods (IRRA Jiang & Ye (2023), RDE Qin et al. (2024), and RaSa
Bai et al. (2023)) on the full CUHK-PEDES test set (consisting of 6,156 textual queries and 3,074
candidate images) to minimize the impact of random variance on inference time measurement. For
methods without re-ranking, TTA significantly impacts efficiency due to additional visual feature
computation and fusion processes: inference time increases from 5.34 seconds to 11.18 seconds for
IRRA, and from 11.22 seconds to 21.45 seconds for RDE. For the re-ranking-based RaSa method,
whose computational overhead primarily concentrates in the re-ranking stage, enabling TTA in-
creases inference time only marginally from 510.37 seconds to 516.61 seconds, representing a mod-
est overhead of approximately 1.22%. This indicates that users can flexibly activate TTA according
to their specific trade-off requirements between performance and efficiency.

C.3 IMPLEMENTATION DETAILS.

In the experiments, we simulate three realistic scenarios. The first one is the zero-shot scenario,
where no corresponding image-text pair annotations exist for the new domain. The second one is
the few-shot scenario, in which only a minimal number of samples are available. The last one is
the generalization scenario, where the annotated data used do not correspond directly to the current
domain.

To handle the zero-shot scenario, we uniformly select 100 IDs from five datasets (CUHK03 Li et al.
(2014), CUHK02 Li & Wang (2013), Market-1501 Zheng et al. (2015), MSMT17 Wei et al. (2018),
and VIPER Gray & Tao (2008)), and these IDs do not overlap with the image sources of the TPR
artificial dataset. From each ID, we randomly select three images, amounting to 300 images in total,
and then employ MLLM to generate two captions for each image so as to train the SPG. Image pairs
from the same ID but different images are used as reference images, and their differential captions
are used to train the IDPG. Note that in scenarios where annotated data is available, SPG’s training
utilizes the provided image-text pairs.

All experiments are conducted using two H800 GPUs. We select Qwen3-32B Yang et al. (2025) as
our LLM and Qwen2.5VL-32B Bai et al. (2025) as the MLLM. Both SPG and IDPG are based on
FLUX.1-dev Labs (2024), and the LoRA rank is set to r = 32. During training, each GPU employs
a batch size of 1, with a 2-step gradient accumulation, using the AdamW optimizer Loshchilov &
Hutter (2017) (learning rate 1× 10−5, 10-step warmup, weight decay of 0.01) for a total of 20,000
steps. All input images are resized to 192 × 384. During SPG training, width-height resolution
conditions are randomly dropped in 20% of samples to enhance the robustness. For IDPG training,
difference captions are dropped with a probability of 10% to strengthen the model’s ability to gener-
ate different images of the same identity by default. For each experiment in each scenario, the LLM
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generates 40,000 independent seed prompts. Each text is paired with randomly sampled resolution
parameters trained by the SPG to generate one image of size 192× 384 through 28 sampling steps.
These images are then fed into the IDPG, generating four additional images of the same identity
using four random difference prompts. The generated images and their seed image share the same
ID. All images undergo MLLM filtering, where the scoring rules for each evaluation dimension re-
quire a binary classification to determine whether the differences exist between seed and expanded
images, and scores from 1 to 10 for all other dimensions, requiring a minimum score of 9. Images
failing to meet these criteria are regenerated. Subsequently, all filtered images are provided two
captions generated by MLLM using randomly selected templates. Therefore, each experiment will
yield 40,000 IDs, 200,000 images, and 400,000 image-text pairs for retrieval model training.

Three representative TPR methods (IRRA Jiang & Ye (2023), RDE Qin et al. (2024), Rasa Bai et al.
(2023)) are evaluated on CUHK, ICFG, and RSTP datasets, following their original configurations.
Training in the few-shot scenario comprises two phases: 1) synthetic data training with original
hyperparameters, 2) fine-tuning with real data, with epochs and learning rates halved. In TTA, the
value of α is set to 0.6. For IRRA, the ID loss Zheng et al. (2020) layer parameters from Phase 1
are excluded in Phase 2, but other parameters are retained.

D ADDITIONAL RESULTS

D.1 ADDITIONAL ABLATION STUDIES

IMPACT OF EXPANDED DATA QUANTITY IN TIPS

IRRA RaSa Raw +Data

Figure A4: Retrieval performance of different methods with
TTA using varying α values under the few-shot scenario on
the CUHK dataset. Optimal α values are highlighted in red
boxes.

Figure A3 illustrates how varying
the quantity of expanded data in-
fluences retrieval performance under
both zero-shot and few-shot settings.
Under both scenarios and across each
dataset, a consistent trend is ob-
served: as the number of text prompts
expanded by TIPS increases, the re-
trieval performance improves gradu-
ally, with the rate of improvement
diminishing as the quantity contin-
ues to increase. Specifically, retrieval
performance rises rapidly until the
number of expanded prompts reaches
approximately 20,000. Beyond this
threshold, the performance continues
to improve, albeit at a significantly reduced pace. Ultimately, to balance performance and efficiency,
we choose to expand 40,000 prompts for each scenario using the TIPS framework, resulting in a
total of 400,000 trainable image-text pair samples.

TTA HYPERPARAMETER α

Figure A4 analyzes the impact of the TTA hyperparameter α on retrieval performance under the
few-shot setting using the CUHK dataset. When α = 0, retrieval is conducted solely based on pre-
view images generated from the textual queries in the test set. It is evident that even in this scenario,
the model achieves reasonable performance without specific optimization, establishing a prerequi-
site condition for the effectiveness of TTA. To fully leverage the capability of TTA, it is necessary to
identify the optimal balance between textual retrieval and preview-image-based retrieval. As demon-
strated in the figure, the optimal hyperparameter under the current experimental setup is found to
be α = 0.6, which is consequently adopted as a general parameter setting in the few-shot scenario.
In practical applications, regardless of the specific scenario, since TTA does not require any modi-
fication to the training procedure, the optimal value of α can be rapidly determined through a grid
search on a validation set. Thus, TTA can be effectively activated to achieve stable performance
improvements when ultimate retrieval performance is desired.
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A middle-aged man with a bald head and a small beard is 
wearing a dark blue suit with a white shirt underneath. He 

has on a pair of navy blue dress pants and black leather 
shoes. He carries a brown leather briefcase.

CUHK-PEDES ICFG-PEDES RSTPReid

A teenage girl with curly chestnut hair is wearing a red 
woolen sweater over a white tank top. She is also wearing 

dark blue skinny jeans and red converse high-top 
sneakers. She is carrying a beige crossbody bag.

A man is dressed in a dark blue jacket, grey 
sweatpants, and white sneakers. He carries a 
navy blue backpack slung over his shoulder.

A woman with long brown hair tied in a 
ponytail, wearing a red hoodie, gray skirt, and 

white sneakers, is walking towards the left 
while holding a yellow umbrella in her hand.

A woman wearing a red floral dress, dark blue 
leggings, and brown ankle boots, with her long 

blonde hair loosely tied back.

A man wearing an olive green bomber jacket, 
white t-shirt, light blue denim jeans, and 

brown boots, casually leaning against a brick 
wall, his hands in his pockets.

Size Decreases Size Decreases SPG with an Existing Size SPG with an Random Size SPG without Size

①

②

①

②

①

②

Figure A6: Examples generated by SPG using different resolution conditions and textual inputs.
Each column presents two sample groups from each dataset. Within each group, the first row shows
images generated by the model trained with 1% of the data, and the second row shows images
generated by the model trained with the full dataset. Each case includes three subsets generated
with the same textual input but under different resolution conditions, from left to right: a resolution
seen during training, a randomly sampled untrained resolution, and no resolution condition.

IMPACT OF LORA RANK CONFIGURATIONS

Figure A5: SPG and IDPG LoRA rank impact on retrieval perfor-
mance and expanded data distribution. (a) effect of SPG rank settings
on performance; (b) effect of IDPG rank settings on performance with
SPG rank fixed at 32.

To determine the optimal
rank values of LoRA uti-
lized in the SPG and IDPG,
we evaluate their perfor-
mance under various rank
settings on the CUHK-
PEDES dataset within a
few-shot scenario. Here,
the Fréchet Inception Dis-
tance (FID) metric quanti-
fies the distributional diver-
gence between expanded
images and the CUHK-
PEDES test set. Conduct-
ing a direct binary search
jointly on the rank values
of SPG and IDPG would
require substantial compu-
tational resources, as each
evaluation involves gener-
ating 400,000 image-text pairs. Therefore, we first optimize the rank value for the SPG individually
and subsequently determine the optimal rank for the IDPG based on this result. In the scenario
involving only SPG, the TIPS framework directly employs the SPG to generate five images per
prompt, representing images of the same identity. Figure A5a illustrates that as the rank increases,
SPG’s number of learnable parameters grows, enhancing its fitting ability to the training-domain
distribution, and thus steadily reducing FID scores, signifying improved alignment with the target
domain. However, this improvement at the distributional level does not linearly translate into better
retrieval performance. Specifically, retrieval metrics improve when the rank is below 32, yet the
benefits diminish beyond this point. Notably, a slight performance degradation is observed when
the rank surpasses 64, likely due to overfitting, wherein an excessive number of parameters cap-
tures domain-specific artifacts, consequently reducing generation diversity. Conversely, insufficient
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ranks (e.g., ranks below 32) limit the model’s capacity to adequately learn domain characteristics.
Balancing efficacy and efficiency, we thus select rank r = 32 for SPG as the final configuration.

Based on this setting, we incorporate IDPG to expand person images, with the performance under
different ranks illustrated in Figure A5b. Observing the trends, we find a similar phenomenon to
SPG: increasing rank values progressively reduce FID scores between generated images and the test
domain. Nevertheless, when the rank exceeds 32, the introduction of additional trainable parame-
ters leads to a decrease in retrieval performance. This occurs because the abundance of parameters
encourages the IDPG to preserve not only the original person characteristics but also excessive back-
ground details. Given that SPG has been trained on limited samples from the current domain, ex-
cessive imitation of backgrounds effectively reduces FID but results in more monotonous expanded
images, thereby negatively affecting retrieval performance. Considering these factors comprehen-
sively, we similarly adopt rank r = 32 for IDPG as the final configuration.

D.2 QUALITATIVE RESULTS

MULTI-RESOLUTION GENERATION OF SPG

A young woman with long 
brown hair is  wearing a 
white cropped hoodie, high-
waisted blue jeans, a black 
leather belt ,  and white 
sneakers. She is holding a 
transparent umbrella.

An elderly man with black 
hair is wearing a plain gray 
jacket, a smoke-colored 
scarf, a light gray sweater, 
black trousers, a slim black 
belt, and polished black 
leather shoes. He is walking 
down a city street.

Prompt

Prompt

SPG

SPG

Reduce Resolution

H
igher A

spect Ratio

Reduce Resolution

H
igher A

spect Ratio

(W, H) = (192, 384)

Figure A7: Images generated by SPG with identical prompts
but different resolution conditions under a fixed physical
resolution setting. Within each group, image clarity de-
creases from left to right as the resolution lowers, while the
aspect ratio increases from top to bottom.

Figure A6 visually demonstrates how
the SPG, trained under different data
scales, effectively preserves the in-
herent characteristics of each dataset
while generating multi-resolution im-
ages. By examining these images,
we observe that synthetic samples
(highlighted in blue) accurately re-
produce the resolution distributions
and stylistic attributes of the original
images across various data scenarios.
Specifically, the expanded samples
from CUHK retain its broad resolu-
tion distribution, including very low-
resolution images, whereas the ICFG
and RSTP datasets maintain their in-
trinsic clarity characteristics. Under
conditions involving resolutions that
were not seen during training (high-
lighted in orange), SPG trained on ex-
tensive data still effectively generates
results of varying clarity based on dif-
ferent resolution conditions. Con-
versely, models trained on limited
data fail to demonstrate robust zero-
shot resolution adaptability, resulting
in generated images that inadequately
reflect the intended resolution inputs
due to insufficient training across a
wide range of resolutions. Therefore,
within the TIPS framework, to en-
sure stable resolution control during
seed person image generation, reso-
lutions are consistently sampled from
a list of resolutions encountered dur-
ing training. Additionally, in cases
without explicit resolution conditions (highlighted in green), generated images default to a preferred
degree of blur specific to each model. Moreover, the trained SPG successfully retains inherent
dataset-specific attributes, such as the characteristic pixelation of facial regions in the ICFG dataset,
allowing rapid expansion of additional images conforming to the original dataset distribution even
under low-data scenarios. Figure A7 further illustrates the precise control offered by SPG’s res-
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olution conditioning, which accurately modulates image clarity and aspect ratios at fixed physical
resolutions.

In particular, the textual inputs shown in Figure A6 are also generated by the LLM under a few-shot
scenario. Observations confirm that the generated texts successfully emulate the unique linguistic
styles of each dataset, including complete sentence descriptions typical of CUHK and age-prefixed,
long-form annotations seen in ICFG. More importantly, the LLM introduces entirely new scenarios
and clothing combinations absent from the original data, significantly enhancing data diversity dur-
ing the seed image generation phase of the TIPS framework. When further combined with IDPG,
image filtering, and caption generation, this approach enables the creation of higher-quality and
more diverse training data for TPR.

DECLARATION OF THE USE OF LARGE LANGUAGE MODELS (LLMS)

The use of LLMs serves as a general-purpose assist tool throughout the research and writing process.
Specifically, LLMs are used to generate diverse text prompts for the synthesis of person image
datasets in the proposed Text-Image Pairs Synthesis (TIPS) framework. These models facilitate the
creation of textual descriptions, ensuring high diversity and alignment with various datasets, as well
as helping to filter and refine generated images. However, it is important to note that LLMs do not
contribute to the ideation, structuring, or overall writing of the research paper. They are not used to
assist with the formulation of the main concepts, methodology, or results discussed in this paper.

This usage complies with the guidelines set for the responsible use of LLMs, ensuring that the
model’s role is clearly outlined and transparent without contributing directly to the core research
ideation or academic writing process.
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