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Abstract

Decision-making in various fields, such as medicine, is heavily based on conditional
average treatment effects (CATEs). Practitioners commonly make decisions by
checking whether the estimated CATE is positive, even though the decision-making
performance of modern CATE estimators (meta-learners) is poorly understood. In
this paper, we study optimal decision-making based on two-stage meta-learners
(e.g., DR-learner), which estimate CATE via a second-stage regression. We show
that these meta-learners can be suboptimal when used for decision-making in
common settings where the second-stage regression is over a restricted function
class (e.g., when using regularization or employing fairness/interpretability con-
straints). Intuitively, this occurs because such estimators prioritize CATE accuracy
in regions far away from the decision boundary, which is ultimately irrelevant to
decision-making. As a remedy, we propose a novel two-stage learning objective
that re-targets the CATE to balance CATE estimation error and decision perfor-
mance. We then propose a neural method that optimizes an adaptively-smoothed
approximation of our learning objective. Finally, we confirm the effectiveness of
our method both empirically and theoretically.

1 Introduction

Data-driven decision-making across various fields, such as medicine [19]], public policy [1}[39], and
marketing [58]], relies on understanding how treatments affect different individuals and groups. This
heterogeneity in the treatment effect across individuals is typically quantified through the conditional
average treatment effect (CATE). Then, a common approach from practice to obtain decisions from a
CATE is thresholding: individuals with positive CATE receive treatment, while those with negative
CATE do not [13|]. For example, in medicine, clinicians typically administer treatments to the subset
of patients who are expected to benefit from the intervention [37].

However, despite being widely used in practice, the optimality properties of such a thresholding
approach for decision-making are unclear. We argue that minimizing estimation error and optimizing
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for decision-making performance are inherently different objectives. Existing literature acknowledges
the distinction between CATE estimation error and decision-making performance [14] and draws
connections between the two in specific situations [7} (13| [12]]. Nevertheless, the optimality of
decision-making based on modern CATE estimators remains unclear, and approaches are missing for
how to improve thresholding-based decision rules.

In this paper, we study optimal decision-making based on two-stage meta-learners. Two-stage
meta-learners estimate CATE by employing a second-stage regression over a prespecified function
class. They are widely used in practice and include orthogonal learners such as the DR-learner [|55|
33]. We show theoretically that, while these methods may be optimal for CATE estimation, they can
lead to suboptimal decisions when combined with a thresholding approach, particularly when the
second-stage model class is restricted. This is crucial in various real-world applications, in which the
CATE model class is often restricted, e.g., due to fairness constraints [[18 35].

Intuition: Why are two-stage learners suboptimal for
decision-making? Fig.|[l|shows the results of one of our
experimental setups (details in Sec.[5), where the ground- ..
truth CATE (red line) is positive everywhere, except for

a small region of the covariate space. An optimal policy
is one that administers the treatment everywhere, except
for that region (because the treatment is harmful in that = o
region). Further, we show three two-stage learners with

a regularized model class: the estimator in blue (y = 0) >
achieves the lowest CATE estimation error, but yields the
wrong policy in the region of negative CATE. In contrast, ey
the estimators shown in violet (generated by our method
that we propose later) is preferred for decision-making: it
sacrifice a small amount of CATE accuracy to yield a better
downstream decision performance, so that the decisions
coincide with thresholding the ground-truth CATE.

20 Legend
«+++ Decision boundary
—— Ground-truth CATE
== PT-CATEY=0
== PT-CATEy=08
== PT-CATEy=095

Figure 1: Illustrative example show-
ing the suboptimality of CATE estima-
tion for decision-making. The dotted
lines show regularized two-stage CATE
estimators. The blue line corresponds

To address the shortcomings of the thresholding approach
from above, we propose a novel second-stage learning
objective that re-targets CATE to balance CATE estimation
error and decision performance. By doing so, we re-
target the CATE to a new estimand which we call policy-
targeted CATE (PT-CATE). Our PT-CATE can still be

to standard two-stage CATE estimation,
while the green and violet lines are gen-
erated by our method. The parameter ~y
quantifies the trade-off between CATE
estimation error and decision-making
performance. Details are in Sec. E}

approximately interpreted as a CATE, while leading to

superior policies. We further propose a neural method to optimize our objective and estimate the
corresponding PT-CATE. Our method follows a three-step procedure: first, we learn a neural network
to estimate CATE; second, we learn a separate neural network to identify regions where incorrect
decisions are made; and finally, we adjust the first neural network to improve decision-making in
these problematic regions.

Our contributionsE] are: (i) We show when two-stage CATE estimators with restricted model-classes
can be suboptimal for decision-making. (ii) We develop a novel two-stage learning objective that
effectively balances CATE accuracy and decision performance. For this, introduce a new estimand
for policy-targeted CATE estimation (PT-CATE). (iii) We propose a neural method for our learning
objective with theoretical guarantees and empirically demonstrate its ability to effectively trade-off
CATE estimation error and decision-making performance.

2 Related work

Our work connects to several literature streams below (see Appendix [A]for an extended version).

CATE estimation. Methods for CATE estimation can be broadly categorized into (i) model-based
and (ii) model-agnostic approaches. (i) Model-based methods propose specific models, such as
regression forests [21} [S9]] or tailored neural networks [23] |50] for CATE estimation. (ii) Model-
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agnostic methods (also called meta-learners) are “recipes” for constructing CATE estimators that can
be combined with arbitrary machine learning models (e.g., neural networks) [38,(9].

Meta-learners often follow a two-stage approach to account for the fact that the CATE is often
structurally simpler than its components (response functions) [33]]. Prominent examples of two-stage
meta-learners include the RA/X-learner [38]], [IPW-learner [9]], and the DR-learner [S5, |33]]. The
DR-learner has the additional advantage of being Neyman-orthogonal and thus being provably robust
against estimation errors from the first-stage regression [8, |16[]. In this paper, we show that such
two-stage learners can be suboptimal for decision-making when using restricted second-stage model
classes and propose a method to improve them.

(Direct) Off-policy learning (OPL). The goal in OPL is to directly learn an optimal policy by
maximizing the so-called policy value. Approaches for estimating the policy value from data follow
three primary approaches: (i) the direct method (DM) [47] leverages estimates of the response
functions; (ii) inverse propensity weighting (IPW) [51] re-weights the data such that they resemble
samples under the evaluation policy; and (iii) the doubly robust method (DR) [[11} |2] combines
both. Recent work has focused on enhancing finite-sample performance through techniques such as
reweighting [24,25]] and targeted maximum likelihood estimation [5]. Further, extended versions have
been developed for specific scenarios, including distributional robustness [31]], fairness considerations
[18]], and continuous treatments [30} 49].

OPL is different from our work as follows: OPL aims to directly learn a policy, thus bypassing
the need to estimate a CATE for decision-making. While this approach can optimize decision-
making performance, it often does so at the expense of making black-box decisions that are not
based on treatment effects. In contrast, our work prioritizes the interpretability inherent in CATE-
based methods while leveraging insights from OPL to improve decision-making performance. This
distinction is particularly relevant in fields like medicine, where the effectiveness of treatments is
often evaluated using CATEs, and the CATEs are then used to guide interpretable clinical decisions
[15].

CATE estimation vs. decision-making. In practice, it is common to use CATE estimators for
decision-making through thresholding [e.g., |13, 37]]. Yet, few works have formally studied the
effectiveness of this approach. One literature stream discusses the suboptimality of estimating CATE
for decision-making as compared with outcome/ response function modeling [[14} |13} |12]. In this
context, Zou et al. [63]] study a continuous treatment setting for counterfactual prediction and propose
to re-weight the loss with the inverse magnitude of the treatment effect. Additional works propose to
adjust the objective to tailor the learning process towards decision-making [4}|52[]. However, these
works do not focus two-stage meta-learners under model class constraints.

Relatedly, Bonvini et al. [7]] establish minimax-optimality results on the OPL performance of thresh-
olded two-stage meta-learners, but only under certain assumptions (e.g., assuming that the second-
stage model is well-specified). In contrast, we allow for the misspecification of second-stage models
(e.g., by incorporating fairness or interpretability constraints) and instead show in such cases that
two-stage learners may be suboptimal. Finally, [32] considers learning optimal treatment effect
rankings under possible resource constraints while we consider thresholding, i.e., treating everyone
that benefits from treatment.

Research gap: To the best of our knowledge, we are the first to show the suboptimality of two-stage
meta-learners for decision-making under model class restrictions along with proposing novel methods
for improving decision performance. Our work thus bridges a critical gap between the theoretical
understanding and the practical application of CATE estimation for decision-making.

3 Problem setup

3.1 Setting

Data: We consider a standard causal inference setting with a population Z = (X, A,Y) ~ P, where
X € X C R4 are observed pre-treatment covariates, A € {0, 1} is a binary treatment (or action), and
Y € R s an outcome (or reward) of interest that is observed after the treatment A. We assume that
we have access to a dataset (either randomized or observational) D = {(z;, a;, y;)}, of size n € N
sampled i.i.d. from IP. For example, in a medical setting, X are patient covariates, A is a medical



drug, and Y is a health outcome (e.g., blood pressure). Another example is logged data of A/B tests
in marketing, where X are user demographics, A is a binary decision of whether a coupon was given,
and Y is some reward such as user engagement.

Notation. We define the response functions as pq(z) = E[Y | X =z, A = a] fora € {0, 1} and the
propensity score (behavioral policy) as 7, (z) = P(A = 1 | X = z). We refer to these functions as
nuisance functions, denoted by n = (1, pto, ™). A policy is any function 7: X — [0, 1] that maps
an individual with covariates X € X to a probability (X ) of receiving treatment.

Identifiability: We use the potential outcomes framework [48]] and denote Y (a) as the potential
outcome corresponding to a treatment intervention A = a. The potential outcomes are not directly
observed, which means that we have to impose assumptions to identify any estimands from data.

Assumption 3.1 (Standard causal inference assumptions). For all ¢ € {0,1} and z € X it holds:
(i) consistency: Y (a) =Y whenever A = a; (ii) overlap: 0 < m(x) < 1 whenever P(X = z) > 0;
and (iii) ignorability: A L Y(1),Y(0) | X = «.

Assumption is standard in the causal inference literature [56, 9]. (i) Consistency prohibits
interference between individuals; (ii) overlap ensures that both treatments are observed for each
covariate value; and (iii) ignorability excludes unobserved confounders that affect both the treatment
A and the outcome Y. Note that (ii) and (iii) are usually fulfilled in randomized experiments, which
fall within our setting.

3.2 Mathematical preliminaries

Policy value. The decision-making performance of a policy = is usually quantified via its policy
value. Formally, the policy value is defined via

V(r) =E[Y(n(X))] = E[r(X)Y (1) + (1 —7(X))Y(0)] = E[m(X)p1(X) + (1 - 7T(X))uo(X()l]-)
Under Assumption 3.1} it is identified via V (7) = E[x (X )u1(X) + (1 — 7(X))po(X)], and thus
can be estimated from the available data.

CATE. We define the conditional average treatment effect (CATE) as
() =E(Y (1) =Y(0) | X = 2] = pu(x) — po(2), )

where identifiability in terms of response functions () follows again from Assumption The
CATE captures heterogeneity in the treatment effect across individuals characterized by X.

CATE estimation. A straightforward approach to estimating the CATE is the so-called plug-in
approach. Here, we first obtain estimators for the response functions fi; and fiy (which are standard
regression tasks) and then obtain a CATE estimator via 7pr(z) = fi1(z) — fio(z).

However, it is well known that the plug-in approach is suboptimal as it suffers from so-called plug-in
bias [34]. In contrast, state-of-the-art approaches for CATE estimation are based on the following
two-stage principle: in stage 1, one obtains estimators 7} of the nuisance functions 7, and, in stage 2,
one estimates the CATE directly via a second-stage regression

7g = arg Ignelél L;(g), 3)

where G is some function class and £,,(g) is a (population) second-stage loss.

Two-stage CATE meta-learners offer two key advantages: First, they enable to direct incorporationcof
onstraints on the CATE estimate, such as fairness requirements [45] |[35] or interpretability conditions
[54]]. Second, it leverages the inductive bias that the CATE structure is typically simpler than its
constituent response functions, making direct estimation more effective [33]].

Direct OPL: One approach for obtaining an optimal policy 7* is direct off-policy learning (OPL):
here, we directly maximize the estimated policy value and solve 7&p; = arg max e V() for some

estimator V() of V() over a prespecified class of policies II. An advantage of the OPL approach is
that it directly optimizes for decision-making performance. However, the obtained 7* is a black-box
policy and may be hard to provide with meaningful interpretation.

CATE-based OPL. Another common approach, which we focus on in this paper, is to use the
CATE 7(z) for decision-making by thresholding [13]. The approach has two steps. First, the CATE



7 is estimated via e.g., a two-stage meta-learner. Second, the CATE-based policy is obtained via
m+(x) = 1(7(z) > 0). The treatment is thus only applied to individuals with a positive CATE
(= individuals for which the treatment helps on average). To see why this is a valid approach note
that we can write the policy value as

V(r) = E[r(X) (11 (X) = po(X)) + po(X)] o E[x(X)7(X)], Q)

where o denotes equivalence up to a constant (irrelevant to maximization). Hence, the (ground-truth)
thresholded CATE policy 7, (x) maximizes the policy value if 7, € II.

A benefit of CATE-based policy learning is that the CATE provides individualized estimates of the
incremental benefits from treatment. Unlike direct OPL methods, which yield black-box policies
optimized solely for overall performance, the CATE 7(X) explicitly allows to quantify the net gain
from treatment. As a result, CATE-based policy allows to compare the estimated treatment effects
against domain knowledge. Further, CATE-based policy learning enables practitioners to weigh the
benefits against potential side effects when making treatment decisions, a critical consideration in
domains like personalized medicine.

3.3 Research questions

In this paper, we study the optimality of CATE-based policy learning when the CATE estimator 7g is
obtained via a second-stage regression over a function class G (as in Eq. (3)). More formally:

1) Do two-stage estimators 7g yield policies 7; that maximize the policy value V (7) among
thresholded policies m € Tlg = {1(g > 0) | g € G}?

If 7 € G (i.e., G contains the ground-truth CATE), optimality (in population) of 7; is guaranteed by
Eq. (@). However, in two-stage CATE estimation, G is often restricted such that 7 ¢ G. This occurs,
for instance, when fairness or interpretability constraints are imposed [54} [35]], or when regularization
is applied to smooth the second-stage model [33]. In this setting, we later show in Sec. [d.T| that there
can exist policies 7 € IIg with V(7) > V(7;). In other words, thresholding a two-stage CATE
estimator may not yield an optimal policy, even when the policy class is restricted in an analogous
manner. This leads to our second research question, where we seek a policy that achieves (i) a low
CATE estimation error and (ii) a good decision performance:

2) How can we learn a function g € G that satisfies two key properties: (1) g ~ 7 (g is a good
approximation of the CATE), and (ii) 7, (z) = 1(g(z) > 0) is approximately optimal, that is,
V(my) ~ V(n§), where 7§, is an optimal policy among the class I1g?

4 Re-targeting CATE for decision-making

We now answer both research questions from Sec.[3.3] First, in Sec. 4.1} we show the suboptimality
of two-stage CATE estimators for decision-making when 7 ¢ G. Then, in Sec. we propose a
new learning objective that balances CATE estimation error and policy value. Finally, in Sec.[4.3]and
Sec.[4.4] we propose a two-stage learning algorithm and provide theoretical guarantees.

4.1 Suboptimality of CATE for decision-making

To provide an intuition on why two-stage CATE estimators can be suboptimal for decision-making,
we first consider a toy example illustrated in Fig. 2] (left). Here, we examine a two-stage CATE
estimator with one-dimensional covariates X and G = {g(z) = az + b | a,b € R} being the class of
linear functions. Hence, the policy class we consider is IIg = {1(az + b > 0)}, which represents
the class of thresholded linear policies. The ground-truth CATE is nonlinear so that 7 ¢ G.

We make two key observations: (i) The optimal policy 7* = arg max ey, V() assigns a treatment
in the region of the covariate space where ground-truth CATE is positive, but no treatment in the region
where it is negative. This is equivalent to thresholding the ground-truth CATE (represented by the red
line). (ii) The optimal linear approximation to the CATE is g* € argmingeg E[(7(X) — g(X))?]
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Figure 2: Experimental results for our proposed method with G being the class of linear models.
Left: CATE estimator (blue) is the best linear approximation of the (nonlinear) ground-truth CATE
(red). Center: the trained a(X) detects the region in which the estimated CATE has the wrong sign.
Right: re-targeted CATE estimators using our proposed loss with trained «(X') and different -y values.

(represented by the blue line). Note that the blue line does not intersect the x-axis at the same point as
the true CATE. As a result, there exists a region where the policy 74 () = 1(g*(«) > 0) makes the
wrong treatment decision. Thus, the policy 7,4+ is suboptimal, i.e., V(7*) > V (7,4~ ). The optimal
policy is instead obtained by thresholding a linear function that intersects the z-axis at the same point
as the ground-truth CATE.

To generalize the above example, we derive the following theorem. We denote V,(7) =
E[7(X )7 (X)] to note the dependency of the policy value on the underlying ground-truth 7.

Theorem 4.1 (Suboptimality of CATE-based decision-making). Let G be a class of neural networks
with fixed architecture. Then, there exists a CATE 7* ¢ G, so that, for any optimal CATE approxima-
tion g;. € argmingeg E[(7*(X) — g(X))?], it holds that V;- (7=, ) < V- (m}.), for any optimal
policy T%. € argmaxrerr, Vo ().

Proof. See Appendix [B] O

Interpretation. Theorem demonstrates that, regardless of how we choose our class G in the
second-stage CATE regression, there always exists a ground-truth CATE for which the estimated
CATE is suboptimal in terms of thresholded decision-making (— thus answering (1)). Specifically,
there always exists a more optimal function g € G which, while not necessarily the best CATE
approximation, yields improved policy value.

In general, the discrepancy between CATE-based and optimal policy value is determined by how
well the CATE projection using the model class G can estimate the sign of the ground-truth CATE.
This depends on several factors, including (i) the error of the optimal projection (related to model
complexity), and (ii) the structure of the ground-truth CATE. As an illustration, consider Figure[2]
(left), where the discrepancy in policy value is characterized by the distance of the two points where
the blue (estimator) and red line (ground-truth CATE) intersect zero. For (i), we could make the
red line steeper (increasing the projection error), and thus can arbitrarily widen this gap to obtain
an arbitrary discrepancy between CATE-based and optimal policy value. For (ii), we could simply
shift the red line upwards, which would also widen the gap without changing the projection error.
In Appendix [B] we present an additional result bounding the discrepancy in policy values if we can
bound the CATE projection error via G.

4.2 A novel learning objective for re-targeting CATE

Basic idea. Motivated by our previous analysis, we propose a learning objective that learns a
re-targeted CATE, leading to an improved policy value while maintaining interpretability as an
approximate CATE estimator (— thus answering (2)). Our motivation comes from Fig. [2[ (right),
in which we observe that there exists a continuous set of solutions between the optimal CATE
approximation and the optimal linear function that maximizes policy value (after thresholding). The
basic idea is to minimize a convex combination of the CATE estimation error and the negative policy
value of the thresholded policy.

Definition 4.2. We define the ~-policy-targeted CATE (y-PT-CATE) as any solution g* minimizing
L(9) = (1 = 7E[(7(X) - 9(X))*] = 1E[L(g(X) > 0)7(X)]. Q)

over a class of function g € G.



The hyperparameter y controls the trade-off between CATE accuracy and policy value optimization.
For v = 0, the objective reduces to standard CATE estimation, while, for v = 1, corresponds to
pure policy value maximization (OPL) and thus disregards the CATE estimation error. We discuss
principled methods for selecting -y in Section4.4]

Optimization challenges. The loss in Eq. (3)) does not allow for gradient-based optimization due to
the non-differentiability of the indicator function 1(g(X) > 0). A naive approach would be to use a
smooth approximation of the indicator via the sigmoid function o(«g(X)) for a sufficiently large a.
However, this introduces a challenging trade-off: large values for « provide a better approximation
to the indicator function but suffer from vanishing gradients, while small values for o maintain
useful gradients but poorly approximate the indicator function. Furthermore, small values for o may
incentivize the model to compensate by increasing g(X ), thereby degrading CATE quality.

Adaptive indicator approximation. We address this optimization challenge by introducing «(X) >
0 as a function of the covariates X. That is, we approximate £ (g) from Eq. (§) via

L1.a(g) = (1= 9) E[(7(X) = 9(X))}] = vE[r(X)o (a(X)g(X))] (©)

for some fixed adaptive approximation «(X) > 0. Such an adaptive approach allows « to be large
when the sign of g is correct, thereby providing an improved indicator approximation in regions
where no signal from the gradient from the policy value term is needed. Fig. 2]illustrates this concept,
where we show an estimated CATE that is suboptimal for decision-making (left plot). The a/(X)
in Fig. 2] (center) is effective in identifying the region in the covariate space where the sign of g is
incorrect and provides gradients for these regions. Once we obtain a suitable «(X ), we can minimize
L, (g) to re-target the CATE estimate in regions of suboptimal decision-making (right plot).

Learning (X ). We obtain a loss for learning a(X) for fixed g by transforming the OPL component
in Eq. (3) into a classification problem (following an approach similar to, e.g., [61}3]]). We can write

Vi(mg) o E[7(X)my (X)] = E[|7(X)] 7y (X) sgn(7(X))] ©)

By noting that maximizing 1(g(X) > 0) sgn(7(X)) is equivalent to minimizing the binary cross-
entropy loss over g with label 1(7(X) > 0), we can obtain « for fixed g by minimizing

L1(0) = E[ [7(X)] €(a(X) g(X); 7(X))] ®)

where (u;y) = —1(y > 0)log(o(u)) — 1(y < 0)log(1 — o(u)), subject to a(z) € [a, o) for all
x € X and 0 < a. The scalar a can be tuned by minimizing the loss from Eq. (5) on a validation set.

Interpretation as stochastic policy. The policy 7, 4(z) = o(a(z)g(z)) can be interpreted as
the best stochastic policy that is achievable for a fixed g € G. Here, the CATE approximation ¢
determines the sign (i.e., whether to give treatment or not), while the approximation « determines the
stochasticity of the resulting policy. As shown in Fig. 2| «(z) will be large whenever g(z) has the
correct sign, therefore providing a policy 7, 4(z) that is closer to being deterministic.

4.3 Estimated nuisance functions

So far, we have assumed that the true CATE 7(X) is known, which is not the case in practice. To
address this, we employ a two-stage estimation procedure similar to established CATE estimators
[9.33]]. In the first stage, we obtain estimators 7) of the nuisance functions, n = (u1, o, 7). These
are standard regression or classification tasks that can be solved using various model-based methods
from the literature [50} |59]]. In the second-stage, we substitute these first-stage estimates into a
second-stage loss that coincides with Eq. (8) and Eq. (6)) in expectation.

To start with, we define

L7 o (9) = (1= NEY," = g(X))%] = vE[Y, o (a(X)g(X) | and £, (@) = E[ [V, [ £(a(X) 9(x); V)], (9)

where Y, is one of the following pseudo-outcomes:

Y= 1 (X) — po(X), Yt = A = po(X) + (1= 4) (1 () - Y), (10)

yIPW (A—mp(X))Y yDR _ XY — (X +(A—ﬂb(X))(Y—#A(X))
— o n p1(X) = po(X) () (1= 7 (X))

K T (X) (1 — mp(X))

Theoretical analysis. We now justify our pseudo-outcome-based loss from Eq. (9) theoretically. The

first result shows that minimizing E:”jam( g) provides a meaningful minimizer.



Theorem 4.3 (Consistency). If the nuisance functions are perfectly estimated (i.e., ) = n), the
pseudo-outcome loss L7, , (g) has the same minimizer as L', (g) w.rt. g € G for all a and

m € {PL,RA, IPW, DR}.
Proof. See Appendix [B] O

In practice, we use estimated nuisance functions 7, which means that Theorem may not hold for
o 77( g) due to possible nuisance estimation errors. However, the following results provides an
upper bound on how much the minimizer can deviate in the presence of estimation errors.
Theorem 4.4 (Error rates). Let g* = argmingeg L7, ,,(9) and § = argmingeg L1, -(g) be
the minimizers of the PT-CATE loss with ground-truth and estimated nuisances. Then, under the

additional assumptions listed in Appendix|B| it holds

19" = 911" S B (9:97) + M7, (1 =) +7Ca), (11)
. 2 A _ A . . . .

where || - || is the L*-norm, R, .(9.9") = L', :(9) — LT',, ;(g*) is an optimization-dependent

term, Co, > 0 is a constant depending on o, and iy IS the (pseudo-outcome-dependent) rate term,
defined via

MEL = MFY o [|in — pal|® + [l — pol?,  MiEWY o< |7y — m| |, (12)

My o< [l — | (11 = | + [1i0 — ol ) (13)

Proof. See Appendix [B] O

Theorem @] shows that, as long as we are able to estimate the nuisance functions 7 involved in
the corresponding pseudo-outcome reasonably well, we can ensure a sufficiently good second-stage
learner. Importantly, the doubly robust pseudo-outcome leads to a doubly robust nuisance error rate:
only either the propensity score 7, or the response functions p, need to be estimated well for the
second-stage learner to converge well.

4.4 Learning algorithm

We provide a concrete learning algorithm to obtain g(z) and «(x) from finite data. Given a dataset

D = {(x;,a;,y;)},, we can define empirical versions ﬁ:fa’ﬁ (9) of LT, +(g) and ﬁ;’fg’ﬁ(oz) of

5% ﬁ(a) by replacing expectations with empirical means. To minimize both empirical losses,
we propose to parametrize ag and gg as neural networks, where ¢ and 6 denote their respective

parameters. For training, we propose a three-step iterative learning algorithm (shown in Fig. [3):

o Step 1 (initial CATE estimation): train gy by minimiz-
ing £;”:0’%’ﬁ(g) over 6, using randomly initialized v
with ¢ frozen. This gives an initial CATE estimator. e Step

2 (region detection): train oy by minimizing ﬁT 90,7 (C0)
over ¢, keeping 6 frozen. The objective is for oy to iden-
tify covariate regions where gy produces incorrect predic-

tions of the sign. e Step 3 (CATE refinement): Retrain

go by minimizing Liﬁ%ﬁ(g) over 6, with ¢ frozen. This
step corrects gy in regions previously identified as having
incorrect sign predictions. Fig.[2]shows experimental re-
sults for each of the three steps of our algorithm. Steps 2

and 3 can be repeated iteratively until convergence. The pseudocode is in Appendix [C|

Figure 3: Overview of our second-stage
architecture and our learning algorithm.

Selecting ~. The parameter v quantifies the trade-off between CATE estimation error and decision
performance. Setting v = 0 corresponds to standard CATE estimation, while v = 1 corresponds to
OPL (ignoring a meaningful CATE estimation completely). As such, the selection of ~y is mainly
driven by domain knowledge. In practice, we recommend plotting the estimation CATE error and
policy value (e.g., as in Fig. @) and choosing ~ accordingly, or comparing trained models for multiple
values of v (sensitivity analysis). If the main objective is optimal decision-making, practitioners may



choose v ~ 1. The corresponding PT-CATE can be interpreted as the best CATE approximation
among all functions that can be thresholded for optimal decision-making as long as v < 1.

Additionally, the choice of - should reflect the expected misspecification of the function class G. If G
is overly flexible, then v ~ 0 may already yield near-optimal decisions, as G is capable of closely
approximating the true CATE. However, in many real-world scenarios G is deliberately constrained,
e.g., for interpretability, fairness, or due to limited sample sizes. In such cases, selecting a larger
allows to compensate for this model misspecification.

5 Experiments

We now confirm the effectiveness of our proposed learning algorithm empirically. As is standard
in causal inference [50, 9, |33]], we use data where we have access to ground-truth values of causal
quantities. We also provide experimental results using real-world data. Additional experimental
results and robustness checks are reported in Appendix [F

Implementation details. We use standard feed-forward neural networks with tanh activations for gy
and with ReLU activations for a.g. We use p(z) + a as the final activation function for a4 to ensure
ag(x) > a, where p(x) denotes the softplus function. We perform training using the Adam optimizer
[36]. Further details regarding architecture, training, and hyperparameters are in Appendix [C]

Evaluation. We evaluate a function g learned by our method using two established metrics [50,
24]: (i) the precision of estimating heterogeneous treatment effects (PEHE) E,[(g(X) — 7(X))2],
which quantifies the CATE estimation error, and (ii) the policy loss (negative policy value) given
by —E,[1(g(X) > 0)7(X)]. For the experiments using simulated datasets, we use the known
ground-truth CATE 7(X) for evaluation. For the experiments using real-world data, we evaluate by
using the doubly robust pseudo-outcome YﬁDR instead, as the ground-truth CATE is not available.

Baselines. Standard two-stage CATE learners (i.e., PI/ RA/ IPW/ DR-learner) correspond to our
method when setting v = 0. To ensure a fair comparison, we use the same neural network architecture
for all values of y in our experiment. We refrain from benchmarking with specific model architectures
as we are not claiming general state-of-the-art results using our specific implementation. Additional
experiments using different model architectures are in Appendix [F} Of note, OPL methods can be
viewed as a special case of our method when setting v = 1.

Simulated data. Experiments with ground-truth nuisance functions. Fig.|l|and Fig. [2| (right) show
the results of stage 2 of our PT-CATE algorithm for different values of v when using ground-truth
nuisance functions in the first stage of Algorithm|I] The results show visually that our algorithm is
effective in improving the decision threshold (and, thus, the policy value) as compared to the result
for v = 0, while maintaining good CATE approximations.

Figure 4: Experimental results for setting A. Shown: PEHE and policy loss over v (lower = better).
Shown: mean and standard errors over 5 runs.

Figure 5: Experimental results for setting B. Shown: PEHE and policy loss over v (lower = better).
Shown: mean and standard errors over 5 runs.



Experiments with estimated nuisance functions. We now consider two settings to analyze the
effectiveness of our algorithm when using estimated nuisance functions in stage 1. In setting A, we
consider a synthetic dataset with nonlinear CATE and aim to learn a linear g (similar to Fig. [I). In
setting B, we consider a non-linear but regularized ¢ (similar to Fig. 2)). Details regarding the datasets
are in Appendix

Results. We report PEHE and policy loss for all four pseudo- ... ~-o01m0
outcomes (PI, RA, IPW, and DR) in Fig. 4| (Setting A) and p 2l
Fig.[5| (Setting B). The results demonstrate that our algorithm is '
effective in decreasing the policy loss compared to the baselines oo, R r-one
(7 = 0) when increasing . The results for IPW and DR are
more noisy as compared to the ones for PI and RA, whichis ™" =\
likely due to higher variance as a result of divisions by propen-  _,. \

sity scores (a known issue for these estimation methods; see - e
[O). Nevertheless, our PT-CATE algorithm leads to a better ~ °® = &%
average decision performance across all estimation methods o 82 ek 05 @ 0w
while only minimally increasing the PEHE.

==
-
-

PEHE
-
loss

-=0.176 §

icy

Poll

\ --0.178

--0.180

~—~_

) o Figure 6: Experimental results for
Real-world data. Dataset. Here, we provide additional exper- peal-world data. Shown: PEHE

imental results using the Hillstrom Email Marketing dataset of 4pd policy loss over v (lower = bet-
n = 64000 customers. Details regarding the dataset and our  (er). Shown: Mean and 80% confi-

preprocessing are in Appendix @ dence intervals over 5 runs.

Results. Similar to the experiments with simulated data in
Fig.[@and Fig.[5] we plot the (estimated) PEHE and policy loss over different values of v and compare
it to the baseline CATE ~ = 0 (here: for the DR-learner). The results are shown in Fig[6] The results
are consistent with our experiments on synthetic data: our algorithm is effective in improving the
policy loss as compared to standard CATE estimation (y = 0).

We also compare against the behavioral policy that generated
the data (i.e., using the propensity score 7 as a policy). For
this, we report the improvement over the behavioral policy for
different values of v in Tablem As we can see, using our PT-
il Policyvalue _ Tmprov. _ Tmprov- %) C ATE algorithm with v = 0.98 can lead to a 24.45% improved
Obs poliey 14500000 — - response probability as compared to just using a CATE-based

Table 1: Improvement of our PT-
CATE-based policy over the obser-
vational policy.

v=0 1.738 £ 0.045 0.029 19.827 .

¥ =02 1.7924£0.014 0034 23.579 pohcy (’}/ = O).

v =04 1.796 +0.009  0.035 23.823

¥ =08 1.803+0.004  0.035 24.346

y=0.9 1.804 +0.006  0.035 24.423

¥=0.98  1.805+0.006  0.035 24.451 6 DiSCllSSiOIl

Reported: policy values (mean =+ std dev) x 10
and average improvement over 5 seeds.

In this paper, we showed that standard two-stage CATE esti-

mators can be suboptimal for decision-making and propose
a policy-targeted CATE (PT-CATE) to balance estimation and decision performance. Our neural
algorithm improves CATE for decision-making while maintaining interpretability as CATE.

Limitations: If the second-stage model class is not restricted, our method will not lead to improve-
ment over existing two-stage learners. However, it will also not introduce additional bias as the
PT-CATE simplifies to standard CATE.

Societal risks: As with any causal inference methods, there are risks of misuse if applied without
proper understanding of underlying assumptions or in contexts with significant unmeasured confound-
ing. Additionally, automated decision systems based on our approach could perpetuate or amplify
existing biases if training data reflects historical inequities.

Future work: Future directions may include extensions to other settings, such as time series
and reinforcement learning (e.g., Q-learning), as well as real-world validation in healthcare and
public policy. Furthermore, one may consider incorporating uncertainty into our method using
e.g., Bayesian approaches. Finally, methods for variance reduction such as stabilized weighting or
propensity clipping may be employed to improve performance in practice.

Conclusion: In sum, our method provides practitioners with a principled tool for reliable, data-
driven decision-making by improving the decision performance of two-stage meta-learners under
model-class restrictions.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: All claims are either backed theoretically (Sec.[d) or empirically (Sec. [5).
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Appendix [6]
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: See Appendix [B]

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: See Sec. ] Sec. 5] Appendix [C} Appendix [D} and Appendix [E] Code is
provided.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

15



Answer: [Yes]

Justification: Code is available via anonymized GitHub and can be used to reproduce
experiments.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Appendix [C]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Error bars provided over multiple runs.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See Appendix [C]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: The code of ethics was respected in every step.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See Appendix [6]
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No such components have been used.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: No existing licenses used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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13.

14.

15.

16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The repository comes with documentation about project structure and code.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No human subjects involved.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Not applicable.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Extended related work

A.1 Deep learning for CATE estimation

In recent years, deep neural networks have gained considerable traction for estimating the conditional
average treatment effect (CATE) due to scalability reasons and the ability to extract complex features
from multimodal data. Notable advances include methods for learning representations that improve
CATE estimation through balancing techniques [23} 50, 62], disentanglement strategies [20]], and the
incorporation of inductive biases [9}|10].

While these approaches focus on estimating the nuisance functions 7, they do not estimate CATE
directly. Instead, they are compatible with two-stage meta-learners, including the algorithm proposed
in this work. Importantly, existing approaches prioritize accuracy in CATE estimation rather than
exploring the interplay between CATE estimation and decision-making, which remains a gap in the
existing literature.

A.2 Orthogonal learning

Orthogonal learning (also called debiased learning) is rooted in semiparametric efficiency theory,
which has become widespread in estimating heterogeneous treatment effects [57, |56|]. These learners
are designed to be robust against errors in nuisance function estimation and offer strong theoretical
guarantees.

For CATE estimation, orthogonal learning has been proposed by [[8}|16]]. Specific instantiations are,
for instance, the DR-learner [55] 33]] and the R-learner [46]], where the latter can be interpreted within
the broader context of overlap-weighted DR estimators [42]. Orthogonal learners are, by construction,
two-stage meta-learners and thus are applicable to our proposed framework. In this work, we leverage
the DR-learner outlined in Eq. (I0), but extensions to the R-learner/ overlap-weighted methods could
be of interest for future research.

A.3 Dynamic settings

Both off-policy learning (OPL) and CATE estimation have a well-established history in dynamic
settings, where treatments are administered, and outcomes are observed over time. In the context of
CATE estimation, methods have been developed for both model-based approaches [40) 6, 41[] and
model-agnostic techniques [17]]. For OPL, dynamic treatment regimes have been extensively studied
[43] 1441160, 28], alongside reinforcement learning approaches for Markov decision processes under
stationarity assumptions [22} 53} 29} 26| 27]]. Extending our approach to dynamic settings presents an
intriguing avenue for future work. Such extensions could address challenges unique to temporal data,
including time-varying confounding.
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B Proofs

B.1 Proof of Theorem 4.1

Proof. Let S be the set of step functions

dneN dJa=xg<z1<--- <z =0,

S = {f Hlasb] = R‘ Jei,co,. .., ¢, € Rsuchthat f(z) =30 ¢; 1z € [z, ;) } 14

Let Sg denote the set of step functions 7 such that the optimal approximation g” gets the sign correct
everywhere, i.e.,

Sg = {7’ € S|sgn(g-(x)) = sgn(r(x)) forall z and g, € argrgneig]E[(T(X) - g(X))Q}} . (15)

Note that Sg is non-empty as any constant positive function is in Sg.

For any 7 € S, we define the supremum norm as ||7{|oc = Sup,¢[q 4 [7(2)[. We set

M = sup [[7]|uc. (16)
TESG

By definition of the supremum, there exists a sequence {7, }»,>1 C Sg such that
ITnlloc = M asn — oo. (17)
Hence, for any fixed € > 0, one can select an index n. such that

o > M —e. (18)

7.

Therefore, there exists a corresponding approximation

gra, € argmin E[(7,.(X) — 9(X))’], (19)
g
satisfying
sgn(gr, (z)) =sgn(r,,) forallz € [a,b], (20)
which implies that the corresponding thresholded policy TG, is optimal, i.e.,
€ V- . 21
Moy, € arg max Ve, (m) €3}

Because 7,, € Sg is a step function, there exists an interval I, C [a, b] of positive measure so that
|Tn. ()] = |75 llooc > M — € forallz € I, (22)

on which |7*(x)| is nearly || 7 || oo-

Let € > 0 be fixed, and let § > €. We define the CATE 7* as

Tn. (@) + 0 sgn(1,, (x)), ifxel,
(@) = () + 8 sgn (7, (2)) | o3
Tn. (), ifx ¢l
Then, by definition of 7%, we have
7Nl > M, (24)
which implies by definition of M that 7* satisfies
" ¢ Sg. (25)

That is, the optimal approximation of g, with functions in G must fail to preserve the sign of 7% on a
subset of positive measure &, i.e.,

sgn (g, (z)) # sgn(r*(z)) forallz € £. (26)
We now compare the plug-in policy induced by g,«, i.e.,

Mg (1‘) =1 (gT* (93) > 0) ) 27
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against the policy obtained by thresholding an approximation of 7,,_(z), i.e.,

Ty, (€) =1 (gr, (x) >0). (28)
On the set £, the decisions made by 7, and 7 differ in a way such that
Ve (g, ) < Vys (wgms ). (29)

Furthermore, 7,,_ and 7* have the same sign by definition, which implies together with Eq. that

Ty, € arg TIrrelia_é Vs (1), (30)

Tne

because 7, € Sg and thus g, € Ilg. Hence,
Ve (g, ) < max Vi (), 31)

mwellg

which completes the proof. O

B.2 Proof of Theorem 4.3

Proof. One can show that, for all pseudo-outcomes Ynm, it holds that

EY," | X] =7(X) (32)
(see e.g., [9] for a proof). Hence, we can apply the tower property and write
L2 a(9) = (L= N E[(Y;" = 9(X))*] = vE[¥;"0 (a(X)g(X))] (33)
= (1= E[(¥;" = 7(X) +7(X) - 9(X))*] = 7B [E[¥;"0 (a(X)g(x)) |X ||
(34)
o (1= E[(r(X) = g(X))” +2(r(X) = g(X)) (¥;" = 7(X))] (35)
~7E [E[r(X)o (a(X)g(x)) |X]|
—(1-9)E [E[(T(X) —g(X))* +2(r(X) — (X)) (V" — 7(X))] |X} (36)
~ VE[r(X)o (a(X)g(X))]
= (1= E[(r(X) = 9(X))*] =7E[r(X)o (a(X)g(x))] &)
= L7 (9)- (38)
O

B.3 Theoretical result with nuisance errors (Theorem [4.4)

In the following, we provide a new, slightly stronger theoretical result than in Theorem {.4]but which
guarantees that minimizing our proposed loss results in a reasonable PT-CATE estimator, even when
the nuisance functions are estimated with errors. Importantly, we upper bound of the PT-CATE
error on the nuisance errors of the respective adjustment method (pseudo-outcome). For the DR

pseudo-outcome, we establish a doubly robust convergence rate.
Theorem B.1. Let g* = argmingeg L7, , (9) and § = arg mingeg Eﬁaﬁ(g) be the minimizers of
the PT-CATE loss with ground-truth and estimated nuisances for a fixed indicator approximation o

and ~y € [0, 1. We assume the following regularity condition: there exists a constant 6 > 0, so that,
forall g € star(G, g*) = {tg* + (1 — t)glg € G}, it holds that
E|-Y;"0" (a(X)g(X)) (X)*(9(X) — g*(X))?
g™ —alI?
where ||g* — §||> = E[(g*(X) — §(X))?] denotes the squared Ly-norm and o (-) denotes the
second derivative of the sigmoid function. Furthermore, assume that the propensity estimator and

>0, (39)
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ground-truth response functions are bounded via p < 7t(x) < 1 — p and |pq(z)| < ¢ for constants
p,c>0andforallx € X.

Then, for all py, ps > 0 so that (1 —y)p1 + 3p2 <1 — 7+ gfy, it holds that

m o m (1—)
R%a,ﬁ(g’g )+Mn n( +72P2)
1—p1+v(5—1+p1—7) ’

where R, :(9,9%) = L', 5(9) — LT, 7(g") is an optimization-dependent term, Co, > 0 is a

constant depending on o, and M. iy IS the (pseudo-outcome-dependent) rate term, defined via

g™ = glI*> < (40)

M};z:Mﬁg‘:QHm—N1H2+2||ﬂo—uo||2 41)

2

C
MEWY = — |7y — m||? (42)

p

2. . .
MPY = il o1 (1 — | * + [1fio — pol[?) - 43)
Proof. Recall that

L (9) =1 =71 E[Y," —g(X))*] - WE[YJ”U (a(X>g<X))} (44)
=1 =LY use(9) — 7Ly o (9)- (45)

We can write
L7vise(9) = B[(Y7" — g% (X) + g"(X) — §(X))?] (46)
= Lowise(9") + 119" = 911> = 2B [(V3" — ¢" (X)) (3(X) — " (X))] . @47

For L7 (), we can do a functional Taylor expansion, i.e., there exists a g € star(g, g*) with
m ~ m * m * ~ * 1 m —\[A * A *
L5a(9) = Lialg") + DgLia(97)g = 971 + 5DgDgL5.0(9)I9 — 97,9 — g7, (48)

where D, denotes the functional derivative.

For the first-order derivative, we obtain

D365~ g") = TE V0 @(X)(g" (O +10X) - ON] |, @9)
=E [V"0' (a(X)g" (X)) a(X)(9(X) — g"(X))] (50)

where o’/ (+) denotes the derivative of the sigmoid function.

For the second-order derivative, we obtain

DyDy L399 — 97,9~ 97 (51)
dfd E [Yi"o (a(X)(g(X) +4(§(X) — g"(X)) + v(3(X) — g"(X))))] Lzyzo (52)
= %E Yo" (a(X)(9(X) + 45(X) = g" (X)) A X)(G(X) = g"(X)D] | __ (53)
=E[¥7"0" (a(X)g(X)) o(X)*(5(X) - g"(X))?] (54)
< —dllg" - Il (55)

where the last inequality follows from the regularity assumption.

Putting everything together, we obtain that
LYo 3(9) = (1= (Cimse(g™) + g™ = glI* = 2B [(V;" = ¢"(X)(3(X) — g"(X))])  (56)

=1 (L6 + B [V (005" (X)) a0 @C0) - (0] - " — al1?)
(57)
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or equivalently

(1-v+ 5v)llg —gl? <R7, ;59,97 +2(1 = E (Y7 — g* (X)) (§(X) — g"(X))]
+AE [V 0" (o X)g* (X)) (X)) ((X) — g (X))],
where RT', (3,9 *) = L£r, . (g) — L7, n( ).
E[(Y;" — g"(X)(@(X) — g"(X))] = E[(YV;" = Y,;")(§(X) — g*(X))]
+E (Y, — g"(X))(9(X) — g*(X))]

E[(A™(X)(9(X) = g"(X))]
+E[(7(X) — g"(X))(9(X) = ¢"(X))]

with A™(X) = E[Y;” — Y| X]. Similarly,
E[Y; 0" (a(X)g" (X)) (X)(9(X) — g"(X))]

=E[A™(X)o’ (a(X)g" (X)) a(X)(9(X) — g"(X))]

+ E[7(X)o" (a(X)g™ (X)) a(X)(9(X) —

Putting everything together, we obtain

(I—v+ Jv)l\g =l < R} 5(9.97) + 2(1 = NE[(A™(X)(9(X) — g7 (X))]
+2(1 = E[(7(X) — ¢"(X))(9(X)

+AE[A™(X)o" (a(X)g™ (X)) o

+AE[r(X)o’ ((X)g™ (X)) a(X)(3(X) — g"(X))].

Note that

21 =y)E[(r(X) — ¢"(X))(9(X) — ¢

+E[7(X)o’ (a(X)g™ (X))
:_( )D ‘CnMSE(g )9 —
—DyLF 0 (97)]g — 97

¥sa,m

*

<0

because g* is a minimizer of the oracle nuisance loss ﬁ,yma n* Hence,

(1—7+6v)|\g =l < R} 5(9.97) +2(1 = NE[(A™(X)(9(X) — g7 (X))]
+1E[A™(X)o" (a(X)g" (X)) a(X)(9(X) — g™ (X))].

For the different pseudo outcomes, we can write

(58)
(59)

(60)
(61)
(62)
(63)
(64)

(65)
(66)
(67)

(68)
(69)
(70)
(71)

(72)
(73)
(74)
(75)
(76)

(77)
(78)

(79)
(80)

81)

API(X) = i (X) — i (X) + fo(X) — po(X)
ARA(X) = m(X) (10(X) = fio (X)) + (1 = (X)) (s (X) = pu (X))
() po(X) .
M) = BUS m(X) = 70(X)) — TEE S (u(X) — m(X)
APR(X) = s (0 (X) = R0 () = 41 (X)) = T () = m(3)) (0 ()
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By applying the Cauchy-Schwarz inequality, we obtain

E [(AT(X)(9(X) — ¢"(X))] < 119 — ¢"I| (1t — pua | + Ilfzo — proll) (83)
E [(ARM(X)(3(X) — g"(X))] < 13— o] ([l — |l + |10 — o] (84)
E[(A™YOGEX) ~ g (0] < 18 =gl 17 = mll (85)

. N . (1. N .
B [(APRC0GC0 - 0" CO)] < 1 971 (3113 = mll (1 = pall + Lo = sal)) - 86)
By applying AM-GM inequality and the fact that (a + b)? < 2(a? + b?), it holds for any p > 0 that
R . . . 2 0. .
2E (AP0 - g ()] £ pllg = 071+ 2 (i =l + M= pol®) 87

2E [(A™A(X)(

>

2
(X) = g*(X)] < pillg — "> + o (Ilan = pa|]? + |10 — pol?) (88)

2 [(ATPW (x)(

>

2
* ~ * c A~
(X)—g*(X)] <mllg—g ||2+—p1p2|\wb—wb\|2 (89)

2
2E [(APH(X)(3(X) — " (X))] < pallg = g7II* + pell = ml* (11 — pal* + Ilio = ol ?) -
(90)

We can write this in generalized form via
~ * ~ * 1 m
2B [(A™(X)(G(X) = g"(QO)] < pallg = g"IF + M, oD

2

Using the same arguments and the fact that we can upperbound ¢/ (a(X)g*(X))” a(X)? < C,, for

some constant C, > 0, we obtain
E[A™(X)o" (a(X)g"(X)) a(X)(3(X) — g"(X))] < %Hé —g'1* + %M%- (92)
Hence, it holds that
(=74 3l =41 < Rfaglag) 4 (1= ) (mlla = 1P+ S0, ) 09
+9 (”;Ig ~g"IP + gj;M%) , 94)

or, equivalently, for py, pp so that (1 —)p1 + 3p2 <1 -7+ gfy, we have

~ 1 Co
* g||2 < R’?aaﬁ(g’g*) + (1 B ’Y)EMUI?U + VEMUZ?U

g (95)
L=y + 3§y = (1= — 302
m Ak m (1—v) Cao
), (5 15
L—pi+v(5—1+p —2)
O

B.4 Additional result bounding policy value discrency with projection error

If the projection error is small (i.e., our learned CATE is close to the ground-truth CATE), we are
able to bound the discrepancy in policy value as follows.

Lemma B.2. Let the true CATE be 7(x) = pu1(z) — po(x) € L*(P). For a function class G C L*(P),
define its L?-projection of T as

g" = argmin E[(r(X) —g(X))?],
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and let e5 = ||T — g*||2. Furthermore, introduce the corresponding thresholded trearment policies

mr(z) ={r(z) > 0},  mp(z) = W{g"(z) > 0},
and the (shifted) policy value

Then it holds that
0 < V(my)—V(mgr) < ea.

Proof. Define the disagreement set
M = {x:sign(r(z)) # sign(g”(z))}.
Then
A= V(n,) = Ving) = E[r(X) (m (X) = 74+ (X))] = Elr(X) Lua (X))
On M we have 7(X) g*(X) < 0, hence |7(X)| < |r(X) — g*(X)|. Therefore
A <E[[7(X) = ¢"(X)[1m(X)] S E[[7(X) = g"(X)[] = |7 = g"[ls < &2,

where the last inequality follows from Holder’s inequality. O
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C Implementation details

Estimation of nuisance functions We estimate all nuisance functions p1, po, and 7, with standard
feed-forward neural networks using 4 layers with tanh activations. The response functions i, are
regression functions, which we fit by minimizing the MSE loss on the filtered datasets where we
condition on A = a. Estimating the propensity score 7, is a classification task so that we apply a
sigmoid output activation function and minimize the binary cross entropy loss. For the synthetic
experiments, we mimic randomized controlled trials (RCTs) and use the ground-truth propensity
score which we assume to be known.

Second-stage model: For our second-stage model (Fig. [3), we model each of gy and « as feed-
forward neural networks with 4 layers with tanh activations for gg and ReLU activations for . For
the experiments with linear gy (i.e., Fig. 2] and Fig. i), we set gy to a single linear layer. For the
experiments with regularized gy (i.e., Fig.[l]and Fig.[5), we choose a custom regularization parameter
for each pseudo-outcome type that yields a misspecified initial CATE estimate. For the synthetic
experiments in Fig [ and Fig[5} we normalize gy by applying a tanh output activation in step 2 of
our learning algorithm (Algorithm|[T)) as we observed that this can stabilize the optimization of c.
We also applied a weighting scheme in step 3 via 1/c(X) to further encourage sharp indicator
approximation of regions where the initial CATE is correct. We ran our algorithm for K = 1 iteration.

Hyperparameters. To ensure a fair comparison, we use the same hyperparameters for each second-
stage learner across different v and random seeds. For reproducibility purposes, we report the
hyperparameters used (e.g., dimensions, learning rate) for all experiments and models (including
nuisance functions) as . yaml files[]

Runtime. For the second-stage models, training took approximately two minutes using n = 2000
samples and a standard computer with AMD Ryzen 7 Pro CPU and 32GB of RAM.

Full learning algorithm. The full learning algorithm is reported in Algorithm[I]below.

Algorithm 1: Re-targeted CATE estimation (PT-CATE)

1: Input: Training data {(z;, a:, ¥:) }i=1, pseudo-outcome type m, trade-off v € [0, 1], learning rates 74, 1a,
epochs E1, F», Es, iterations K.

2: Stage 1: Estimate nuisance functions 7 = (fi1, fio, 75 ); compute pseudo-outcomes {yy"; }.
3: Stage 2: Initialize parameters 6 (for g) and ¢ (for ).
4: for epoch =1,...,FE1 do

5: 0 6—mng Vgﬁgf%’ﬁ(gg) {Step 1}

6: end for

7. foriter =1,...,K do

8:  for epoch = 1,...,E2 do

9: ¢ +— ¢ — Na V(/)ﬁif’fge,ﬁ(aqb) {Step 2}

10:  end for

11:  forepoch =1,..., FEsdo

12: 0«0 —mg VoL, 5(g0) {Step 3}

13:  end for

14: end for

15: Output: go and .

3Code is available at https://github. com/DennisFrauen/CATEForPolicy,
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D Details regarding simulated data

Data-generating process. Our general data-generating process for simulating datasets is as follows:
we start by simulating initial confounders X ~ /[0,1] from a uniform distribution. Then, we
simulate binary treatments via

A | X ~ Bernoulli (7,(X)) 7
for some propensity score 7, (X ). Finally, we simulate continuous outcomes via
Y|X>ANN(/1'A(X)7€)7 (93)

where 14 (X) denotes the response function and ¢ = 0.01 the noise level.

o Dataset for Fig. Here, we emulate an RCT and set the propensity score to 7, (X) = 0.5. We set
the response function to 11, (x) = a(20(10z) — 0.5), where o(-) denotes the sigmoid function. We
sample a training dataset of size n,j, = 1000 and a test dataset of size 1y = 3000.

e Dataset for Fig. [Z]. Here, we again emulate an RCT and set the propensity score to 7, (X) = 0.5.
We set the response function to p, () = a(1(x < —0.25)(0.6sin(8(z +0.25)) +0.3) +1(—0.25 <
x < 0.25)(20(10(x+2)) — 0.5) + 1(z > 0.25)(0.5sin(10(x — 0.25) + 1.5)). We sample a training
dataset of size n,i;; = 1000 and a test dataset of size 1 = 3000.

e Dataset for Fig.[d Here, we use the same propensity and response functions as in Fig. [I] We
sample a training dataset of size n,;, = 2200 and a test dataset of size 1y = 3000.

e Dataset for Fig. |5, Here, we set the propensity score to m,(X) = ¢(0.1x). We then define the
response function as p,(z) = a(l(z < —0.25)(0.6sin(8(z + 0.25)) + 0.3) + 1(—0.25 < = <
0.25)(20(10(x + 2)) — 0.5) + 1(x > 0.25)(0.5sin(10(x — 0.25) + 1.5)). We sample a training
dataset of size n,in = 2200 and a test dataset of size ner = 3000.
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E Details regarding real-world data

The data is taken from https://causeinfer.readthedocs.io/en/latest/data/hillstrom|
html. The dataset consists of n = 64000 customers who purchased a product within the last
12 months and who were involved in an email experiment: group 1 randomly received an email
advertising merchandise for men, group 2 for women, and group 3 did not receive an email (control).
We study the effect of receiving a men’s merchandise email (A = 1) versus receiving no email at all
(A = 0). Covariates X include various customer features such as purchasing history. Finally, we
chose Y an indicator of whether people responded to the email (by clicking on the link to the website)
as our outcome Y. We split the data into a training dataset with 50% of the data, a validation set with
20%, and a test set with 30% of the data. All details regarding our data preprocessing are provided
within our codebase

*Code is available at https://github. com/DennisFrauen/CATEForPolicy,
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F Additional experiments

F.1 Motivational experiments with estimated nuisance functions
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Figure 7: Results from Figure 1 of the main paper but with using estimated nuisance functions
and doubly robust pseudo-outcomes. The dotted lines show regularized two-stage CATE estimators.
The blue line corresponds to standard two-stage CATE estimation, while the green and violet lines
are generated by our method for different values of . The results remain robust.
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Figure 8: Results from Figure 2 of the main paper but with using estimated nuisance functions
and doubly robust pseudo-outcomes. The dotted lines show regularized two-stage CATE estimators.
The blue line corresponds to standard two-stage CATE estimation, while the other ones show the
re-targeted CATE estimators using our proposed loss with different values for . The results remain
robust.
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F.2 Experiments with sample splitting
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Figure 9: Experimental results for setting A with sample sﬁlitting. We re-ran our experiments
from Fig. 4 of the main paper but use sample splitting. Shown: PEHE and policy loss over v (lower
= better) with mean and standard errors over 5 runs. Importantly, the results are consistent with
the results of our main paper.
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Figure 10: Experimental results for setting B with sample si)litting. We re-ran our experiments
from Fig. 5 of the main paper but use sample splitting. Shown: PEHE and policy loss over v (lower
= better) with mean and standard errors over 5 runs. The results are consistent with the results of
our main paper.
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F.3 Experiments with different nuisance model baselines
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Figure 11: Experimental results for setting A with TARNet. We re-run our experiments from Fig.
4 of the main paper but use now TARNet (Shalit et al. 2017) for estimating the nuisance functions.
Shown: PEHE and policy loss over «y (lower = better) with mean and standard errors over 5 runs.
The results are consistent with the results of our main paper.
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Figure 12: Experimental results for setting B with TARNet. We re-run our experiments from Fig.
5 of the main paper but use now TARNet (Shalit et al. 2017) for estimating the nuisance functions.
Shown: PEHE and policy loss over y (lower = better) with mean and standard errors over 5 runs.
The results are consistent with the results of our main paper.

33



--0660

., H
H w AN 8
i H < 5
& 000~ o 0.08- S 3
74¥\ --0.665%
\
N, [ 0.07- S,
w0 s e T el
Legend legend | TTmm=—eo
R —0e70
— = FerER 060 T e
== Policy loss PI 0.06~ — — Policy loss RA
010 == Baselne y=0 oess =2 Baseiney=0
075
o 0z o4 os 03 os o o2 o4 08 o5 os
v v
0650
0:105-
0:100-
0005~
w 0,090~ " 0660 %
& 2 z
0.085- K K
085
0060~ -
Legen < 0.075- Legenc
0075~ egend d egend
—= pevE PW —- peEDR | oero
- P -0.670 0.070~ == Policy loss DR T
0070~ __. Baseline y =0 == Baseline y=0
006
o 02 oe o8 03 om o oz o4 08 09 om
v v

Figure 13: Experimental results for setting A with SNet. We re-run our experiments from Fig. 4 of
the main paper but use now SNet [9] for estimating the nuisance functions. Shown: PEHE and policy
loss over vy (lower = better) with mean and standard errors over 5 runs. The results are consistent

with the results of our main paper.
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Figure 14: Experimental results for setting B with SNet. We re-run our experiments from Fig. 5 of
the main paper but use now SNet [9] for estimating the nuisance functions. Shown: PEHE and policy
loss over v (lower = better) with mean and standard errors over 5 runs. The results are consistent
with the results of our main paper.
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Figure 15: Experimental results for setting A with FlexNet. We re-run our experiments from Fig. 4
of the main paper but use now a version of FlexNet [9]] for estimating the nuisance functions. Shown:
PEHE and policy loss over 7y (lower = better) with mean and standard errors over 5 runs. The results
are consistent with the results of our main paper.
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Figure 16: Experimental results for setting B with FlexNet. We re-run our experiments from Fig. 5
of the main paper but use now a version of FlexNet [9]] for estimating the nuisance functions. Shown:
PEHE and policy loss over 7y (lower = better) with mean and standard errors over 5 runs. The results
are consistent with the results of our main paper.
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F.4 Experiments with multivariate covariates
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Figure 17: Experimental results for setting A with multivariate covariates. We re-run our
experiments from Fig. 5 of the main paper but use now sample X of dimension p = 5. Shown: PEHE
and policy loss over 7y (lower = better) with mean and standard errors over 5 runs. The results are
consistent with the results of our main paper.
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