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Abstract

It is difficult to evaluate machine learning classifiers without large labeled datasets,
which are often unavailable. In contrast, unlabeled data is plentiful, but not
easily used for evaluation. Here, we introduce Semi-Supervised Model Evaluation
(SSME), a method that uses both labeled and unlabeled data to evaluate machine
learning classifiers. The key idea is to estimate the joint distribution of ground
truth labels and classifier scores using a semi-supervised mixture model. The semi-
supervised mixture model allows SSME to learn from three sources of information:
unlabeled data, multiple classifiers, and probabilistic classifier scores. Once fit, the
mixture model enables estimation of any metric that is a function of classifier scores
and ground truth labels (e.g., accuracy or AUC). We derive theoretical bounds
on the error of these estimates, showing that estimation error decreases with the
number of classifiers and the amount of unlabeled data. We present experiments in
four domains where obtaining large labeled datasets is often impractical: healthcare,
content moderation, molecular property prediction, and text classification. Our
results demonstrate that SSME estimates performance more accurately than do
competing methods, reducing error by 5.1× relative to using labeled data alone
and 2.4× relative to the next best method.

1 Introduction

Large, labeled datasets are critical for evaluation in machine learning, but such datasets are often
prohibitively expensive or impossible to obtain [17, 24]. Exacerbating the challenge of evaluation,
the number of off-the-shelf classifiers has increased dramatically through the widespread usage of
model hubs. The modern machine learning practitioner thus has a myriad of trained models, but little
labeled data with which to evaluate them.

In many domains, unlabeled data is much more abundant than labeled data [8, 61, 49]. To take
advantage of this, we introduce Semi-Supervised Model Evaluation (SSME), a method that can
be used to evaluate multiple classifiers using both labeled and unlabeled data. The key idea is to
estimate the joint distribution of ground truth classes y and continuous classifier scores s using a
mixture model, where different components of the mixture model correspond to different classes.
The joint distribution allows us to evaluate performance on examples where we have access only to
each classifier’s scores, i.e. unlabeled examples. SSME can estimate any metric that is a function
of class labels and probabilistic predictions, including widely-used metrics like accuracy, expected
calibration error, AUC, and AUPRC. Concretely, we can evaluate a classifier on an unlabeled point
by using our estimate of P (y, s).
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Figure 1: Using SSME with two binary classifiers. SSME applies to settings in which classifier
scores are available for a set of examples, some labeled (left). SSME first fits a mixture model to
estimate the joint density of scores and labels (where s1 is the score assigned by the first classifier,
and s2 the second, middle panel). SSME next uses the mixture model to compute metrics with respect
to the expected label for each example (right). SSME can be applied to any number of classifiers and
classes K, and supports any metric that compares classifier scores to ground truth labels.

SSME is the first evaluation method to capture three key facets of modern machine learning settings:
(i) multiple machine learning classifiers, (ii) probabilistic predictions over all classes, and (iii)
unlabeled data. Simultaneously using all three is difficult because it requires accurately estimating
the (potentially high-dimensional) joint distribution P (y, s) with primarily unlabeled data. While
prior work captures subsets of these three sources of information [69, 57, 37, 15, 11] — for example,
augmenting labeled data with unlabeled data to evaluate a single classifier — no existing approach
accommodates all three.

We show both theoretically and empirically that by using all available data — multiple classifiers,
continuous scores over all classes, and unlabeled data — SSME is able to produce more accurate
performance estimates compared to prior work. We make three contributions:

1. We propose SSME, a method that incorporates unlabeled data, continuous classifier scores,
and multiple classifiers to produce more accurate performance estimates than prior work.
SSME is able to estimate any metric that compares predicted probabilities to ground truth
labels and accommodates varying numbers of classifiers and classes.

2. We prove that using unlabeled data and multiple classifiers improves performance estimation,
providing insight into SSME’s strong empirical performance across domains.

3. We show that SSME produces more accurate performance estimates compared to labeled
data alone and seven baselines, reducing metric estimation error by 5.1× relative to labeled
data and 2.4× relative to the next best method. We further validate SSME’s utility in two
case studies: evaluating large language models and subgroup-specific performance.

2 Problem Setting

We consider a setting in which a practitioner wishes to evaluate several classifiers using both labeled
and unlabeled data. Formally, there are M classifiers [f1, f2, . . . , fM ] designed for the same task,
which might differ in their training data, architectures, or optimization, among other possibilities.
Each classifier maps from the same input domain X to a probability distribution over K classes. Let
si = [f1(x

i), f2(x
i), . . . , fM (xi)] denote the concatenated set of classifier scores for data point xi;

Figure 1 depicts the setting.

We assume access to the set of classifiers and two datasets: (1) a small labeled dataset, DL =
{(xi, yi)}nℓ

i=1 and (2) a larger unlabeled dataset DU = {(xi)}nu
i=1. We assume that unlabeled data

is far more available than labeled data, i.e. nu >> nℓ, and that the unlabeled samples are drawn
from the same distribution as the labeled samples. Our goal is to use these two datasets to estimate
classifier performance using standard metrics such as expected calibration error (ECE) or accuracy. If
we knew the true label yi for each point xi, it would be straightforward to evaluate the performance
of each pre-trained classifier. However, the true label is not available for unlabeled examples, so we
instead aim to infer a distribution over ground truth labels.
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3 Method

Semi-supervised model evaluation (SSME) contains two key steps. First, SSME estimates the joint
distribution of ground truth labels y and classifier scores s — i.e. P (y, s) – using both labeled and
unlabeled data. Second, SSME uses the estimate of P (y, s) to compute metrics with respect to the
posterior over y implied by classifier scores s, allowing classifier evaluation using both labeled data
(where ground truth is available) and unlabeled data (where ground truth is inferred).

Step 1: Estimating P (y, s). SSME estimates P (y, s) using a semi-supervised mixture model,
where components of the mixture model correspond to different ground truth classes. Following
standard procedures in mixture model estimation, we optimize parameters of the mixture model θ by
maximizing the log-likelihood of the observed data. When y is unobserved, we treat it as a latent
variable and marginalize it out. Specifically, we optimize the following expression:

argmax
θ

P (S, Y ; θ) = argmax
θ

 nℓ∏
i=1

P (si, yi; θ)

nu∏
j=1

P (sj ; θ)
λU

 (1)

= argmax
θ

[ nℓ∑
i=1

log [Pθ(si|yi)Pθ(yi)]︸ ︷︷ ︸
Labeled Data Log-Likelihood

+λU

nu∑
j=1

log
K∑

k=1

[Pθ(sj |yj = k)Pθ(yj = k)]

︸ ︷︷ ︸
Unlabeled Data Log-Likelihood

]
(2)

where λU controls the relative weight of the unlabeled data in the likelihood; we fix λU = 1.

We optimize the above expression using expectation-maximization (EM) [19, 76], alternating between
the E-step, which estimates which mixture component (i.e. ground truth class) each data point belongs
to, and the M-step, which estimates the parameters of each component based on the soft component
assignments. Algorithm 1 details the EM procedure we use to fit our mixture model.

A technical challenge when fitting densities on bounded domains, as is the case with classifier outputs,
is boundary bias, where estimates of density are biased near edges of the domain [39]. To overcome
this challenge, we transform probabilistic predictions over K classes to points (“scores") in RK−1

using the additive log-ratio transform, which produces a one-to-one mapping between the two spaces
[1, 53]. Additive log-ratio transforms are a reparameterization trick: they transform the classifier
scores from a hard-to-model space — the probability simplex — to an easier-to-model space —
unbounded reals. Appendix E.1 provides the expression for the additive log-ratio transform.

Step 2: Estimating classifier performance given P (y, s). Once we have estimated the parameters
θ for the mixture model, we can use the fitted density to estimate metrics of interest, using the
procedure described in Figure 1. By estimating the conditional distribution Pθ(y|s), SSME can
measure performance with respect to the expected label of unlabeled examples (where we observe
only si). Specifically, we sample ground truth labels y from the distribution Pθ(y|s) for all unlabeled
examples. Labeled examples retain their ground truth labels. We then compute metrics with respect
to both the sampled and ground truth labels, and average the estimated metric across samples. SSME
can estimate any metric that is a function of classifier scores and ground truth labels; see Algorithm 2
for corresponding pseudocode.

The proposed approach enjoys several properties. By using a semi-supervised mixture model, SSME
takes advantage of unlabeled data to estimate P (y, s). SSME also naturally accommodates and
benefits from additional classifiers, because they can provide additional information about the ground
truth label of an unlabeled example (additional classifiers simply translate to additional dimensions
in s). Furthermore, the use of the additive log-ratio transform allows SSME to learn directly from
continuous class probabilities for each input, as opposed to discretized labels.

3.1 Implementation

SSME can accommodate multiple ways to parametrize the class-conditional distribution of scores
P (s | y) as long as they can be learned in the semi-supervised setting described above. We denote the
parameterized distribution as Pθ(s | y). In our experiments, we use a kernel density estimator (KDE)
to parameterize Pθ(s | y) and explore alternative parametrizations of P (s(i)|y(i)) in Appendix E.3.
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Algorithm 1: Estimating P (y, s) using EM

Input: Labeled set Dℓ = {(si, yi)}nℓ
i=1; Unlabeled set Du = {si}nu

i=1; si are ALR-transformed classifier
scores; Labeled-data weight λU ; number of classes K; total epochs T = 1000

Init: Initialize model parameters θ0;
Initialize class priors p0(y = k) = p̂(y = k) ; // empirical class distribution

1 for t← 0 to T − 1 do
2 E-step: compute responsibilities γik;
3 foreach s(i) ∈ Du do
4 for k ← 1 to K do

5 γik ←
pt(y = k)Pθt(s

(i) | y = k)∑K
ℓ=1 p

t(y = ℓ)Pθt(si | y = ℓ)
;

6 foreach (si, yi) ∈ Dℓ do
7 γik ← 1[k = yi] ; // fix to true label

8 M-step: update priors and θ;
9 for k ← 1 to K do

10 Nk ←
∑

Du
γik + λU

∑
Dℓ

γik ; // weighted effective count for class k

11 pt+1(y = k)← Nk/(nu + λUnℓ);

12 θt+1 ← argmax
θ

nu+nℓ∑
i=1

wi

K∑
k=1

γik logPθ(s
i | y = k),

13 where wi = λU for unlabeled points and wi = 1 otherwise;

Output: Final parameters θT and priors pT (y)

Kernel density estimators do not make parametric assumptions about the distributional form of each
component: this is useful for modeling distributions of predictions, which can vary widely across
tasks and classifiers. The KDE for the kth class is parametrized by bandwidth h and the kernel type
K. We weight each point by the probability it belongs to the component (i.e., a soft label). When si

is labeled, P (yi = k) = 1 for the true label k, and when si is unlabeled, we compute P (yi = k|s)
using the estimated density. For all experiments, we fit use a Gaussian kernel and estimate h using the
improved Sheather-Jones algorithm [10]. We optimize the parameters using EM over 1000 epochs.
We initialize component assignments by drawing a label for a given example according to the mean
classifier score across the set of classifiers.

3.2 Theoretical analysis

We motivate our approach by deriving bounds for how well a semi-supervised estimation procedure
can estimate classifier performance in a setting where classifier scores s are drawn from a mixture of
Gaussians.

Model of y and s. We consider a stylized binary classification setting drawn from previous work
[67] where classifier scores s are drawn from a balanced mixture of two Gaussians. For data in
the positive class, classifier scores are drawn from a multivariate Gaussian N (c, I). For data in the
negative class, classifier scores are drawn from a multivariate Gaussian N (0, I). Let nu refer to the
number of unlabeled examples, nℓ the number of labeled examples, and d the number of classifiers.
Additional classifiers increase the dimensionality of the multivariate Gaussian.

Performance estimation procedure. Having specified how classifier scores are generated, we
analyze how accurately a semi-supervised performance estimation procedure similar to our own
can estimate classifier performance. We consider a class of semi-supervised learning algorithms
frequently analyzed in prior work, UL+ [67]. UL+ algorithms first use the unlabeled data to identify
decision boundaries and then use the labeled data to assign regions to classes. AUCk and ACCk

represent ground truth performance of classifier k; ÂUCk and ÂCCk are performance estimators that
use UL+ to estimate a Gaussian mixture model, and use that model to estimate performance. We apply
bounds developed by [67] for errors in mixture model estimation to bound errors in performance
estimation.
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Theorem 1 Let ÂUCk, ÂCCk be estimated using a semi-supervised learning algorithm in the UL+
class of estimators. When nu ≳ max

{
d, d

||c||4 ,
log(nu)

min{||c||2,||c||4} ,
d log(dnu)

||c||6

}
and d ≥ 2, the following

bounds on error in estimated performance hold with probability 1− p:

|AUCk − ÂUCk| ≤ Φ
( ck√

2

)
− Φ

(ck − ϵc√
2

)
(3)

|ACCk − ÂCCk| ≤ Φ
(ck
2

)
− Φ

(ck − ϵc
2

)
(4)

where ϵc ≲ 1
p

(√
d

||c||2nu
+ ||c||e

− 1
2nl||c||2

(
1− C0

||c||2

√
d log(nu)

||c||2nu

)2)
and C0 is a universal constant.

The expression for ϵc captures its asymptotic dependence on nu, nℓ, d, and c. Smaller ϵc correspond
to smaller errors in performance estimation. Section C contains the full proof, which consists of two
steps: we first bound the error in estimating the separation of the two Gaussian components ||c||, and
then use the relationship between component separation and classifier performance to bound error in
estimates of AUC and accuracy.

Analysis. Our theoretical bounds have several implications. First, unlabeled data helps: increases
in nu reduce both the first term and the second term. This indicates why SSME outperforms baselines
that only make use of labeled data: additional unlabeled data improves our ability to accurately
estimate components of a mixture model (ϵc ≂ O(1/

√
nu)). Second, bounds tighten as separation

between components ||c|| grows, i.e. when classifiers in the set are more accurate. Third, bounds
tighten as the number of classifiers increases, so long as the increase in separation ||c|| outweighs the
cost of an additional dimension in d; we precisely characterize this setting in Section C.1. This helps
explain why SSME outperforms work that makes use of a single classifier, instead of several.

Our theoretical results are derived for a stylized setting frequently studied in prior work [59, 60,
67, 26]. While this setting differs from our empirical setting – for example, it uses a simplified
semi-supervised learning algorithm – we verify that trends our theory implies hold robustly in both
synthetic and real experiments (Sec. 5, D.1), including settings where these assumptions do not hold.

4 Experiments

4.1 Datasets and Classifier Sets

We select datasets and classifier sets to be realistic and diverse, capturing multiple modalities (EHRs,
text, and graphs), domains (healthcare, content moderation, chemistry), and architectures (logistic
regressions, graph neural networks, large language models). We report ground truth metrics for
the binary and multiclass classifiers in Tables S1 and S2 respectively. We also include a detailed
description of each dataset and classifier set in Appendix B.1. We summarize each dataset and
differences between classifiers in the associated classifier set below.

We evaluate SSME on five classification datasets: (1) MIMIC-IV [38], a dataset of Boston-area
electronic health records (EHRs) with three hospitalization outcomes (critical outcome, ED revisit
within 30 days, and hospital admission) with classifiers drawn from prior works [50]; (2) Civil-
Comments [9], a dataset of social media comments flagged as “toxic" or not by human annotators,
with pretrained classifiers downloaded from the WILDS benchmark [42]; (3) OGB-SARS-CoV
[33], a molecular property prediction task, with pretrained classifiers downloaded from WILDS; (4)
MultiNLI, a natural language task, with classifiers drawn from the SubpopBench dataset [73]; and (5)
AG News [75], a news classification task, using open-source and closed-source LLMs as classifiers.

4.2 Baselines

We compare SSME to eight baselines that use both labeled and unlabeled data to estimate performance
(with the exception of Labeled, the standard approach to classifier evaluation, which only uses
examples for which labels are available). The remaining baselines cover a broad range of approaches
one could adapt to semi-supervised evaluation and fall into three categories. For a full description of
each baseline’s implementation, please refer to Appendix B.2.
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The first category fits a model of P (y, s) using labeled data alone, then applies it to the entire
dataset . Each baseline does so in a different way: Pseudo-Labeled (PL) fits a logistic regression to
predict the true label from classifier scores; Bayesian-Calibration (BC) [37] fits a Bayesian model
to re-calibrate each classifier’s predicted probabilities; AutoEval [11] learns a function to debias
classifier predictions. The second category estimates the performance of individual classifiers. SPE
[69] fits a parametric mixture model to a single classifier’s predictions. Active-Testing [44] uses
active learning to select examples to label out of a pool of unlabeled examples based on a single
classifier’s predictions and evaluates the classifier on those examples. The last category of baselines
is drawn from the multiple annotator literature, where annotations are assumed to be discrete. We
compare to Dawid-Skene [18], which accepts discrete annotations from each classifier to estimate
the latent true label for each example. We also compare to Majority-Vote, which ensembles classifier
predictions by performing an accuracy-weighted aggregation of classifier predictions.

We also provide a comparison to completely unsupervised approaches (including ensembling where
the “ground truth" label is drawn based on the average classifier score) in Sec. D.10, and discuss
connections to weak supervision in Sec. D.9.

4.3 Evaluation

We evaluate SSME’s ability to estimate four performance metrics for binary classifiers: accuracy,
area under the receiver operating characteristic curve (AUC), area under the precision-recall curve
(AUPRC), and the expected calibration error (ECE). For multi-class problems, we evaluate accuracy
and top-label calibration error [32].

We partition each dataset into three splits: the classifier training split (used to train the classifiers
whose performance SSME estimates), the estimation split (used to fit SSME and estimate classifier
performance), and the evaluation split (used to produce a held-out, ground-truth measure of classifier
performance). All splits are sampled from the same distribution, except when estimating subgroup-
specific performance, where the evaluation split contains a subset of the test distribution.

To evaluate metric estimates, we measure the absolute error of the estimated metric, computed using
the estimation split, compared to the true metric, computed on the held-out evaluation split (averaging
over classifiers in the set). The estimation split consists of either 20, 50, or 100 labeled examples and
1000 unlabeled examples across all experiments. The size of the evaluation split is on the order of
thousands of labeled examples and varies by task (see Appendix B.1 for exact split sizes). To quantify
uncertainty, we compute 95% confidence intervals using the standard error of the mean across 50
random data splits (±1.96 × SEM). In line with prior work, we report rescaled estimation error for
each metric (where errors are relative to using labeled data alone), allowing us to standardize the
scale of errors across datasets and metrics [28].

5 Results

5.1 SSME produces more accurate performance estimates than prior work

We now compare SSME to eight baselines in terms of its ability to estimate classifier performance
on five binary tasks. All figures report rescaled metric estimation error (RMAE; lower is better) and
reflect performance estimation using 20 labeled examples and 1000 unlabeled examples. Results are
consistent across additional values of nℓ (50 and 100; see results in D.2), although labeled data grows
more competitive (as expected) with larger labeled dataset sizes.

Comparison to baselines SSME achieves lower mean estimation error (averaging across tasks and
metrics) than all baselines, indicating more accurate estimation of classifier performance. SSME
reduces estimation error by 5.1× relative to labeled data alone (averaged across tasks and metrics).
In contrast, the next best method reduces estimation error by 2.4×. SSME also outperforms baselines
on specific metrics. For accuracy, SSME reduces metric estimation error, relative to using labeled
data alone, by 5.6× (averaged across tasks); the next best method for each dataset reduces metric
estimation error by 2.0×. While the magnitude by which SSME beats baselines varies —for example,
SSME reduces error by 2.9× on AUC (averaged across tasks), while the next best method reduces
error by 2.6×— SSME consistently outperforms baselines across metrics. SSME performs on par
with or better than the strongest baseline in 51 of 60 dataset, metric, and labeled data combinations
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Figure 2: Metric estimation error on binary tasks (nℓ = 20, nu = 1000). Each point plots the
rescaled mean absolute error (RMAE) across runs, where 1.0 (dashed line) represents the RMAE
when using labeled data alone and lower is better. SSME (gray) achieves lower estimation error than
the baselines, averaging across metrics and 50 runs, reported for five binary tasks (y-axis). Results
reporting mean absolute error (unscaled) and 95% CIs are in Tables S3-S6.

we study, and significantly better in 31 settings (Tables S3-S6). Figure 2 summarizes how SSME
compares to several baselines across various metrics and tasks1.

Our results are also encouraging in absolute terms. With 20 labeled examples and 1000 unlabeled
examples, SSME estimates accuracy within 1.5 percentage points (averaging across tasks). The
closest baseline estimates accuracy within 3.4 percentage points. Results comparing SSME to the
next best baseline on other metrics (1.9 vs 3.8 on ECE; 3.6 vs 4.3 on AUC; 8.5 vs 10.2 on AUPRC)
confirm that SSME not only achieves more accurate classifier performance estimation compared to
prior work, but that the resulting performance estimates are reasonably close to the ground truth.

Consistent with our theoretical results, SSME estimates performance more accurately because it
makes use of all available information: multiple classifiers, continuous scores over all classes, and
unlabeled data. Dawid-Skene and AutoEval discretize classifier scores (although AutoEval does make
use of classifier confidence associated with each discrete prediction). Pseudo-Labeling, Bayesian-
Calibration, and AutoEval each learn a mapping from s to y using only the labeled data and apply
that mapping to the unlabeled data (rather than learning from labeled and unlabeled data together).
By jointly learning across both labeled and unlabeled data, SSME is able to generalize much better in
cases where there aren’t enough labels to estimate the joint distribution of classifier scores and labels
from labeled examples alone. Finally, Bayesian-Calibration and SPE learn from a single classifier’s
scores, and do not learn from multiple classifiers at once.

Comparison across metrics SSME provides the greatest benefits relative to labeled data alone
when measuring expected calibration error (ECE), with a reduction in estimation error of 7.2×
(averaging across tasks). ECE is harder to estimate with few labeled examples because it requires
binning and then averaging calibration error across bins, producing greater variability when the
number of labeled points per bin is small. We observe the smallest benefits relative to labeled data
alone when measuring AUPRC (a reduction in estimation error of 2.2×, relative to labeled data).

Comparison across amounts of labeled data SSME’s performance continues to improve with
more labeled data, but the advantage it confers over labeled data decreases: for example, with 20,
50, and 100 datapoints, SSME outperforms labeled data alone by 5.6×, 3.0×, and 1.6×. Similar
to labeled data alone, there are diminishing but positive returns to adding labeled data to SSME’s
performance estimation procedure.

Another way to quantify SSME’s benefit is to measure the amount of labeled data required to match
SSME’s performance, or the effective sample size (ESS), as introduced by prior work [11] (see
Appendix B.3 for implementation details). With access to 20 labeled examples and 1000 unlabeled
examples, SSME achieves an average ESS of 539 labeled examples for estimating ECE (averaging
over tasks). In contrast, the next best approach achieves an ESS of 110 labeled examples.

Comparison to marginal fit To validate the benefit of fitting the mixture model to multiple
classifiers simultaneously, we compare to an ablated version of SSME fit on a single classifier at a
time, SSME-M. SSME-M estimates the classifier-specific marginal distribution of P (y|s), and uses

1Fig. 2 omits results for Dawid-Skene (accuracy) and Majority-Vote (accuracy) on hospital admission, and SPE (ECE) because their higher
RMAEs distort the plotting scale. Tables S3 - S6 contain complete results across baselines, including uncertainty estimates.
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Figure 3: Metric estimation error for LLM classifiers (nℓ = 20, nu = 1000). SSME consistently
reduces estimation error relative to labeled data alone and does so more reliably than any baseline
capable of estimating performance in multiclass settings.

this estimate to evaluate the classifier in question. Doing so results in worse performance estimates
across metrics, tasks, and amounts of labeled data (Tables S3- S6) relative to our full model. This
agrees with our theoretical findings: each classifier provides distinct information about the ground
truth label for a given example, which SSME is able to use.

Supplementary results The supplement contains additional results. We report mean absolute error,
including standard errors and additional nℓ, for accuracy, ECE, AUC, and AUPRC in Tables S3- S6
(broken down by classifier in Tables S7- S10). We report the sensitivity of SSME to kernel choice in
Table S13. Section D.11 provides a computational cost analysis of SSME relative to the baselines.
Finally, we provide synthetic experiments to substantiate our theoretical findings under violations of
our assumptions in Section D.1.

5.2 Case study: Evaluating classifiers derived from large language models

Age Sex Race

PL 0.92 1.06 1.13
Dawid-Skene 0.75 0.67 0.67
BC 0.45 0.33 0.41
SSME (Ours) 0.42 0.19 0.39

Table 1: Subgroup-specific per-
formance estimation (nl = 20,
nu = 1000). SSME achieves the
lowest rescaled metric estimation
error (RMAE), averaging across
metrics and subgroups.

Large language models (LLMs) are increasingly used to create
classifiers [40, 66, 68], with demonstrated potential to serve
as data annotators [78]. However, evaluation of LLM-based
classifiers is limited by the availability of labeled data. We
study SSME’s ability to estimate performance in this setting.

We evaluate classifiers derived from large language models on
the MultiNLI and AG News datasets: the MultiNLI classifier set
contains off-the-shelf language model based classifiers, while
the AG News classifier set contains four classifiers trained atop
open- and closed-source large language models. Fig. 3 reports
our results. We find that SSME improves over labeled data by
2.3× (averaging over tasks and metrics). In contrast, the next
best baseline (Majority-Vote) improves over labeled data by
1.3×. SSME achieves significantly lower metric estimation error in 8 of the 12 combinations of
task, metric, and nℓ, and performs comparably to the next best baseline in 3 of the remaining 4
combinations (Tables S11, S12).

5.3 Case study: Evaluating subgroup-specific performance

SSME can be applied to measure performance within demographic subgroups, a task central to
assessments of algorithmic fairness [12]. We conduct our analysis in the context of critical outcome
prediction on MIMIC-IV, a task with documented prediction disparities [50], and a set of commonly
studied demographic groups (age, sex, race/ethnicity). We produce subgroup-specific performance
estimates by sampling ground truth labels y according to our estimated p(y|s) for only those s
observed among a given demographic group. We perform this analysis with respect to demographic
groups based on age, sex, and race/ethnicity. When there is no labeled data for a given subgroup,
Labeled estimates subgroup-specific performance as global performance.

We report each method’s reduction in estimation error relative to labeled data (averaging over metrics
and subgroups) for each demographic category in Table 1, comparing to all baselines that can estimate
the four performance metrics we average over. SSME reduces metric estimation error by 5.3× on
sex, 2.6× on race, and 2.4× on age relative to labeled data, and to a greater extent than all baselines.
SSME outperforms all baselines on all individual metrics except for AUC, for which BC reduces
estimation error by 3.2× as compared to 2.2× for SSME. BC is well-suited to estimating AUC
because it assumes monotonicity when mapping s to y. ; i.e., P (y = 1|s(i)) ≥ P (y = 1|s(j)) when
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s(i) ≥ s(j). When the classifiers in question have high AUCs — as the critical outcome classifiers do
— this is a useful assumption.

6 Related Work

Our work unifies ideas from two literatures: methods to 1) evaluate a single classifier and 2) evaluate
the accuracy of multiple discrete annotators in the presence of labeled and unlabeled data.

Classifier evaluation is a long-standing problem in machine learning. Early work on the use of
unlabeled data for classifier evaluation made progress via assumptions about the available unlabeled
data (for example, assumptions about class priors [6, 23, 47]; conditionally independent features [64];
well-calibrated classifiers [30]; models of covariate shift [13, 45]). SSME avoids such assumptions by
using both labeled and unlabeled data to learn a flexible semi-supervised mixture model of classifier
predictions. Interest in unsupervised evaluation has surged in the context of large language models,
where models are often judged by other models [77, 34]. These approaches, while promising, are
tailored to text generation and not applicable to broader classification tasks. A parallel line of work
aims to make use of both labeled and unlabeled data to estimate classifier performance. Existing
methods operate on individual classifiers and assume specific parametric forms for the prediction
distributions [69, 15, 36, 37, 25]. Some works also focus on model selection in semi-supervised
settings, though they do not explicitly estimate performance [46]. SSME differs from these works by
naturally capitalizing on multiple classifiers, continuous classifier scores, and unlabeled data. As our
results show, doing so leads to improved estimates of performance.

Evaluation of multiple discrete annotators was first introduced by [18], who proposed a method
to estimate ground truth in the presence of multiple potentially noisy discrete annotations. Many
subsequent works inherit Dawid-Skene’s strong assumption of class-conditional independence of
annotator errors [52, 57], including popular approaches in weak supervision [58, 4, 27], where
annotators are instead user-provided labeling functions. Such an assumption is plausible in certain
contexts, but does not naturally translate to sets of candidate classifiers, whose predictions are likely
to be correlated. However, methods from this line of work are designed to estimate the accuracy
of binary annotations; they do not exploit the continuous probabilities available in multi-classifier
evaluation. While some work has made progress towards accommodating continuous predicted
probabilities [51, 56], their focus is optimal aggregation, in contrast to our own, which is evaluation.
Recent works use a continuous notion of classifier confidence in conjunction with discrete annotations
from each annotator [29, 11], but do not use the distribution of classifier scores over all classes.

7 Discussion
In this paper, we presented Semi-Supervised Model Evaluation (SSME), a method that supplements
limited labeled data with unlabeled data to more accurately estimate classifier performance. SSME
leverages three features of the current machine learning landscape: (i) there are frequently multiple
classifiers for the same task, (ii) continuous classifier scores are often available for all classes, and
(iii) unlabeled data is often far more plentiful than labeled data. We provide theoretical bounds on
performance estimation error that help explain SSME’s advantages over prior work. We show that
across multiple tasks, architectures, and modalities, SSME substantially outperforms using labeled
data alone and standard baselines.

Our results, and their accompanying limitations, suggest several directions for future work. First, each
of the metrics we examined (e.g., AUC) evaluate a single classifier. But because SSME estimates
the full joint distribution P (y, s), it could be used to measure properties of the classifiers as a set.
For instance, recent work has highlighted the importance of measuring algorithmic monoculture
[41] where all classifiers produce errors on the same instances. Second, our experiments assess
settings in which the unlabeled data is sampled from the same distribution as the labeled data.
Although this is common — for example, when a random subset of examples is annotated — many
real-world scenarios violate this assumption, and extending SSME to settings with such distribution
shift represents an important next step [61]. Finally, our current implementation relies on kernel
density estimation, which can scale poorly in high-dimensional spaces (e.g., with many classifiers
or classes). Exploring more scalable density estimators could further broaden SSME’s applicability.
More generally, our results indicate that SSME offers a principled and practical framework for
accurate performance estimation in the absence of a large labeled dataset.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We acknowledge in our introduction the past work that we build upon (i.e.,
prior work captures subsets of information that we use) while introducing our method. We
also support our claims with empirical experiments and mention the top-level results in the
abstract and intro.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We state clearly limiting assumptions to our theory and also note when our
model doesn’t outperform baselines.

Guidelines:
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• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: We state that our theory requires assuming a different optimization algorithm
(UL+) than the one we use (EM). We also limit our theory to the binary classification case
but state this clearly.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide the names and tasks of all datasets used in the paper. We are not
releasing code now as per the anonymity policy but are happy to provide it upon request.
Guidelines:

• The answer NA means that the paper does not include experiments.

16



• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Our code is available at https://github.com/divyashan/SSME. Most of
the data we use is open-access and does not require credentials. MIMIC-IV does require
credentialed access but we describe which datasets within MIMIC-IV we use. We explain
our datasets in detail in the Datasets section of the main text.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide experimental details in Appendix B, including datasets and imple-
mentations of baselines. We report our splits in Section 4.3: Evaluation.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report 95% CIs using standard errors computed across 50 randomized data
splits in the supplement (Table S3-S8).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: All experiments can be done on a standard laptop without GPU access.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have preserved anonymity and checked for compliance with the Code of
Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We discuss how this work can be used in various settings, including healthcare,
content moderation, and subgroup-specific performance estimation.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [NA]

Justification: We do not think this work could be directly used for misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite previous code and data with URLs and in-text paper citations.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We do not release new assets other than code, which we discussed in a previous
response.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: We did not crowdsource any data.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This research does not directly involve human subjects. We received proper
approval for datasets involving human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We used LLMs to make edits to figures, tables, writing, and code. However,
we did not directly use LLMs to build the core methodology presented in the paper.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A Related work

We detail related work in unsupervised performance estimation here. Works below assume access to
only unlabeled data; in contrast, SSME learns from both labeled and unlabeled data.

Unsupervised performance estimation involves estimating the performance of a model given only
unlabeled data. Methods designed to address this problem often focus on out-of-distribution samples,
where labeled data is scarce and model performance is known to degrade. Several works have
illustrated strong empirical relationships between out-of-distribution generalization and thresholded
classifier confidence [28], dataset characteristics [21, 30], in-distribution classifier accuracy [48], and
classifier agreement [52, 57, 5].

Several works have formalized when unsupervised model evaluation is possible [23, 13, 28, 47, 73,
20, 62? ], and propose assumptions under which estimates of performance are recoverable. [23]
and [6] assume knowledge of p(y) in the unlabeled sample. [64] assume conditionally-independent
subsets of the observed features, inspired by conditional-independence assumptions made in works
such as [18]. [30] assume classifier calibration on unlabeled samples. [13] assume a sparse covariate
shift model, in which a subset of the features’ class-conditional distribution remains constant. [47]
illustrate misestimation of p(y) in the unlabeled example, and assume that p(y) out-of-distribution is
close to p(y) in-distribution. As [28] highlight, assumptions are necessary to make any claim about
the nature of unsupervised model evaluation, and the above methods are a representative sample of
assumptions made Finally, there has been a surge of interest in unsupervised performance estimation
in the context of large language models [77, 34]. A standard approach here is to use a large language
model to adjudicate the quality of text generated by other language models. Methods in this literature
are often specific to large language models, while SSME is not.

Our work is also similar, in spirit, to methods that learn to debias classifier predictions on a small
set of labeled data and then apply that debiasing procedure to classifier predictions on unlabeled
examples. Prediction-powered inference [3] and double machine learning [14] both learn a debiasing
procedure to ensure that unlabeled metric estimates (e.g., accuracy) are statistically unbiased. One of
the baselines we compare to, AutoEval [11], is built atop prediction-powered inference.

B Experimental details

We provide an extensible implementation of SSME at https://github.com/divyashan/SSME,
along with support for applying SSME to your own setting. Below, we provide additional detail on
the experiments reported in the main text.

B.1 Real datasets and classifier sets

We provide additional detail for the five datasets we use in our work, including ground truth p(y) for
each dataset and ground truth metrics for each classifier in the associated classifier set in Table S1 and
Table S2. As discussed, each dataset is split into a training split (provided to each classifier as training
data), an estimation split (provided to each performance estimation method), and an evaluation split
(used to compute ground truth metrics for each classifier). We determine training splits based on prior
work. We then split the remaining data in half (randomly, for each run) to produce the estimation
and evaluation splits. We then subsample the estimation split to have nl labeled examples and nu

unlabeled examples. We ensure that the labeled data always includes at least one example from each
class. Thus, the estimation split contains nl + nu examples in each experiment, and the evaluation
split for each task is fixed across runs (exact sample sizes reported below). No performance estimation
method sees data from the evaluation split, which is used to evaluate the performance estimates.

1. MIMIC-IV: We use three binary classification tasks from MIMIC-IV [38], a large dataset
of electronic health records describing 418K patient visits to an emergency department.
We focus on three tasks: hospitalization (predicting hospital admission based on features
available during triage, p(y = 1) = 0.45), critical outcomes (predicting inpatient mortality
or a transfer to the ICU within 12 hours, p(y = 1) = 0.06), and emergency department
revisits (predicting a patient’s return to the emergency department within 3 days, p(y =
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1) = 0.03). We split and preprocess data according to prior work [72, 50]. No patient
appears in more than one split. For each task, the evaluation split contains 70,439 examples.
The classifiers in the associated set differ by function class (logistic regression, decision tree,
and multi-layer perceptron) and random seed (0, 1, 2).

2. Toxicity detection: The task is to predict presence of toxicity given an online comment,
using data from CivilComments [9, 42] where p(y = 1) = 0.11. The evaluation split
contains 66,891 examples. The classifiers in the associated set differ by training loss (ERM,
IRM, and CORAL) and random seed (0, 1, 2).

3. Biochemical property prediction The task is to predict presence of a biochemical property
based on a molecular graph, using data from the Open Graph Benchmark [33]. We focus
on the task of predicting whether a molecule inhibits SARS-CoV virus maturation, where
p(y = 1) = 0.09. We filter out examples for which no label is observed (i.e. the molecule
was not screened at all) because it is impossible to evaluate our performance estimates
on those examples. Doing so reduces data held-out from training from 43,793 to 28,325
examples. The evaluation split then contains half, or 14,163, of those examples. The
classifiers in the associated set differ by training loss (ERM, IRM, and CORAL) and random
seed (0, 1, 2).

4. News classification The task is to predict one of four news types based on the title and
description of an article [75]. The dataset contains 7,600 examples, with 2,550 examples
reserved for the evaluation split. The classes are balanced. Classifiers differ by the base
LLM used to perform news classification. The first LLM is Llama-3.2-3B-Instruct, and we
obtain probabilities over all classes through zero-shot prompting (i.e. proving one example
at a time, accompanied by options) using code provided by [74]. The three remaining LLMs
are closed-source models provided by OpenAI: text-embedding-3-small, text-embedding-3-
large, and text-embedding-ada-002. We train a classifier atop these embeddings by training
a multiclass logistic regression on 2,500 embeddings of labeled examples.

5. Sentence classification The task is to predict one of three textual entailments from a sentence
[70]. The classes are balanced and the evaluation split contains 61,856 examples. Classifiers
differ by training loss (ReWeight, ReSample, IRM, and SqrtReWeight) according to [73].

SSME, in contrast to prior work, makes no asumption about the correlation between classifiers
because any assumption is unlikely to hold in practice. The average correlation between classifiers
in our sets for each binary task is 0.53, 0.85, 0.93, 0.81, 0.77 (for ED revisit, critical outcome,
hospitalization, toxicity, and SARS-COV inhibition prediction respectively). This range of values
reflects natural correlation between classifiers in practice, since each of our models is either an
off-the-shelf classifier or trained using publicly available code.

B.2 Baselines

For baselines that require discrete predictions (i.e. Dawid-Skene and AutoEval), we discretize
classifier scores by assigning a class according to the maximum classifier score across classes. We
expand on our implementation of each baseline below.

• Labeled: When estimating performance over the whole dataset, we compare the classifier
scores to the ground truth labels within the labeled sample. However, when estimating
subgroup-specific performance, it is often the case that there are no labeled examples
for a given subgroup. In these instances, Labeled reverts to estimating subgroup-specific
performance as performance over all labeled examples.

• Pseudo-Labeling (PL): We train a logistic regression with the default parameters associated
with the scikit-learn implementation [54]. Experiments with alternative function classes (e.g.
a KNN) revealed no significant differences in performance.

• Bayesian-Calibration (BC): Bayesian-Calibration operates on each classifier individually.
We make use of the implementation made available by [37]. Extending the proposed
approach to multi-class tasks is not straightforward, so we compare to Bayesian-Calibration
only on binary tasks. We compare to Bayesian-Calibration on binary tasks, as it does not
extend naturally to multiclass settings.

• SPE: SPE [69] ise a semi-supervised single classifier evaluation method that relies on
parametric assumptions about the distribution of classifier scores. They find that the truncated

23



Dataset Classifier Acc ECE AUC AUPRC

Hospital Admission DT-RandomForest-seed1 74.2 1.5 81.5 76.0
MLP-ERM-seed2 74.4 1.4 81.7 76.7
MLP-ERM-seed1 74.4 1.9 81.9 77.0
MLP-ERM-seed0 74.5 2.4 82.0 77.0
LR-LBFGS-seed2 73.3 4.0 80.7 75.5
LR-LBFGS-seed1 73.3 4.0 80.7 75.5
LR-LBFGS-seed0 73.4 2.9 81.0 75.7
DT-RandomForest-seed2 74.3 1.6 81.5 76.1
DT-RandomForest-seed0 74.1 1.5 81.5 76.1

Critical Outcome MLP-ERM-seed2 93.9 0.9 87.9 38.6
MLP-ERM-seed1 93.9 0.8 88.1 39.0
LR-LBFGS-seed2 93.6 1.2 87.6 34.2
MLP-ERM-seed0 93.9 0.5 87.5 37.8
LR-LBFGS-seed0 93.6 1.2 87.6 34.1
DT-RandomForest-seed2 94.0 0.3 87.2 38.2
DT-RandomForest-seed1 94.0 0.4 87.4 38.3
DT-RandomForest-seed0 94.0 0.4 87.4 38.3
LR-LBFGS-seed1 93.6 1.2 87.6 34.2

ED Revisit DT-RandomForest-seed0 97.7 1.8 54.9 2.7
DT-RandomForest-seed1 97.7 1.7 55.3 2.7
DT-RandomForest-seed2 97.7 1.8 54.9 2.7
LR-LBFGS-seed0 97.7 0.4 59.3 3.0
LR-LBFGS-seed2 97.7 0.4 59.1 3.0
MLP-ERM-seed0 97.7 0.3 59.8 3.1
MLP-ERM-seed1 97.7 0.3 59.8 3.1
MLP-ERM-seed2 97.7 0.5 57.9 3.0
LR-LBFGS-seed1 97.7 0.4 59.1 3.0

Toxicity Detection distilbert-CORAL-seed0 88.3 6.0 86.2 40.0
distilbert-IRM-seed2 88.7 10.2 91.9 65.5
distilbert-IRM-seed1 89.0 9.8 91.0 66.5
distilbert-IRM-seed0 88.1 10.6 91.6 65.9
distilbert-ERM-seed2 92.1 4.9 94.1 73.3
distilbert-ERM-seed1 92.2 6.2 93.8 72.3
distilbert-ERM-seed0 92.2 6.1 93.8 72.2

Molecule Property 60 gin-virtual-CORAL-seed1 92.8 5.2 90.1 61.9
gin-virtual-CORAL-seed2 92.8 5.2 90.1 61.9
gin-virtual-ERM-seed0 94.6 1.2 94.5 73.5
gin-virtual-ERM-seed1 92.4 5.6 90.7 61.1
gin-virtual-ERM-seed2 92.8 5.2 90.1 61.9
gin-virtual-IRM-seed0 93.2 1.8 90.2 58.4
gin-virtual-IRM-seed1 91.1 5.2 83.8 43.8
gin-virtual-IRM-seed2 91.1 5.7 82.8 44.7

Table S1: Ground truth classifier metrics on binary tasks. We report ground truth performance
for classifiers in the sets associated with each binary task. Each classifier name begins with the
architecture (e.g. DT represents DecisionTree), the loss or training procedure (e.g. ERM or IRM),
and then the seed. Note that the equivalent accuracies on ED Revisit are a byproduct of both the low
class prevalence and the poor classifiers.

dataset model Acc ECE

AG News llama-3.2-3B-Instruct 85.6 8.6
text-embedding-3-large 90.1 8.8
text-embedding-3-small 89.8 9.1
text-embedding-ada-002 89.0 9.3

MultiNLI distilbert-IRM 64.8 6.1
distilbert-ReSample 81.4 8.2
distilbert-ReWeight 80.9 7.4
distilbert-SqrtReWeight 81.4 9.2

Table S2: Ground truth classifier metrics on multiclass tasks. We report ground truth performance
for classifiers in the sets associated with each multiclass task. Each of the LLMs fine-tuned for AG
News are sentence transformers, while the MultiNLI classifiers all use DistilBERT [63] as the base
architecture.
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Normal distribution demonstrates reasonable fit across datasets; accordingly, we implement
SPE as a mixture of truncated Normal distributions fit to each classifier’s predictions
individually.

• Dawid-Skene: We implement Dawid-Skene with a tolerance of 1e-5 and a maximum number
of EM iterations of 100 (the default parameters), using the following public implementa-
tion: https://github.com/dallascard/dawid_skene. Dawid-Skene accepts discrete
predictions, so we discretize classifier predictions using thresholding the predicted class
probability at 1

K .
• Majority-Vote: We implement Majority-Vote as the accuracy-weighted average of discrete

predictions made by each classifier. We discretize predictions by thresholding predicted
probabilities at 1

K . We weight each classifier in proportion to its accuracy on the available
labeled data.

• Active-Testing: We implement Active-Testing, where the method selects a fixed number of
examples to label out of a pool of unlabeled examples, according to the approach proposed
by [43]. We select examples according to the acquisition strategy for estimating accuracy,
a metric for which a public implementation is available, and limit our comparison to this
metric.

• AutoEval: We implement AutoEval using an implementation made available by the authors
[11]. The implementation, to the best of our knowledge, only supports accuracy estimation
across a set of classifiers, so we limit our comparison to this metric. We compare to
AutoEval on accuracy estimation, as additional metrics are not supported by the public
implementation.

B.3 Computing effective sample size

In order to compute effective sample size, we produce 50 samples of labeled data for each increment
of 5 between 10 labeled examples and 1000. We then compute the mean absolute metric estimation
error of using labeled data alone, across all runs. The effective sample size of a given semi-supervised
evaluation method is thus the amount of labeled data which achieves the most similar mean absolute
metric estimation error.

C Proof of Theorem 1

We derive a high-probability error bound on performance estimates based on prior results in semi-
supervised mixture models [67]. The proof consists of two steps: we first bound the error in estimation
of component separation. We then use the relationship between component separation and classifier
performance to bound the error in estimating classifier performance.

Model of y and s. We consider a stylized binary classification setting drawn from previous work
[67] where classifier scores s are drawn from a balanced mixture of two Gaussians. For data in the
positive class, classifier scores are drawn from a multivariate Gaussian The Gaussian assumption
holds when the distribution of classifier logits follows a normal distribution. N (c, I), where c ∈ Rd.
For data in the negative class, classifier scores are drawn from a multivariate Gaussian N (0, I). Let
nu refer to the number of unlabeled examples, nℓ the number of labeled examples, and d the number
of classifiers. Additional classifiers increase the dimensionality of the multivariate Gaussian.

Estimator We reason about SSME’s performance using a simplified semi-supervised learning
algorithm. The estimator, UL+, first uses the unlabeled data to identify decision boundaries, and then
uses the labeled data to assign decision boundaries to classes. As the authors note, this is not the most
efficient use of labeled data. We expect that using the labeled data in the expectation-maximization
procedure – as SSME does – to weakly outperform UL+ because it uses labeled data when learning
the decision boundaries. For additional detail on the estimator, please refer to Section 2.3 of [67].

Theorem 1 Let ÂUCk, ÂCCk be estimators for AUCk, ACCk, estimated using UL+,
and ck be the L2 distance between components along dimension k. Assume nu ≳

max
{
d, d

c4 ,
log(nu)

min{c2,c4} ,
d log(dnu)

c6

}
and d ≥ 2. With probability 1 − p, errors in the estimated

AUC and accuracy of classifier k differ by at most:
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|AUCk − ÂUCk| ≤ Φ
( ck√

2

)
− Φ

(ck − ϵc√
2

)
(5)

|ACCk − ÂCCk| ≤ Φ
(ck
2

)
− Φ

(ck − ϵc
2

)
(6)

where ϵc ≲ 1
p

(√
d

||c||2nu
+ ||c||e

− 1
2nl||c||2

(
1− C0

||c||2

√
d log(nu)

||c||2nu

)2)
and C0 is a universal constant.

1. Bound error in separation estimation as a function of nl, nu, d, and separation c. Prior work
[67] has established bounds on the error in mean estimation ϵµ in the context of a semi-supervised
learning algorithm which first uses the unlabeled data to generate decision boundaries, and uses the
labeled data to assign labels to regions. The authors prove mean estimation error can be bounded by:

E [ϵµ] ≲

√
d

||c||2nu
+ ||c||e

− 1
2nl||c||2

(
1− C0

||c||2

√
d log(nu)

||c||2nu

)2

.

where C0 is some universal constant and not equivalent to ||c||. We can convert this expectation
bound into a high-probability bound using Markov’s inequality:

P

(
ϵµ ≳

1

p

(√
d

||c||2nu
+ ||c||e

− 1
2nl||c||2

(
1− C0

||c||2

√
d log(nu)

||c||2nu

)2))
≤ p.

Because we pin µ0 = 0, error in mean estimation is equal to error in separation estimation in this
setting, i.e. ϵµ = ϵc. So we can state that, with probability 1− p, the mean estimation error obeys the
following inequality:

ϵc ≤
1

p

(√
d

||c||2nu
+ ||c||e

− 1
2nl||c||2

(
1− C0

||c||2

√
d log(nu)

||c||2nu

)2)

2. Bound error in performance estimation. The AUC of the optimal linear classifier (separating
classifier predictions for the negative class from classifier predictions in the positive class) is a
function of the Mahalanobis distance c, equivalent to the L2 distance in this setting, as prior work
has shown [55]:

AUC = Φ
(
||c||/

√
2
)
,

where Φ is the cumulative distribution function of the standard normal distribution. Similarly, the
accuracy of the optimal linear classifier is:

ACC = Φ(||c||/2)

Above, we derived a bound on the error of separation estimation, ϵc. Now, we map the error in
separation estimation to errors in performance estimation (AUC and accuracy). We can state that the
following inequality holds:

Pr
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Figure S1: Estimation error based on original classifier set performance. We plot estimated
classifier performance as a function of original classifier performance for various values of ϵc, for
accuracy (left) and AUC (right). The less accurate the classifier set, the larger the error bands.

Given that we assume the classifiers are better than random (i.e. ||c|| > 0) the term on the far left of
the inequality is larger in magnitude than the term on the far right, so we can simplify as:

|ÂUC−AUC| ≤ max

(
Φ
( ||c||+ ϵc√

2

)
− Φ

( ||c||√
2

)
,Φ
( ||c|| − ϵc√

2

)
− Φ

( ||c||√
2

))
(10)

|ÂUC−AUC| ≤ |Φ
( ||c|| − ϵc√

2

)
− Φ

( ||c||√
2

)
| (11)

Finally, error in estimated separation is necessarily larger than the error in any one dimension,
allowing us to state the inequality for each dimension of the mixture. We can also follow the same
logic above to derive a bound on error in estimated accuracy. We can state:

|ÂUCk −AUCk| ≤ |Φ
( ck√

2

)
− Φ

(ck − ϵc√
2

)
| (12)

|ÂCCk −ACCk| ≤ |Φ
(ck
2

)
− Φ

(ck − ϵc
2

)
| (13)

where the following holds with probability 1− p:

ϵc ≲
1

p

(√
d

||c||2nu
+ ||c||e

− 1
2nl||c||2

(
1− C0

||c||2

√
d log(nu)

||c||2nu

)2)
We plot bounds in estimated classifier performance as a function of ϵc in Fig. S1.

C.1 Impact of additional classifiers

Increasing the number of classifiers impacts the bound in two ways. First, an additional classifier
increases the dimensionality d of the mixture model, thereby creating a looser bound. Second, an
additional classifier increases the separation between components ||c||, because each classifier is
assumed to be independent from one another. If the marginal increase in separation outweighs
the marginal increase to dimensionality, the bound on ϵc tightens. Specifically, let’s say that the
separation of components for the new classifier (i.e. ck+1) is equal to δ. Separation ||c|| increases to√
||c||2 + δ2. Dimensionality increases by 1, i.e. d + 1. When

√
||c||2 + δ2 exceeds

√
d+ 1, the

first term in the expression decreases. Specifically:

The norm of the augmented vector c′ = [c; δ] exceeds
√
d+ 1 if and only if

δ >
√

d+ 1− ∥c∥2.
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If ∥c∥ >
√
d+ 1, then any δ > 0 will result in ∥c′∥ >

√
d+ 1. Otherwise, δ must be large enough

to compensate for the square root of the difference between the new dimensionality (d+ 1) and the
squared norm (||c||2). At an extreme, if the new classifier is perfectly correlated with another, it
increases dimensionality at no benefit to separation between components, resulting in a looser bound.

D Supplementary results

D.1 Results on synthetic data

We corroborate theoretical findings from Section 3.2 in synthetic experiments, including settings
where the assumptions do not hold. We draw classifier scores for positive examples from distributions
centered on a vector c, where entries of c are drawn from N(c, .2), enforcing a minimum entry
of 0.01 (to ensure that each classifier exhibits performance better than random). We consider
nu ∈ 50, 100, 250, 500, 1000, 2000, d ∈ 2, 4, 6, 8, 10, and ||c|| ∈ 0.75, 1.0, 1.25, 1.5, and sample 50
datasets for each setting. We provide 20 labeled examples to SSME across all synthetic experiments.

The three theoretical findings we make (using a simplified semi-supervised learning algorithm and a
Gaussian assumption) hold in our empirical setting. Our synthetic setting differs from our theoretical
setting in two key respects: we use SSME to infer performance and we simulate violations of the
Gaussian assumption. Our theoretical findings hold in this more realistic setting; Figure S2 plots
results.

D.2 Results reporting mean absolute error

In the main text, we evaluate our method and all baselines using 20 labeled examples and 1000
unlabeled examples and report rescaled mean absolute error across metrics and tasks. Here, we
supplement those results by reporting mean absolute error across each task and metric and expanding
nl to include 50 and 100. The number of unlabeled examples remains the same (1000) to isolate the
effect of additional labeled data.

Tables S3, S4, S5, and S6 report results on each binary task for accuracy, ECE, AUC, and AUPRC,
respectively. Three high-level findings emerge. First, SSME-KDE achieves the lowest mean absolute
error (averaging across tasks and amounts of labeled data). Second, SSME-KDE consistently
outperforms the ablated version of SSME, fit to a single model at a time (SSME-KDE-M). And
finally, SSME-KDE is able to produce performance estimates that are quite close, in absolute terms,
to ground truth. For example, when given 20 labeled examples and 1000 unlabeled examples,
SSME-KDE estimates accuracy within at most 2.5 percentage points of ground truth accuracy (across
tasks).

Tables S11 and S12 report our results on the multiclass tasks, for accuracy and ECE respectively.
Note that we exclude Bayesian-Calibration from multiclass comparisons because the method does
not natively support multiclass recalibration. We also omit AutoEval from Table S12 because the
implementation of expected calibration error within the framework is not straightforward.

D.3 Results reporting absolute performance estimates

Results thus far have reported aggregate errors in performance estimates across classifiers in the
set. Here, we include results on a per-classifier basis in the context of toxicity detection, the task
for which we have the largest variability in classifier quality (Tables S7, S8, S9, S10). The tables
illustrate how SSME’s performance manifests on a per-classifier basis, often producing more accurate
estimates than the baselines on the classifiers with lowest performance. The tables also make evident
that SSME’s improvement in performance estimation can be attributed to a significant reduction in
the variance of performance estimates across different data splits.

D.4 Results reporting robustness to kernel choice

We find that SSME’s performance estimates are stable across three kernel choices: a Gaussian kernel,
an Epachenikov kernel, and an exponential kernel. Table S13 reports our results in the context of
toxicity detection and accuracy, but results generalize across tasks and metrics.
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Dataset nℓ nu Labeled Majority-Vote PL Dawid-Skene SPE BC AutoEval Active-Testing SSME-M SSME (Ours)

Critical Outcome 20 1000 5.19 ± 1.07 4.01 ± 0.13 4.12 ± 1.07 4.36 ± 0.09 12.73 ± 5.64 2.80 ± 0.62 4.78 ± 0.93 5.17 ± 0.32 1.70 ± 0.27 0.67 ± 0.13
50 1000 2.90 ± 0.59 4.21 ± 0.12 3.06 ± 0.64 4.07 ± 0.11 16.79 ± 9.66 2.07 ± 0.36 3.01 ± 0.65 5.61 ± 0.40 1.65 ± 0.25 0.78 ± 0.13

100 1000 2.09 ± 0.41 4.10 ± 0.14 1.58 ± 0.30 3.87 ± 0.11 8.61 ± 8.84 1.18 ± 0.21 2.00 ± 0.32 5.48 ± 0.35 1.30 ± 0.20 0.77 ± 0.13
ED Revisit 20 1000 5.11 ± 0.98 2.15 ± 0.02 5.13 ± 0.89 4.02 ± 0.78 14.70 ± 10.59 4.36 ± 0.77 4.70 ± 0.92 2.83 ± 0.20 1.64 ± 0.34 0.45 ± 0.10

50 1000 2.02 ± 0.58 2.10 ± 0.03 2.73 ± 0.62 2.74 ± 0.61 17.96 ± 7.41 2.47 ± 0.57 1.95 ± 0.57 3.03 ± 0.26 1.46 ± 0.27 0.53 ± 0.11
100 1000 1.43 ± 0.32 2.00 ± 0.05 1.54 ± 0.34 1.51 ± 0.33 11.69 ± 5.13 1.43 ± 0.31 1.42 ± 0.29 2.64 ± 0.16 1.18 ± 0.25 0.57 ± 0.11

Hospital Admission 20 1000 7.32 ± 1.25 16.32 ± 0.66 6.86 ± 1.19 19.55 ± 0.15 14.27 ± 1.76 2.48 ± 0.44 7.19 ± 1.03 9.33 ± 0.84 3.29 ± 0.47 1.88 ± 0.29
50 1000 5.40 ± 0.83 16.37 ± 0.62 3.99 ± 0.82 18.78 ± 0.16 15.68 ± 0.69 2.14 ± 0.36 5.23 ± 0.68 9.25 ± 0.64 3.17 ± 0.51 1.95 ± 0.27

100 1000 3.64 ± 0.55 15.34 ± 0.66 3.01 ± 0.53 17.81 ± 0.18 14.32 ± 0.95 2.42 ± 0.33 4.01 ± 0.55 9.24 ± 0.80 3.06 ± 0.45 1.51 ± 0.23
SARS-CoV Inhibition 20 1000 6.11 ± 0.96 2.29 ± 0.42 5.95 ± 1.00 4.91 ± 0.18 11.42 ± 5.06 2.25 ± 0.31 4.59 ± 0.84 5.97 ± 0.47 3.06 ± 0.23 2.30 ± 0.16

50 1000 3.22 ± 0.57 2.46 ± 0.38 2.99 ± 0.45 4.50 ± 0.17 8.04 ± 2.56 1.74 ± 0.21 2.64 ± 0.42 5.74 ± 0.32 2.59 ± 0.26 2.35 ± 0.10
100 1000 2.04 ± 0.38 2.38 ± 0.35 2.14 ± 0.31 4.01 ± 0.17 6.09 ± 4.63 1.43 ± 0.19 1.94 ± 0.25 5.99 ± 0.47 1.84 ± 0.24 2.36 ± 0.13

Toxicity Detection 20 1000 5.95 ± 0.73 4.97 ± 0.31 5.03 ± 0.81 4.82 ± 0.09 11.26 ± 5.18 5.29 ± 0.29 5.27 ± 0.75 7.19 ± 0.44 6.71 ± 0.23 2.34 ± 0.15
50 1000 4.03 ± 0.68 4.79 ± 0.26 2.88 ± 0.48 4.65 ± 0.08 8.75 ± 1.66 4.57 ± 0.30 3.37 ± 0.41 7.26 ± 0.47 5.38 ± 0.28 2.22 ± 0.13

100 1000 2.43 ± 0.41 4.46 ± 0.22 1.90 ± 0.31 4.46 ± 0.11 7.41 ± 0.16 3.78 ± 0.26 2.34 ± 0.26 7.50 ± 0.60 3.80 ± 0.32 2.14 ± 0.15

Table S3: Mean absolute error in accuracy estimation on binary tasks. We report mean absolute
error (MAE, averaging across classifiers) across five binary classification tasks and different amounts
of labeled data. Each entry corresponds to the mean MAE across 50 randomized splits of data,
accompanied by the 95% CI (computed as 1.96 × the standard error) in MAE across splits. We bold
the best performing method in each row, and underline the next best performing method by mean
MAE. SSME-M refers to performance when fitting SSME to a single classifier’s scores, instead of
modeling the joint distribution of P (y, s).

Dataset nℓ nu Labeled Majority-Vote PL Dawid-Skene SPE BC SSME-M SSME (Ours)

Critical Outcome 20 1000 11.01 ± 1.12 2.75 ± 0.26 6.94 ± 0.64 2.61 ± 0.09 16.17 ± 6.69 3.48 ± 0.76 3.17 ± 0.30 1.16 ± 0.13
50 1000 6.22 ± 0.62 3.68 ± 0.34 5.38 ± 0.39 2.37 ± 0.09 20.91 ± 9.43 2.56 ± 0.44 3.01 ± 0.26 1.13 ± 0.13

100 1000 4.20 ± 0.38 3.43 ± 0.28 3.63 ± 0.21 2.25 ± 0.10 12.84 ± 8.93 1.69 ± 0.25 2.81 ± 0.22 1.15 ± 0.10
ED Revisit 20 1000 8.37 ± 0.87 1.81 ± 0.02 4.16 ± 0.82 3.25 ± 0.68 14.15 ± 10.31 3.57 ± 0.77 1.88 ± 0.24 0.76 ± 0.04

50 1000 4.82 ± 0.48 1.77 ± 0.03 2.29 ± 0.47 2.29 ± 0.46 17.12 ± 7.09 2.04 ± 0.46 1.83 ± 0.19 0.73 ± 0.05
100 1000 3.29 ± 0.24 1.69 ± 0.04 1.36 ± 0.22 1.34 ± 0.21 10.85 ± 4.82 1.16 ± 0.20 1.51 ± 0.17 0.73 ± 0.06

Hospital Admission 20 1000 21.76 ± 1.16 21.73 ± 2.75 8.10 ± 1.28 17.31 ± 0.13 16.79 ± 0.58 5.12 ± 1.09 5.54 ± 0.36 1.97 ± 0.13
50 1000 12.74 ± 0.62 21.03 ± 2.65 5.02 ± 0.68 16.60 ± 0.13 14.87 ± 0.47 3.49 ± 0.57 5.20 ± 0.33 2.06 ± 0.18

100 1000 8.56 ± 0.38 19.97 ± 2.45 3.91 ± 0.49 15.62 ± 0.13 13.39 ± 0.79 3.23 ± 0.47 5.32 ± 0.37 1.70 ± 0.15
SARS-CoV Inhibition 20 1000 7.44 ± 0.95 1.74 ± 0.38 5.96 ± 0.87 4.35 ± 0.15 11.85 ± 5.63 2.24 ± 0.33 2.57 ± 0.18 3.38 ± 0.13

50 1000 3.66 ± 0.50 1.96 ± 0.39 3.06 ± 0.35 4.08 ± 0.16 8.96 ± 2.74 1.73 ± 0.26 2.27 ± 0.20 3.41 ± 0.11
100 1000 2.18 ± 0.32 1.83 ± 0.37 2.36 ± 0.22 3.67 ± 0.16 7.28 ± 4.71 1.35 ± 0.22 1.79 ± 0.19 3.44 ± 0.13

Toxicity Detection 20 1000 5.85 ± 0.80 5.08 ± 0.39 5.09 ± 0.79 4.40 ± 0.09 11.23 ± 5.14 4.69 ± 0.34 5.67 ± 0.19 2.35 ± 0.13
50 1000 3.99 ± 0.63 4.84 ± 0.33 3.04 ± 0.46 4.20 ± 0.07 7.97 ± 1.76 3.97 ± 0.34 4.57 ± 0.26 2.26 ± 0.12

100 1000 2.37 ± 0.37 4.63 ± 0.33 1.91 ± 0.27 4.10 ± 0.09 6.75 ± 0.15 3.30 ± 0.25 3.43 ± 0.29 2.19 ± 0.15

Table S4: Mean absolute error in ECE estimation on binary tasks.

Dataset nℓ nu Labeled Majority-Vote PL Dawid-Skene SPE BC SSME-M SSME (Ours)

Critical Outcome 20 1000 10.09 ± 1.34 9.45 ± 0.39 31.73 ± 1.10 9.39 ± 0.35 10.92 ± 4.41 2.84 ± 0.25 4.72 ± 0.63 2.52 ± 0.34
50 1000 7.50 ± 1.28 8.06 ± 0.53 27.33 ± 1.53 8.49 ± 0.40 20.24 ± 11.78 3.17 ± 0.32 5.61 ± 1.28 2.39 ± 0.48

100 1000 5.65 ± 0.95 7.29 ± 0.61 20.43 ± 1.22 7.97 ± 0.30 13.71 ± 10.26 2.70 ± 0.26 3.82 ± 0.48 2.83 ± 0.80

ED Revisit 20 1000 18.48 ± 1.85 19.99 ± 2.44 7.48 ± 0.20 8.27 ± 1.05 25.84 ± 6.42 7.65 ± 0.15 11.89 ± 1.29 5.92 ± 0.87
50 1000 17.37 ± 1.98 17.93 ± 2.58 7.48 ± 0.26 7.62 ± 0.28 29.83 ± 4.67 7.30 ± 0.21 11.99 ± 1.21 5.09 ± 0.71

100 1000 14.13 ± 1.67 14.95 ± 2.29 7.06 ± 0.40 7.09 ± 0.42 27.00 ± 3.59 7.47 ± 0.32 11.28 ± 1.59 5.08 ± 0.77
Hospital Admission 20 1000 6.97 ± 1.29 16.20 ± 1.00 8.94 ± 1.65 16.70 ± 0.10 15.81 ± 0.33 2.67 ± 0.32 3.63 ± 0.54 2.51 ± 0.38

50 1000 5.08 ± 0.97 15.47 ± 0.56 5.59 ± 1.20 16.18 ± 0.10 14.93 ± 0.40 2.62 ± 0.46 3.18 ± 0.54 2.51 ± 0.33
100 1000 3.57 ± 0.71 14.78 ± 0.44 3.66 ± 0.74 15.32 ± 0.12 13.95 ± 0.72 2.55 ± 0.37 3.17 ± 0.44 2.02 ± 0.33

SARS-CoV Inhibition 20 1000 9.61 ± 2.56 5.44 ± 0.60 30.92 ± 1.21 7.50 ± 0.29 13.72 ± 5.03 3.07 ± 0.28 5.42 ± 0.73 3.48 ± 0.44
50 1000 5.84 ± 1.01 5.22 ± 0.39 22.71 ± 1.19 7.06 ± 0.29 10.67 ± 2.28 3.62 ± 0.27 5.02 ± 0.52 3.41 ± 0.47

100 1000 3.97 ± 0.55 4.95 ± 0.35 16.33 ± 0.91 6.04 ± 0.32 10.34 ± 4.18 3.53 ± 0.38 4.21 ± 0.53 3.46 ± 0.45
Toxicity Detection 20 1000 6.71 ± 0.99 5.45 ± 0.82 17.32 ± 2.08 6.20 ± 0.11 12.38 ± 5.76 5.22 ± 0.16 6.05 ± 0.28 3.34 ± 0.23

50 1000 4.76 ± 0.91 5.15 ± 0.47 11.79 ± 1.78 5.97 ± 0.09 8.23 ± 1.65 4.76 ± 0.21 4.86 ± 0.29 3.15 ± 0.18
100 1000 3.82 ± 0.60 4.85 ± 0.20 7.54 ± 1.03 5.84 ± 0.12 7.28 ± 0.22 4.25 ± 0.27 4.15 ± 0.33 3.09 ± 0.22

Table S5: Mean absolute error in AUC estimation on binary tasks.

Dataset nℓ nu Labeled Majority-Vote PL Dawid-Skene SPE BC SSME-M SSME (Ours)

Critical Outcome 20 1000 32.86 ± 5.06 36.21 ± 2.09 22.98 ± 1.85 39.02 ± 1.18 45.09 ± 6.81 9.29 ± 1.67 11.48 ± 1.51 6.11 ± 0.73
50 1000 22.81 ± 3.65 26.12 ± 2.77 20.48 ± 2.23 35.64 ± 1.61 44.67 ± 7.31 9.34 ± 1.43 11.98 ± 1.43 6.17 ± 0.96

100 1000 15.71 ± 2.44 24.01 ± 2.47 14.45 ± 2.02 33.31 ± 1.20 47.35 ± 6.71 8.96 ± 1.41 11.30 ± 1.67 5.77 ± 0.77
ED Revisit 20 1000 19.18 ± 3.68 4.53 ± 1.59 5.14 ± 0.89 5.12 ± 1.30 16.66 ± 11.60 9.14 ± 1.04 5.07 ± 0.80 1.67 ± 0.29

50 1000 8.85 ± 2.26 3.12 ± 0.79 2.72 ± 0.62 3.04 ± 0.78 24.55 ± 10.06 6.03 ± 0.82 3.79 ± 0.65 1.81 ± 0.30
100 1000 6.34 ± 1.54 3.23 ± 0.82 1.57 ± 0.33 1.74 ± 0.34 24.75 ± 12.17 4.23 ± 0.55 3.92 ± 0.62 1.82 ± 0.31

Hospital Admission 20 1000 9.43 ± 1.62 32.72 ± 6.41 10.89 ± 2.59 21.15 ± 0.16 21.13 ± 0.34 5.26 ± 1.07 4.36 ± 0.44 3.47 ± 0.57
50 1000 7.46 ± 1.31 31.37 ± 6.28 7.91 ± 1.63 20.34 ± 0.18 19.21 ± 0.80 4.43 ± 0.74 3.70 ± 0.63 3.64 ± 0.60

100 1000 5.51 ± 0.97 29.71 ± 5.98 4.12 ± 1.02 19.17 ± 0.21 18.73 ± 0.71 3.49 ± 0.60 4.00 ± 0.61 2.80 ± 0.51
SARS-CoV Inhibition 20 1000 22.27 ± 3.03 18.75 ± 2.82 37.41 ± 2.44 16.60 ± 1.08 41.22 ± 6.90 7.54 ± 0.76 13.81 ± 1.53 20.51 ± 1.70

50 1000 15.02 ± 2.43 14.10 ± 1.05 30.29 ± 2.61 15.01 ± 1.07 34.97 ± 1.49 8.40 ± 0.96 12.82 ± 1.01 21.06 ± 1.51
100 1000 11.53 ± 1.56 15.72 ± 2.66 20.34 ± 1.79 12.61 ± 1.05 33.60 ± 2.49 8.27 ± 0.89 11.01 ± 1.39 20.67 ± 1.64

Toxicity Detection 20 1000 19.34 ± 2.34 29.05 ± 3.31 25.12 ± 3.52 26.34 ± 0.36 37.10 ± 6.70 19.94 ± 1.30 23.38 ± 0.73 10.89 ± 0.87
50 1000 13.78 ± 1.81 30.54 ± 3.70 20.15 ± 3.48 25.24 ± 0.36 31.94 ± 1.07 16.84 ± 1.58 18.90 ± 1.08 9.91 ± 0.85

100 1000 10.69 ± 1.71 23.87 ± 0.84 14.06 ± 2.00 24.51 ± 0.47 30.94 ± 0.58 14.15 ± 1.48 14.59 ± 1.26 9.88 ± 0.97

Table S6: Mean absolute error in AUPRC estimation on binary tasks.
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model Labeled Majority-Vote PL Dawid-Skene SPE BC AutoEval Active-Testing SSME (Ours) Ground Truth

distilbert-CORAL 83.90 ± 14.04 83.81 ± 13.35 86.15 ± 8.05 84.75 ± 2.64 73.48 ± 51.60 87.82 ± 8.64 85.04 ± 10.63 87.92 ± 21.20 86.49 ± 2.07 88.27 ± 0.18
distilbert-ERM 89.30 ± 12.04 91.34 ± 7.53 86.92 ± 6.57 95.08 ± 1.94 84.55 ± 51.41 97.13 ± 1.88 90.79 ± 11.63 89.17 ± 16.14 93.59 ± 1.71 92.17 ± 0.14
distilbert-ERM-seed1 89.10 ± 13.96 91.28 ± 7.50 87.05 ± 6.54 94.86 ± 2.06 93.25 ± 10.36 97.14 ± 1.97 90.75 ± 12.08 95.07 ± 12.69 93.54 ± 1.63 92.17 ± 0.15
distilbert-ERM-seed2 89.20 ± 12.42 91.63 ± 7.32 86.67 ± 6.72 95.78 ± 1.84 85.49 ± 46.57 96.28 ± 2.42 90.43 ± 13.38 92.84 ± 12.24 93.65 ± 1.61 92.11 ± 0.15
distilbert-IRM 86.90 ± 14.93 92.67 ± 9.76 82.92 ± 6.39 95.27 ± 1.29 93.48 ± 14.96 94.56 ± 4.59 88.11 ± 14.15 88.10 ± 17.89 91.65 ± 1.91 88.13 ± 0.18
distilbert-IRM-seed1 88.10 ± 14.40 92.87 ± 8.98 83.86 ± 6.49 95.92 ± 1.32 95.76 ± 12.55 95.41 ± 3.44 89.27 ± 13.77 89.42 ± 17.90 92.26 ± 1.65 89.04 ± 0.19
distilbert-IRM-seed2 86.80 ± 13.54 92.48 ± 9.09 83.39 ± 6.35 95.55 ± 1.35 86.76 ± 52.55 95.34 ± 4.27 87.78 ± 13.98 89.19 ± 18.15 92.08 ± 1.78 88.70 ± 0.16

Table S7: Mean absolute error in accuracy estimation per classifier on toxicity detection. .

model Labeled Majority-Vote PL Dawid-Skene SPE BC SSME (Ours) Ground Truth

distilbert-CORAL 13.80 ± 11.38 12.60 ± 9.19 8.78 ± 7.05 10.78 ± 2.12 25.34 ± 53.26 7.47 ± 8.12 8.50 ± 1.87 5.98 ± 0.18
distilbert-ERM 10.37 ± 11.48 8.16 ± 7.77 11.33 ± 6.44 4.37 ± 2.08 14.87 ± 49.40 1.97 ± 1.97 4.96 ± 1.47 6.14 ± 0.17
distilbert-ERM-seed1 9.91 ± 12.33 8.34 ± 7.65 11.29 ± 6.35 4.59 ± 2.21 6.45 ± 10.72 1.93 ± 2.09 5.13 ± 1.53 6.21 ± 0.16
distilbert-ERM-seed2 10.02 ± 11.80 7.70 ± 7.75 10.96 ± 6.53 3.38 ± 1.93 14.36 ± 46.44 2.32 ± 2.47 3.99 ± 1.39 4.94 ± 0.19
distilbert-IRM 12.59 ± 13.50 6.52 ± 9.97 15.77 ± 6.04 3.69 ± 1.31 6.69 ± 14.92 4.61 ± 5.14 6.85 ± 1.72 10.61 ± 0.16
distilbert-IRM-seed1 11.93 ± 13.31 6.35 ± 9.18 15.03 ± 6.38 2.98 ± 1.24 4.18 ± 12.63 3.88 ± 3.89 6.38 ± 1.83 9.78 ± 0.21
distilbert-IRM-seed2 12.06 ± 12.00 6.71 ± 9.42 15.55 ± 6.16 3.33 ± 1.46 13.01 ± 51.77 3.87 ± 4.60 6.71 ± 1.74 10.18 ± 0.18

Table S8: Mean absolute error in ECE estimation per classifier on toxicity detection.

model Labeled Majority-Vote PL Dawid-Skene SPE BC SSME (Ours) Ground Truth

distilbert-CORAL 85.19 ± 27.74 90.53 ± 8.91 72.20 ± 13.51 94.89 ± 2.31 79.61 ± 72.95 84.22 ± 6.84 91.38 ± 3.14 86.23 ± 0.33
distilbert-ERM 91.80 ± 13.93 96.36 ± 8.70 74.90 ± 15.08 98.64 ± 0.65 90.62 ± 57.77 98.52 ± 1.84 95.97 ± 1.50 93.77 ± 0.22
distilbert-ERM-seed1 92.18 ± 14.63 96.36 ± 8.76 74.92 ± 15.05 98.58 ± 0.59 99.70 ± 0.58 98.30 ± 1.86 95.96 ± 1.39 93.75 ± 0.20
distilbert-ERM-seed2 93.32 ± 11.62 96.55 ± 8.86 75.03 ± 15.17 98.89 ± 0.62 90.81 ± 57.23 98.07 ± 2.20 96.16 ± 1.33 94.08 ± 0.19
distilbert-IRM 91.46 ± 17.13 95.52 ± 13.36 74.69 ± 14.67 98.28 ± 1.17 99.06 ± 3.55 98.05 ± 1.88 95.38 ± 2.22 91.57 ± 0.25
distilbert-IRM-seed1 90.75 ± 20.55 95.25 ± 12.97 74.58 ± 14.85 97.97 ± 1.60 99.52 ± 1.60 98.07 ± 2.00 95.18 ± 2.19 91.00 ± 0.31
distilbert-IRM-seed2 91.89 ± 15.94 95.37 ± 13.62 74.68 ± 14.90 98.39 ± 1.02 90.44 ± 57.04 98.33 ± 1.84 95.59 ± 1.79 91.86 ± 0.23

Table S9: Mean absolute error in AUC estimation per classifier on toxicity detection.

model Labeled Majority-Vote PL Dawid-Skene SPE BC SSME (Ours) Ground Truth

distilbert-CORAL 60.78 ± 47.30 67.66 ± 48.12 31.91 ± 19.96 76.38 ± 9.81 71.94 ± 75.73 50.86 ± 21.03 60.27 ± 10.78 40.00 ± 0.70
distilbert-ERM 77.25 ± 38.26 82.78 ± 55.03 42.28 ± 26.91 94.59 ± 2.39 79.50 ± 71.95 92.51 ± 8.47 79.63 ± 7.22 72.19 ± 0.73
distilbert-ERM-seed1 79.38 ± 36.73 83.34 ± 53.48 42.27 ± 26.76 94.37 ± 2.25 83.36 ± 69.87 91.54 ± 9.68 79.78 ± 6.78 72.30 ± 0.68
distilbert-ERM-seed2 79.11 ± 35.38 83.41 ± 55.47 42.47 ± 27.03 95.49 ± 2.34 78.44 ± 73.38 90.15 ± 9.69 80.06 ± 6.54 73.33 ± 0.69
distilbert-IRM 77.74 ± 38.16 81.26 ± 57.61 40.79 ± 25.87 92.89 ± 2.88 81.71 ± 76.90 88.23 ± 14.48 76.90 ± 8.27 65.86 ± 0.78
distilbert-IRM-seed1 79.21 ± 39.17 81.73 ± 57.61 41.23 ± 26.40 93.64 ± 3.17 82.29 ± 74.37 89.58 ± 11.12 77.84 ± 7.67 66.50 ± 0.86
distilbert-IRM-seed2 77.63 ± 39.97 80.53 ± 57.24 40.65 ± 26.19 92.67 ± 3.46 77.63 ± 77.91 90.34 ± 12.47 77.16 ± 7.20 65.46 ± 0.79

Table S10: Mean absolute error in AUPRC estimation per classifier on toxicity detection.

Dataset nℓ nu Labeled Majority-Vote PL Dawid-Skene AutoEval Active-Testing SSME (Ours)

AG News 20 1000 5.48 ± 0.89 5.13 ± 0.16 11.72 ± 1.23 6.70 ± 0.13 5.59 ± 1.18 8.09 ± 0.80 3.72 ± 0.19
50 1000 3.92 ± 0.63 4.96 ± 0.14 5.22 ± 0.78 6.51 ± 0.12 4.36 ± 0.78 8.88 ± 1.40 3.54 ± 0.17

100 1000 2.71 ± 0.45 4.74 ± 0.19 2.69 ± 0.48 6.20 ± 0.16 2.71 ± 0.59 8.77 ± 1.20 3.41 ± 0.24

MultiNLI 20 1000 7.46 ± 1.07 8.30 ± 0.35 7.95 ± 1.26 11.73 ± 0.15 7.20 ± 1.04 10.30 ± 1.77 1.98 ± 0.24
50 1000 4.42 ± 0.55 8.14 ± 0.27 3.08 ± 0.62 11.41 ± 0.14 4.17 ± 0.54 11.85 ± 1.70 1.90 ± 0.21

100 1000 3.27 ± 0.46 7.54 ± 0.30 2.47 ± 0.51 10.72 ± 0.15 3.17 ± 0.44 11.63 ± 1.77 2.02 ± 0.23

Table S11: Mean absolute error in accuracy estimation on multiclass tasks.

Dataset nℓ nu Labeled Majority-Vote PL Dawid-Skene SSME (Ours)

AG News 20 1000 5.53 ± 0.93 4.30 ± 0.13 11.85 ± 1.21 5.80 ± 0.11 3.37 ± 0.17
50 1000 3.88 ± 0.76 4.18 ± 0.11 5.36 ± 0.77 5.70 ± 0.10 3.28 ± 0.15
100 1000 2.61 ± 0.49 4.07 ± 0.15 2.78 ± 0.48 5.53 ± 0.13 3.13 ± 0.21

MultiNLI 20 1000 11.57 ± 1.13 3.87 ± 0.18 7.84 ± 1.14 2.95 ± 0.08 2.06 ± 0.24
50 1000 6.14 ± 0.67 3.94 ± 0.14 3.10 ± 0.62 2.92 ± 0.10 2.06 ± 0.20
100 1000 4.52 ± 0.51 3.82 ± 0.15 2.37 ± 0.46 3.18 ± 0.08 2.19 ± 0.21

Table S12: Mean absolute error in ECE estimation on multiclass tasks.
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model SSME-KDE-gaussian SSME-KDE-epanechnikov SSME-KDE-exponential

distilbert_CORAL 86.61 ± 1.3587 86.61 ± 1.3586 86.60 ± 1.3884
distilbert_ERM 93.83 ± 1.0066 93.83 ± 1.0067 93.81 ± 0.9879
distilbert_ERM_seed1 93.76 ± 0.9585 93.75 ± 0.9584 93.73 ± 0.9314
distilbert_ERM_seed2 93.77 ± 0.6859 93.77 ± 0.6859 93.75 ± 0.6643
distilbert_IRM 91.80 ± 1.0459 91.80 ± 1.0460 91.78 ± 1.0122
distilbert_IRM_seed1 92.37 ± 1.0373 92.37 ± 1.0373 92.35 ± 1.0252
distilbert_IRM_seed2 92.33 ± 0.9593 92.33 ± 0.9592 92.31 ± 0.9346

Table S13: Robustness of SSME to kernel choice. Because density estimation can be sensitive to
kernel choice, we analyze the stability of SSME’s performance estimates across three kernel types.
We find no significant imapct of kernel choice on SSME’s performance estimates (although different
kernels do produce small changes in accuracy estimates). Results hold across metrics and tasks; we
report results for each toxicity detection classifier and accuracy for brevity.

Dataset nℓ nu Labeled Majority-Vote PL Dawid-Skene AutoEval Active-Testing SSME (Ours) SSME-NF

AG News 20 1000 5.48 ± 0.45 5.13 ± 0.08 11.72 ± 0.63 6.70 ± 0.07 5.59 ± 0.60 8.09 ± 0.41 3.72 ± 0.10 3.52 ± 0.11
50 1000 3.92 ± 0.32 4.96 ± 0.07 5.22 ± 0.40 6.51 ± 0.06 4.36 ± 0.40 8.88 ± 0.72 3.54 ± 0.09 3.50 ± 0.11

100 1000 2.71 ± 0.23 4.74 ± 0.10 2.69 ± 0.25 6.20 ± 0.08 2.71 ± 0.30 8.77 ± 0.61 3.41 ± 0.12 3.40 ± 0.13

MultiNLI 20 1000 7.46 ± 0.55 8.30 ± 0.18 7.95 ± 0.64 11.73 ± 0.08 7.20 ± 0.53 10.30 ± 0.90 1.98 ± 0.12 3.08 ± 0.09
50 1000 4.42 ± 0.28 8.14 ± 0.14 3.08 ± 0.32 11.41 ± 0.07 4.17 ± 0.28 11.85 ± 0.87 1.90 ± 0.11 2.79 ± 0.11

100 1000 3.27 ± 0.23 7.54 ± 0.15 2.47 ± 0.26 10.72 ± 0.08 3.17 ± 0.23 11.63 ± 0.90 2.02 ± 0.12 2.52 ± 0.11

Table S14: Mean absolute error in accuracy estimation on multiclass tasks, including NF
parametrization. SSME-NF performs comparably or worse that SSME (Ours) across the two
multiclass tasks and three labeled data settings we consider.

D.5 Results reporting performance of alternate parameterization

SSME can be fit using other functions to approximate P (s|y). We additionally explored the value
of parameterizing each component using a normalizing flow (implementation details in Sec. E.3), a
technique that is increasingly used to approximate complex densities [2].

We find that using a KDE outperforms the normalizing flow on each binary task, for every metric
(except estimating AUPRC for SARS-CoV inhibition prediction, Table S15). We find that the
KDE performs similarly to the normalizing flow for each LLM-based task, although by a smaller
margin (Table S14). We hypothesize that this is due to the established challenges of approximating
multi-modal distributions with normalizing flows [65, 16].

For higher-dimensional tasks, the normalizing flow seems to outperform the KDE. In particular,
we ran an experiment on ImagenetBG, which contains nine classes and four classifiers. Table S16
demonstrates that in this setting, the normalizing flow performs better than the KDE.

Dataset nℓ nu Labeled SSME-M SSME (Ours) SSME-NF

Critical Outcome 20 1000 5.19 ± 1.07 1.70 ± 0.27 0.67 ± 0.13 9.80 ± 1.41
50 1000 2.90 ± 0.59 1.65 ± 0.25 0.78 ± 0.13 8.81 ± 1.11

100 1000 2.09 ± 0.41 1.30 ± 0.20 0.77 ± 0.13 8.28 ± 1.64

ED Revisit 20 1000 5.11 ± 0.98 1.64 ± 0.34 0.45 ± 0.10 3.54 ± 1.87
50 1000 2.02 ± 0.58 1.46 ± 0.27 0.53 ± 0.11 2.63 ± 1.10

100 1000 1.43 ± 0.32 1.18 ± 0.25 0.57 ± 0.11 2.51 ± 0.94

Hospital Admission 20 1000 7.32 ± 1.25 3.29 ± 0.47 1.88 ± 0.29 3.19 ± 0.95
50 1000 5.40 ± 0.83 3.17 ± 0.51 1.95 ± 0.27 2.27 ± 0.62

100 1000 3.64 ± 0.55 3.06 ± 0.45 1.51 ± 0.23 3.66 ± 2.31

SARS-CoV Inhibition 20 1000 6.11 ± 0.96 3.06 ± 0.23 2.30 ± 0.16 11.67 ± 5.26
50 1000 3.22 ± 0.57 2.59 ± 0.26 2.35 ± 0.10 20.89 ± 7.38

100 1000 2.04 ± 0.38 1.84 ± 0.24 2.36 ± 0.13 9.89 ± 4.52

Toxicity Detection 20 1000 5.95 ± 0.73 6.71 ± 0.23 2.34 ± 0.15 3.44 ± 0.11
50 1000 4.03 ± 0.68 5.38 ± 0.28 2.22 ± 0.13 3.31 ± 0.13

100 1000 2.43 ± 0.41 3.80 ± 0.32 2.14 ± 0.15 3.32 ± 0.13

Table S15: Mean absolute error in accuracy estimation on binary tasks, including NF parame-
terization. We include columns for the Labeled, SSME fit to each classifier individually (SSME-M),
SSME parameterized by a KDE (SSME (Ours)), and SSME parameterized by an NF (SSME-NF).
While SSME-NF sometimes outperforms SSME-M, SSME-NF never outperforms SSME-KDE on
accuracy estimation in any of the tasks or amounts of labeled data we consider.
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Dataset nℓ nu Labeled Majority-Vote PL DS AutoEval Active-Testing SSME (KDE) SSME (NF)

ImnetBG 20 1000 6.62 ± 2.74 2.99 ± 0.90 33.45 ± 2.96 5.78 ± 0.71 6.55 ± 2.62 10.83 ± 5.34 8.76 ± 1.00 2.65 ± 0.67
ImnetBG 50 1000 3.98 ± 1.63 3.01 ± 0.61 17.88 ± 2.78 5.69 ± 0.73 3.87 ± 1.56 12.25 ± 7.28 8.18 ± 0.90 2.66 ± 0.81
ImnetBG 100 1000 2.97 ± 1.38 2.73 ± 0.57 9.37 ± 1.53 5.34 ± 0.63 2.73 ± 1.13 9.08 ± 4.22 8.02 ± 0.90 2.10 ± 0.68

Table S16: Comparison across evaluation methods on the ImnetBG dataset with varying numbers of
labeled examples (nℓ) and unlabeled examples (nu). SSME (NF) consistently achieves the lowest
MAE.

Labeled Examples Initialization MAE, ECE MAE, Accuracy
20 KNN 0.045 0.046
20 Draw 0.035 0.034
50 KNN 0.037 0.040
50 Draw 0.043 0.043
100 KNN 0.031 0.033
100 Draw 0.037 0.036

Table S17: Performance comparison across different numbers of labeled examples and initialization
methods (Dataset: CivilComments).

D.6 Results reporting robustness to initializations

We find that SSME’s performance remains strong when using an alternative plausible initialization
method: using a majority vote among k=5 nearest neighbors among the labeled examples to initialize
cluster assignment for unlabeled examples. We compare this alternate initialization method to our
original initialization method (which we refer to as “draw" in the table) on the CivilComments dataset
with three different amounts of labeled data (20, 50, and 100 points). We include our results on ECE
and accuracy estimation error in the table S17, where we find that the two initialization methods
perform comparably on the CivilComments dataset.

D.7 Results reporting performance as number of classifiers increases

As shown in table S18, we find that SSME’s performance improves as the number of classifiers
increases, which accords with our theoretical results. As a caveat, our theory predicts that SSME is
likely not to perform well if one adds an inaccurate (e.g., worse than random) classifier to the set.

We also find that SSME’s performance does not vary greatly across classifier sets, suggesting that
SSME’s performance is robust to using different classifier sets. In particular, the standard deviation
in accuracy estimation error across random classifier sets is always under 0.011, and the standard
deviation in ECE estimation error is always under 0.015, indicating consistent performance across
classifier sets.

First, we find that performance does not vary greatly across classifier sets, suggesting that SSME’s
performance is robust to using different classifiers. In particular, the standard deviation in accuracy
estimation error across random classifier sets is always under 0.011, and the standard deviation in
ECE estimation error is always under 0.015.

Second, we find that SSME’s performance improves as the number of classifiers increases, which
accords with our theoretical results. As a caveat, our theory predicts that SSME is likely not to
perform well if one adds an inaccurate (e.g., worse than random) classifier to the set.

D.8 Results reporting performance for different bandwith selection procedures

We ran an experiment to test the robustness of our results to the choice of bandwidth. In the paper, we
use the Sheather-Jones algorithm to automatically identify a bandwidth. We compare this approach
to (1) another automated bandwidth selection algorithm (the Silverman algorithm) and (2) two fixed
bandwidths, chosen to be larger but within an order of magnitude of the Sheather-Jones selected
bandwidth. We conduct experiments using the CivilComments dataset and 3 labeled dataset sizes
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# Classifiers MAE, ECE (SD) MAE, Accuracy (SD)

2 0.0457 (0.0059) 0.0471 (0.0047)
3 0.0302 (0.0107) 0.0308 (0.0098)
4 0.0268 (0.0094) 0.0273 (0.0096)
5 0.0252 (0.0072) 0.0253 (0.0078)
6 0.0235 (0.0043) 0.0235 (0.0048)
7 0.0225 (only one subset) 0.0223 (only one subset)

Table S18: Performance as the number of classifiers increases. Standard deviations (SD) are shown
in parentheses. Dataset: CivilComments.

# Labeled Examples Bandwidth Selection Procedure MAE, ECE MAE, Accuracy

20 Sheather–Jones 0.024 0.023
20 Silverman 0.040 0.038
20 1.0 0.037 0.036
20 2.0 0.046 0.044
50 Sheather–Jones 0.023 0.022
50 Silverman 0.066 0.065
50 1.0 0.062 0.062
50 2.0 0.045 0.044
100 Sheather–Jones 0.022 0.021
100 Silverman 0.049 0.047
100 1.0 0.056 0.055
100 2.0 0.034 0.032

Table S19: (Dataset: CivilComments) Comparison of bandwidth selection procedures. Sheather–
Jones outperforms another automated selection method (Silverman) and two fixed bandwidths.

(20, 50, and 100 labeled datapoints). While results remain strong in all cases, we achieve the best
performance when using the Sheather-Jones bandwidth selection procedure.

D.9 Comparison to baselines drawn from weak supervision

Popular approaches to weak supervision including Snorkel [58] and FlyingSquid [27] implement a
latent variable model equivalent to Dawid-Skene. Both works build on Dawid-Skene to incorporate
information about pairwise correlations between labeling functions; [58] employs a technique to
infer dependencies, while [27] assume these dependencies to be user-provided. When we applied
a standard approach to dependency inference [4] in our setting, we observed that (1) all classifiers
are inferred to be dependent on one another, and (2) the number of dependencies raised issues with
convergence. It is thus not feasible to incorporate dependency inference, and the resulting latent
variable model is equivalent to Dawid-Skene.

D.10 Comparison to ensembling

While we limit the scope of our experiments in the main text to semi-supervised methods that
make use of both labeled and unlabeled data, another approach would be to produce an estimate
of Pr(y = k|s(i)) by averaging the classifier scores. This approach results in an unbiased metric
estimator when the resulting ensemble is calibrated, as theoretical results by [37] show. Such an
approach has natural downsides: it is sensitive to the composition of the classifier set, does not
improve with the introduction of labeled data, and relies on an assumption of ensemble calibration
that is unlikely to hold in practice [71]. Here, we provide experiments to illustrate this behavior.

We use a semisythetic setting to conduct a comparison to ensembling. To do so, we create sets of
three classifiers based on the widely-used Adult dataset [7], where the task is to predict whether a
person’s income is above $50K. To create differences between the three classifiers in a set, we train
them on random fixed-size samples of 50 labeled examples from different portions of the dataset,
partitioned based on age. In doing so, our semi-synthetic classifier sets mimic how training data for
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Figure S2: SSME performance in response to additional unlabeled data, additional classifiers,
and improved classifiers. As indicated by our theoretical results, SSME benefits from increased
amounts of unlabeled data, number of classifiers, and classifier performance.

different real-world classifiers can differ in meaningful ways. We repeat this procedure to produce
500 sets of three classifiers, where sets differ in the training data provided to each classifier. Our
procedure naturally produces random variation in classifier properties, like accuracy and calibration.
As with the real datasets, we produce three splits: a training split to learn the classifiers (50 examples),
an estimation split for the performance estimation methods (20 labeled examples and 1000 unlabeled
examples), and an evaluation split to measure ground truth values for each metric (10,000 examples).
Each classifier is a logistic regression with default L2 regularization.

We artificially increase the expected calibration error of each classifier using a generalized logistic
function parameterized by a. Specifically, we transform classifier score s to be sa

sa+(1−s)a , effectively
increasing overconfidence for higher s and increasing underconfidence for lower s. As in the
semisynthetic experiments, we generate 500 semisynthetic classifier sets, where each classifier in a
set is trained on 100 examples distinct from the training data for other classifiers in the set (results are
robust to this choice of training dataset size). Each set contains three classifiers.

Figure S3 reports our results. As the average calibration among classifiers in a set varies, SSME
consistently improves over the use of an ensemble. This aligns with our intuition, and indicates the
value of using labeled data in conjunction with unlabeled data. Miscalibration has little effect on the
ensemble when estimating AUPRC; here, SSME and ensembling perform similarly.

D.11 Comparison of computational cost

Fitting SSME is computationally cheap and faster than the best baseline. For every dataset and
experiment configuration reported in the paper, SSME can be fit in under 5 minutes, using only 1
CPU. SSME inherits the computational complexity of kernel density estimators (O(n2)) and EM.
In a matched comparison (using 20 labeled examples, 1000 unlabeled examples, and 7 classifiers)
the next best-performing baseline (Bayesian-Calibration) takes on average 32.1 seconds to estimate
performance, while SSME takes 21.5 seconds.
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Figure S3: A comparison of SSME to ensembling on a miscalibrated classifier set. SSME
consistently produces more accurate performance estimates compared to ensembling the classifiers
across differently calibrated classifier sets (x-axis).

Algorithm 2: Sampling-based metric estimation with SSME

Input: Labeled set Dℓ = {(s(i), y(i))}nℓ
i=1; Unlabeled set Du = {s(i)}nu

i=1; s(i) are
ALR-transformed classifier scores; Fitted model Pθ(y | s); metric function g(p, y);
Number of samples S = 500

Init: sum← 0;
1 for s← 1 to S do
2 foreach s(i) ∈ Du do
3 ỹ(i) ∼ Pθ(y | s(i)); ; // Sample true label y from mixture model

4 D(s) ← {(s(i), ỹ(i))} ∪ Dℓ;
5 metric(s) ← (nu + nℓ)

−1
∑

(s,y)∈D(s)

g(ALR−1(s), y);

6 sum← sum+ metric(s);

Output: m̂etric = sum/S ; // Sample-based estimate of metric

E Method Details

E.1 Additive Log-Ratio Transform

Given a vector p ∈ ∆K−1 over K classes, let s = ALR(p) =
[
log p1

pK
, log p2

pK
, · · · , log pK−1

pK

]
∈

RK−1. To invert, pi =
esi

1+
∑K−1

k=1 esk
for i < K and pK = 1

1+
∑K−1

k=1 esk
. The ALR transform maps

unit-sum data into real space, where it is easier to fit mixture models. The inverse allows us to map
samples from the mixture model in real space back to the simplex ∆K−1. For details, see [53].

E.2 Metric Estimation

SSME is able to estimate any metric that is a function of the classifier probabilities p and label y. We
approximate the joint distribution P (y,p) with a mixture model model Pθ(y, s), where s refers to
the ALR-transformed classifier probabilities (i.e. “classifier scores")2. We refer to P (y,p) for ease
of notation in this section; it is equivalent, through invertible mapping, to P (y, s).

We denote our approximation for P (p, y) as Pθ(p, y). We provide a few concrete examples of
how one can use SSME to measure performance metrics, given Pθ(p, y) and a set of unlabeled
probabilistic predictions {p(i)}nu

i=1 and labeled probabilistic predictions {pi, y(i)}nℓ
i=1. Notationally,

pi
j refers to the jth model’s probabilistic prediction of the ith unlabeled example.

2Recall that ALR is a bijection, so we use the inverse mapping ALR−1 : RK−1 → ∆K−1 to transform our
mixture distribution in real space back to probability space.
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Accuracy measures the alignment between a model’s (discrete) predictions and the true label y.
To discretize predictions, practitioners typically take the argmax of p(i). Using the binary case an
illustrative example, the accuracy of the jth model can be written as:

Accuracyj = Ep [1 [y = 1(p > t)]]

where 1 is an indicator function and t is a chosen threshold, typically 0.5. In our setting, we
approximate this as:

Accuracyj ≈
1

nu + nℓ

nu+nℓ∑
i=1

1
[
y(i) = 1(p(i) > t)

]
For labeled examples, we use the true label y(i). For unlabeled examples, we draw y(i) ∼ Pθ(y|p(i)).
We then compute accuracy using these labels y(i) and predictions p(i). To ensure our estimation
procedure is robust to sampling noise, we average our estimated accuracy over 500 separate sampled
labels for each example in the unlabeled dataset.

Alternatively, we could directly use Pθ(y|p) to estimate accuracy. That is, for each point p(i) we
directly compute an expectation for the label, and sum this over the entire dataset.

Using the binary case as an example

Accuracyj ≈
1

nu + nℓ

nu+nℓ∑
i=1

E
[
1
[
y(i) = 1(p

(i)
j > t)

]
|p(i)

]

In other words, we compute the expectation that the true label agrees with the predicted label for
each point . This expectation is p(i). This expectation is computed over Pθ(y|p) One can interpret
Pθ(y|p) as a “recalibration" step: given a set of classifier guesses p, what is the true distribution of
y?

In our experiments, we use the first of these two approaches, i.e. we sample the true label from the
estimated distribution.

Expected Calibration Error (ECE) measures the alignment between a model’s predicted probabili-
ties pj and the ground truth labels y. In particular, ECE compares the model’s reported confidence to
the true class likelihoods, averaged over the dataset. We write out our ECE estimation procedure for
the binary case, and it extends readily to definitions of calibration in multiclass settings [32]. Binary
ECE can be written as:

ECEj = Epj

[∣∣∣P (Ŷ = 1|p̂ = pj)− pj

∣∣∣]
Then, to approximate the ECE with the datasets {pi}nu

i=1 and {pi, y(i)}nℓ
i=1, one can sample y(i) ∼

Pθ(y|p(i)) for each unlabeled sample i and then use the standard histogram binning procedure [31]
using both the true labels for the labeled dataset and the sampled labels for the unlabeled dataset. In
this approach, we treat the sampled labels y(i) as true labels for unlabeled examples. To ensure our
procedure is robust against sampling noise, we draw samples of y(i) repeatedly for a fixed number of
draws (500). We then compute ECE separately for each of these 500 draws and average ECE across
all draws.

We use this first approach, but alternatively, one could also directly use Pθ(y|p) to estimate ECE. In
particular, we can write:

ECEj ≈
1

nu + nℓ

nu+nℓ∑
i=1

∣∣∣Pθ

(
y = 1|p(i)

j

)
− p

(i)
j

∣∣∣
In this approach, we don’t sample the labels y for unlabeled examples but instead directly use Pθ(y|p),
which provides us (an estimate of) the true distribution of y. Instead, we directly use our estimate for
the conditional label distribution Pθ

(
y = 1|p(i)

j

)
.

In our experiments, we use the first approach described, i.e. sampling y(i) for unlabeled examples
and then using the standard binning and averaging procedure.
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AUROC and AUPRC can be estimated with a similar procedure as above. In particular, we sample
a label y(i) ∼ Pθ

(
y = 1|p(i)

)
from the conditional label distribution and compare these sampled

labels to the classifier probabilities.

E.3 Alternate parameterizations

One alternative parameterization is to use a normalizing flow to model our mixture of distributions.
Normalizing flows learn and apply an invertible transform fθ to a random variable z ∼ D1 to obtain
fθ(z) ∼ D2. Here, we set z ∼ D1 to a Gaussian mixture model and learn a transformation such that

fθ(z)
dist.
≈ s, i.e., the transformed distribution roughly matches our classifier score distribution. By

modeling z explicitly as a Gaussian mixture model, one can move back and forth between the two
distributions, as f−1

θ (fθ(z)) = z, where f−1
θ is the inverse of f . Specifically, we set the distribution

of Z to follow a Gaussian mixture:

Z|(Y = k) ∼ N (µk,Σk)

Thus, the marginal distribution of Z is pZ(z) =
∑K

k=1N (z|µk,Σk) · p(y = k) is the overall density
of z. We apply our invertible transformation fθ to obtain s = fθ(z). To find p(s|y = k), we follow
the approach of [35]:

pS(s|y = k) = N (f−1
θ (s)|µk,Σk) ·

∣∣∣∣det
(
δf

δx

)∣∣∣∣ · p(y = k)

Intuitively, we transform (s, y) into a distribution (z, y) which follows a Gaussian mixture model. By
enforcing the constraint that this transform is invertible, the joint distribution on (z, y) captures all
the information in (s, y).

We use the RealNVP architecture [22] to parameterize fθ using 10 coupling layers, 3 fully-connected
layers, and a hidden dimension of 128 between the fully connected layers. Our normalizing flow is
lightweight and trains in less than a minute for each dataset in our experiments section using 1 80GB
NVIDIA A100 GPU.

Note there are two optimizations here: (1) the normalizing flow transformation fθ which maps s into
our latent Gaussian mixture space and (2) the Gaussian mixture model parameters µk,Σk themselves.
We begin by fixing the GMM parameters µk,Σk to values estimated from our classifier scores s and
learning only the flow fθ for 300 epochs. Afterwards, we optimize the GMM parameters µk,Σk with
EM for another 700 epochs.
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