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Abstract
Natural Language Processing is a field001
of artificial intelligence that facilitates002
man-machine interactions through vernac-003
ular languages. There are two types of004
Sandhi in the Kannada Language: Kan-005
nada Sandhi and Sanskrit Sandhi. A006
morph-phonemic word ’Sandhi’ is formed007
when two words or distinct morphemes are008
joined or combined. A Sandhi word split-009
ting is the reverse of the process of forma-010
tion. The rules govern Sandhi words in011
all the Dravidian languages. A rule-based012
splitting method is developed to obtain013
the constituent words from the Sanskrit014
Sandhi words in Kannada sentences. Once015
the Sanskrit Sandhi (SS) words are split,016
the type of Sandhi is also identified, lead-017
ing to an effective translation of the San-018
skrit Sandhi words into English. This pa-019
per covers seven types of SS words: Savar-020
Nadeergha, YaN, GuNa, Vruddhi, Jatva,021
Shchutva and Anunasika Sandhi. The iden-022
tified split points are as per the Sandhi023
rules. A dataset of 4900 Sanskrit Sandhi024
words occurring in Kannada sentences is025
used to assess the performance of the pro-026
posed method, which has given an accu-027
racy of 90.03% and 85.87% in Sanskrit028
Sandhi identification and in an acceptable029
English translation. The work finds appli-030
cations in other Dravidian languages.031

1 Introduction032

Natural Language Processing (NLP) makes033

computers understand any language humans034

speak in the real world, such as English, Hindi,035

Marathi, Tamil, Telugu, Kannada, Punjabi,036

etc. NLP helps machines comprehend human037

interactions. This involves separating words038

from sentences as per the word boundaries039

(Vempaty and Nagalla, 2011). Language es-040

tablishes communication for humans. The041

language grammar gives language structure042

and is a system of rules that governs a lan- 043

guage’s correctness and compliance (Caryappa 044

et al., 2020). Dravidian languages are a fam- 045

ily of around 70 languages spoken by nearly 046

200 million people in different parts of In- 047

dia and the world. Tamil, Malayalam, Kan- 048

nada and Telugu, and over 20 non-literary lan- 049

guages, are standard in India (Krishnamurthy, 050

2024). Kannada is one of the major Dravidian 051

languages of India, spoken predominantly in 052

the state of Karnataka, with a 2500-year-old 053

rich cultural history (Amarappa and Sathya- 054

narayana, 2015). It is the world’s 27th most 055

widely spoken language, with about 35 million 056

speakers. It has poor resources and consid- 057

erable syntactic and semantic variance. Kan- 058

nada is not explored much in Machine Transla- 059

tion (MT) compared to other Indian languages 060

(Nagaraj et al., 2021) and offers more chal- 061

lenges. Table 1 gives the number of speakers 062

of Dravidian languages state-wise and world- 063

wide. 064

Kannada has a linguistic construct called 065

Sandhi (संɠध in Sanskrit, ಸಂÞ in Kan- 066

nada) wherein two words or morphemes merge, 067

causing phonetic or morphological changes 068

at the word’s junction. This transformation 069

is seen in many Indian languages, including 070

Sanskrit, Telugu, Tamil, etc., and is gov- 071

erned by the specific grammatical rules. The 072

word Sandhi is used in singular and plural 073

forms throughout this paper. Splitting is the 074

process of obtaining the constituent words 075

from Sandhi word and converting the Sandhi 076

word to an equivalent English (Natarajan and 077

Charniak, 2011). Sandhi splitting approaches 078

are broadly categorized into Dictionary-based, 079

Rule-based, and Corpus-based (Shashirekha 080

and Vanishree, 2016). There are two types 081

of Sandhi in the Kannada Language: Kan- 082

nada Sandhi and Sanskrit Sandhi. There 083
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Language Speakers Locations
Telugu 83,000,000 Andhra Pradesh, Telangana and parts of Karnataka, UK, USA,

Australia, Canada, UAE
Tamil 77,000,000 Tamil Nadu, Parts of Karnataka, Maharashtra, Kerala, France,

Germany, Italy, USA, UK
Kannada 45,000,000 Karnataka, Kerala, Tamil Nadu, Maharashtra, USA, UK, Canada,

UAE, Saudi Arabia
Malayalam 37,000,000 Kerala, Tamil Nadu, Maharashtra, Karnataka
Tulu 1,850,000 Karnataka, Kerala, Gujarat, Saudi Arabia
Beary 1,500,000 Karnataka, Kerala, Gulf Countries
Brahui 2,430,000 Baluchistan (Pakistan), Helmand (Afghanistan)

Table 1: Speakers of Dravidian Languages

Figure 1: Classification of Sandhi Forms.

are three types of Kannada Sandhi: Lopa084

Sandhi, Aagama Sandhi, and Aadesh Sandhi.085

In Sanskrit Sandhi, there are seven types086

such as SavarNadeergha Sandhi, GuNa Sandhi,087

YaN Sandhi, Vruddhi Sandhi, Jatva Sandhi,088

Shchutva Sandhi, and Anunasika Sandhi. The089

classification of Sandhi forms in the Kannada090

language is shown in Figure 1. This paper091

presents a work on the Sanskrit Sandhi help-092

ful in translating Kannada text into English,093

as part of the contribution to Machine Trans-094

lation (MT).095

MT bridges language barriers and is con-096

sidered challenging for languages with com-097

plex linguistic structures like Kannada. The098

challenges in MT are related to grammar,099

while others are related to language gener-100

ation, multilingual dictionaries, word anal-101

ysis, etc. (Alawneh and Sembok, 2011).102

Some of the existing translators, like Google,103

Bing, Quillbot, i-Translate, etc., do not give104

satisfactory translations of sentences with105

Sandhi words. For example, the Kannada106

sentence "Ĝೕಗ ಮತುತ್ �ಾಯ್ನ ಮನಶಚ್ಂಚಲýಯ-107

ನುನ್ ಕØĆ �ಾಡುತತ್ÿ" and its transliteration108

(TL) is "Yoga mattu dhyana manaschancha-109

latheyannu kaDime maDuttade". Its English 110

translation should be ’Yoga and meditation re- 111

duce the boggling mind’. But when we sub- 112

jected this sentence to the existing translators, 113

which failed to translate the given Kannada 114

sentence, having the Sanskrit Shchutva Sandhi 115

word "ಮನಶಚ್ಂಚಲý", its transliteration (TL) 116

form ’manaschanchalate’. Hence, the present 117

paper provides a devised rule-based Sandhi 118

splitting method useful for converting Sanskrit 119

Sandhi words to English, thereby effectively 120

translating Kannada sentences to English. 121

2 Literature Survey 122

A literature survey was conducted to learn 123

about state-of-the-art Sandhi splitting, iden- 124

tification, and machine translation methods. 125

Information retrieval (IR) in languages with 126

complex morphological patterns, Indian lan- 127

guages, requires breaking down compound 128

words (also called de-compounding) into their 129

parts. The corpus-based models were used ex- 130

tensively for de-compounding, requiring subtle 131

assistance of semantics and sparsity (Sahu and 132

Pal, 2024). The machine learning models were 133

implemented using recurrent neural networks, 134
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Figure 2: Block Schematic Diagram of Proposed Methodology

long-short-term memory models, and double135

decoder models. (S. et al., 2024). The mor-136

phological analysis of Sanskrit Sandhi words137

was context-dependent, and Sandhi split, also138

known as "Vichchhed", was a challenging task.139

The existing methods include the predeter-140

mined splitting rules. However, finding the141

exact split point is important and determines142

accuracy issues (Phadke and Patankar, 2023).143

Nine methods were deployed for the "Sandhi"144

Splitter: the Bayesian Word Segmentation145

method, Conditional Random Field, Recur-146

rent Neural Network, Hidden Markov Model,147

Rule-Based Approach (RBA), Deep Learning,148

Machine Learning, and Finite State Automata.149

Sandhi splitters were developed by researchers150

using RBA (Gaikwad and Saini, 2021). Re-151

current Neural Networks (RNNs) were widely152

used to perform machine translation. A mix of153

Naïve Bayes and LSI (Latent Semantic Index-154

ing) predicted the next word in Kannada trans-155

lation. The model was trained using a variety156

of patterns created by combining bigram, tri-157

gram, and 4-gram to improve accuracy (Nan-158

dini et al., 2020). The problem was a sequence-159

to-sequence prediction task and used modern160

deep-learning techniques. A compound-word161

(Sandhi) generation and splitting in the San-162

skrit Language using LSTM and Bi-LSTM163

techniques was carried out, and a good pre-164

diction accuracy was achieved (Dave et al.,165

2020). The use of data and grammatical166

rules of Sanskrit played a significant role in167

splitting Upasarga and Pratyaya (Angle et al.,168

2018). The end-to-end neural network models169

resolved phonetic merges to tokenize Sanskrit170

(Sandhi) words. The character-level recurrent171

and convolutional neural networks helped seg-172

ment words in Sanskrit (Hellwig and Nehrdich,173

2018). The literature survey reveals that few174

authors have worked on Sandhi splitting for175

languages such as Telugu, Sanskrit, Malay-176

alam, and Kannada. Not all Sandhi are consid- 177

ered, and works have emphasised one or two 178

types of Kannada Sandhi. Sanskrit Sandhi is 179

not explored much. Hence, the present pa- 180

per deals with an account of the translation 181

of the Sanskrit Sandhi words of the Kannada 182

language to English. It is a complete work en- 183

compassing all kinds of SS and the rules for 184

splitting into constituent words. 185

3 Dataset Preparation and 186

Proposed Methodology 187

The required dataset is collected and prepared 188

for testing the method. The block schematic 189

diagram of the stages of processing is dis- 190

cussed. 191

3.1 Dataset Preparation 192

The data is collected from some Kannada sto- 193

rybooks and input from native Kannada lan- 194

guage speakers Kuvempu (1971) and Keshi- 195

raja (1920). The dataset comprises 4900 San- 196

skrit Sandhi words drawn from Kannada sen- 197

tences containing one word, two words, and 198

three words of Sanskrit Sandhi, as given in Ta- 199

ble 2. 200

3.2 Proposed Methodology 201

The proposed methodology is divided into 202

seven phases: Transliteration, Sanskrit Sandhi 203

identification, Sanskrit Sandhi Word Splitting, 204

Morphological Analysis, Sanskrit Sandhi Type 205

Identification, Translation and Sentence Re- 206

ordering, as shown in Figure 2. 207
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Figure 3: Prefix-Suffix method

Sentences Count
Total No. of Sanskrit Sandhi words 4900
Total No. of Kannada Sentences 3736
No. of sentences without Sandhi words 39
Sentences having one Sandhi word 2768
Sentences having two Sandhi words 655
Sentences having three Sandhi words 274

Table 2: Sanskrit Sandhi Dataset

3.2.1 Transliteration208

Transliteration (TL): It is a phonetic resem-209

blance way of writing, converting words from210

one language script to another by putting211

them in a familiar alphabet. Romaniza-212

tion transliterates the vowels(KV) and conso-213

nants(KC) of Kannada, as given in Tables 3214

and 4, respectively. Transliteration changes215

the characters from the word’s original alpha-216

bet to similar-sounding characters in a differ-217

ent script.218

3.2.2 Sanskrit Sandhi Identification219

The sentences are subjected to tokenization.220

The tokens obtained are checked against a dic-221

tionary of root words to determine whether the222

token is a Sandhi word. The Sandhi words are223

identified based on their transformations. Let224

SW be the given Sanskrit Sandhi word, which225

is the concatenation of two words, namely SW1226

and SW2, represented as SW=SW1SW2 where227

SW1 and SW2 are the the two constituent228

words with sequences of characters as defined229

by expressions (1) and (2).230

SW1 = C1C2C3C4 · · ·Cn (1)231

SW2 = K1K2K3K4 · · ·Kn (2)232

Let Ci and Ki represent the ith character233

in words SW1 and SW2, respectively, and i =234

1,2,3....n describe the characters in the words235

SW1 and SW2. The word SW can be written236

as shown in Box 1.237

3.2.3 Sanskrit Sandhi Word Splitting 238

Sandhi Word splitting (SWS), also called 239

Sandhi Vichchheda, is a technique to split a 240

string of conjoined words into a sequence of 241

constituent root words. We have maintained 242

the dictionaries of prefixes, suffixes, and root 243

words in DWAG (Directed word acyclic graph) 244

structure. We have used the prefix-suffix 245

method for Sandhi Word Splitting. In the 246

proposed prefix-suffix Sandhi Word Splitting 247

method, the Sandhi word undergoes character- 248

by-character scanning, in both directions, re- 249

sulting in prefix and suffix words. The SWS 250

involves scanning in two directions: left-to- 251

right to identify the prefix word, which is fur- 252

ther verified against a corresponding dictio- 253

nary, and right-to-left to determine the suf- 254

fix word, which is subsequently validated us- 255

ing the suffix dictionary, as shown in Figure 256

3. For example, the split of the word "Ðæೕಶ" 257

(TL: giriisha) is shown in Figure 3. The given 258

word will be split as Ðæೕಶ ( TL: giriisha) => 259

Ðæ (TL: giri) + ಈಶ (TL: isha) by scanning 260

from left to right and right to left, respectively. 261

3.2.4 Morphological Analysis 262

Morphological analysis is used to identify all 263

the morphemes from agglutinative words and 264

their grammatical categories. This helps to im- 265

prove the understanding of a language’s word 266

structure and meaning. Morphological anal- 267

ysis helps accurately identify and reconstruct 268

the original Sandhi words. Morphological anal- 269

ysis is crucial to Machine Translation (MT) 270

and improves the translation accuracy, espe- 271

cially for morphologically rich languages like 272

Kannada. Since Kannada words often contain 273

complex prefixes, suffixes, and Sandhi combi- 274

nations, breaking them down correctly helps 275

in meaningful translation into English or other 276

languages. 277

3.2.5 Sanskrit Sandhi Type 278

Identification 279

The Sandhi words are split, and the rules are 280

applied to find the category of a Sandhi. The 281
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KV TL
ಅ a
ಋ Ru

KV TL
ಆ aa,A
ಎ e

KV TL
ಇ i
ಏ ai, ei

KV TL
ಈ ee, I, ii
ಒ o

KV TL
ಊ u
ಓ O

KV TL
ಊ oo, U, uu
ಔ au, ou

Table 3: Romanization of Kannada Vowels

KC TL
ಕ ka, qa
ಖ Ka, kha
ಗ ga
ಘ Ga
ಙ ga
ಯ ya
ಶ Sa

KC TL
ಚ ca, cha
ಛ Ca
ಜ ja
ಝ Ja, jha
ಞ ja
ರ ra
ಷ Sha

KC TL
ಟ Ta
ಠ Tha
ಡ Da
ಢ Dha
ಣ Na
ಲ la
ಸ sa

KC TL
ತ ta
ಥ tha
ದ da
ಧ dha
ನ na
ಳ La
ಹ ha

KC TL
ಪ pa, fa, pha
ಫ Pa
ಬ ba
ಭ Ba, bha
ಮ ma
ವ va, wa

Table 4: Romanization of Kannada Consonants

Sandhi word is valid if it can be split into a pre-282

fix and a suffix. It is possible to identify the283

Sandhi split point by applying Kannada gram-284

mar rules, and the category of Sandhi (Ara-285

likatte et al., 2018); (Gopal Krishna Udupa N,286

2020); (Keshiraja, 1920).287

i. Sanskrit Sandhi Rules There are288

seven types of Sanskrit Sandhi in Kannada and289

each Sandhi is governed by definite rule for290

joining the two constituent words. Following291

are the rules devised for the Sanskrit Sandhi.292

Rules Split Words Sandhi Word
a + a -> aa deva + asura devaasura
ಅ + ಅ ->ಆ ÿೕವ + ಅಸುರ ÿೕ¡ಾಸುರ
aa + a -> aa vidyaa + abhyasa ivdyaabyasa
ಆ + ಅ -> ಆ é�ಾಯ್ + ಅ�ಾಯ್ಸ é�ಾಯ್�ಾಯ್ಸ
i + i -> i kavi + iMdra kaviiMdra
ಇ + ಇ -> ಈ ಕé + ಇಂದರ್ ಕéೕಂದರ್
u + u -> uu vadhu + upadesha vadhuupadesha
ಉ +ಉ ->ಊ ವಧು + ಉಪÿೕಶ ವಧೂಪÿೕಶ
i + ii -> ii giri + iisha giriisha
ಇ + ಈ ->ಈ Ðæ + ಈಶ Ðæೕಶ

Table 5: SavarNadeergha Sandhi Rules with Exam-
ples

• SavarNadeergha Sandhi: When two293

vowels occur in a word, one after the294

other, a single long vowel is substituted295

for both. This is called an extended vowel296

conjugation. The rules with sample exam-297

ples are given in Table 5.298

• Vruddhi Sandhi: If the prefix ends with299

characters ’a’, and ’aa’, and the suffix300

begins with characters ’i’, ’ai’, or ’au’,301

Rules Split Words Sandhi Word
a + i -> ai loka + ikya lokaikya
ಅ + ಏ -> ಐ ĉೂೕಕ + ಏಕಯ್ ĉೂೕðೖಕಯ್
aa + ai -> ai vidyaa + aishwarya vidyaishwarya
ಆ + ಐ -> ಐ é�ಾಯ್ + ಐಶವ್ಯರ್ éದಯ್ಶವ್ಯರ್
a + au -> au Ghana + audharya Ghanaudharya
ಅ + ಔ ->ಔ ಘನ + ಔ�ಾಯರ್ ಘ�ೌ�ಾಯರ್
aa + au -> au mahaa + audharya mahaudhrya
ಆ + ಔ ->ಔ ಮ¥ಾ + ಔ�ಾಯರ್ ಮ¥ೌ�ಾಯರ್

Table 6: Vruddhi Sandhi Rules with Examples

during the sandhi word formation, these 302

are replaced by ’ai’ and ’au’, respectively. 303

The rules with sample examples are given 304

in Table 6. 305

• GuNa Sandhi: If the prefix ends with 306

characters ’a’ and ’aa’ and the suffix be- 307

gins with characters ’i’, ’u’, and ’ru’, then 308

the letters ’e’, ’oo’, and ’r’ will be replaced 309

in the sandhi formation. This is called 310

’GuNa’ Sandhi. The rules with sample 311

examples are given in Table 7. 312

• Jatva Sandhi: The consonants ’k’, ’ch’, 313

’T’, ’th’, ’p’ at the end of the prefix 314

word are replaced by the third consonants 315

of the same class (’g’, ’j’, ’D’, ’d’, ’b’). 316

This is called ’Jatva’ Sandhi The result- 317

ing Sandhi word and the governing rules 318

with sample examples are given in Table 319

8. 320

• YaN Sandhi: When a sandhi is formed 321

and if the prefix ends with characters ’i’, 322

’u’, and ’ru’, then the character ’y’ re- 323
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places ’i’, the character ’v’ replaces ’u’,324

and the character ’r’ replaces the char-325

acter ’ru’. This is called a ’YaN’ Sandhi.326

The rules with sample examples are given327

in Table 9.328

• Anunasika Sandhi: The consonants ’k’,329

’t’, ’T’, and ’p’ at the end of the prefix330

word will be replaced with ’gm’, ’na’, ’Na’,331

and ’ma’ in sandhi formation. The rules332

with sample examples are given in Table333

10.334

• Shchutva Sandhi: The prefix word has335

’s’ or ’th’ as ending characters, and the336

suffix word has ’sha’ and ’cha’ as begin-337

ning characters; then these are replaced338

by ’sha’, or ’shcha’ and ’chh’ in sandhi339

formation, respectively. This is called the340

’Shchutva’ Sandhi. The rules with sample341

examples are given in Table 11.342

Rules Split Words Sandhi Word
a + i -> e sura + iMdra sureNdra
ಅ +ಇ -> ಏ ಸುರ + ಇಂದರ್ ಸುĈೕಂದರ್
aa + i -> e dharaa + iMdra dhareNdra
ಆ + ಇ -> ಏ ಧ�ಾ + ಇಂದರ್ ಧĈೕಂದರ್
a + u -> oo soorya + udaya sooryoodaya
ಅ +ಉ ->ಊ ಸೂಯರ್ +ಉದಯ ಸೂĜೕರ್ದಯ
a + ru -> ar deva + rushi devarshi
ಅ + ಋ ->ರ್‍ ÿೕವ + ಋë ÿೕವëರ್
aa + ru -> ar mahaa + rushi maharshi
ಆ + ಋ -> ರ್‍ ಮ¥ಾ + ಋë ಮಹëರ್

Table 7: GuNa Sandhi Rules with Examples

Rules Split Words Sandhi Word
k -> g vak + iisha vageesha
ಕ -> ಗ ¡ಾಕ್‍ + ಈಶ ¡ಾÐೕಶ
ch -> j ach + aadi ajaadi
ಚ ->ಜ ಅಚ್‍ + ಆÝ ಆ�ಾÝ
T ->D viraaT + roopa viraaDroopa
ಟ -> ಡ é�ಾಟ್‍ + ರೂಪ é�ಾಡೂರ್ಪ
t-> d sat + uddesha saduddesha
ತ -> ದ ಸತ್‍ + ಉÿದ್ೕಶ ಸದುÿದ್ೕಶ

Table 8: Jatva Sandhi Rules with Examples

3.2.6 Translation and Sentence343

Reordering344

In machine translation (MT), four methods,345

namely Hybrid, Rule-Based, Neural, and Sta-346

Rules Split Words Sandhi Word
i + a -> ya ati + avasara atyavasara
ಇ + ಅ ->ಯ ಅÛ + ಅವಸರ ಅತಯ್ವಸರ
i + aa -> yaa jaati + aatita jaatyaatita
ಇ + ಆ -> �ಾ �ಾÛ + ಆÛೕತ �ಾ�ಾಯ್Ûೕತ
i + u -> yu prati + uttara pratyuttara
ಇ + ಉ ->ಯು ಪರ್Û + ಉತತ್ರ ಪರ್ತುಯ್ತತ್ರ
u + a -> va manu + aadi manvaadi
ಉ + ಅ -> ವ ಮನು + ಆÝ ಮ�ಾವ್Ý
ru + a -> ra pitru + aajne pitraajne
ಋ + ಅ -> ರ àತೃ + ಆĦ à�ಾರ್Ħ

Table 9: YaN Sandhi Rules with Examples

Rules Split Words Sandhi Word
k -> gm vaak + maya vaagmaya
ಕ್‍ -> ಙಮ್ ¡ಾಕ್‍ + ಮಯ ¡ಾಙಮ್ಯ
t -> n cit + maya chinmaya
ತ್‍ --> ನ Òತ್‍ + ಮಯ Òನಮ್ಯ
T -> N shaT + maasa shaNmaasa
ಟ್‍ --> ಣ ಷಟ್‍ + �ಾಸ ಷ�ಾಮ್ಸ
p -> m ap + maya ammaya
ಪ್‍ --> ಮ ಅಪ್‍ +ಮಯ ಅಮಮ್ಯ

Table 10: Anunasika Sandhi Rules with Examples

tistical, are deployed, and it is true for Kan- 347

nada to its equivalent English. We have devel- 348

oped a rule-based machine translation method 349

in the proposed approach that uses specialised 350

dictionaries and Kannada grammar. For ex- 351

ample the sentence "ಅವನು Ðæೕಶ ಇರು�ಾತ್ā" 352

(TL: avanu giriisha iruttane). In this exam- 353

ple, the word Ðæೕಶ (TL:giriish) is extracted 354

and split. The prefix Ðæ (TL:giri) and suffix 355

ಈಶ (TL: isha) are obtained using the sandhi 356

splitting method. The meaning of ’giri’ means 357

"mountain" and the meaning of ’isha’ means 358
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Rules Split Words Sandhi Word
s + sha -> sha payas + shayana payashayana
ಸ್‍ +ಶ ->ಶ ಪಯಸ್‍ + ಶಯನ ಪಯಶಯನ
s + cha -> shcha manas + chanchala manashchanchala
ಸ್‍ + ಚ -> ಶಚ್ ಮನಸ್‍ + ಚಂಚಲ ಮನಶಚ್ಂಚಲ
th + cha -> chh sharath + chaMdra sharachhaMdra
ತ್‍ + ಚ -> ಚಚ್ ಶರತ್‍ + ಚಂದರ್ ಶರಚಚ್ಂದರ್

Table 11: Shchutva Sandhi Rules with Examples

Figure 4: Confusion Matrix for Sanskrit Sandhi
Splitting and Identification

"lord". It is the name of lord Shiva in Hin-359

duism.360

In sentence reordering, each non-Sandhi361

words meaning is obtained in English using362

the INLTK (Indic Natural Language Toolkit),363

whereas the Sandhi words need splitting for364

correct translation. The words in the English365

sentence are tagged with PoS and reordered366

according to the SVO structure. Hence, we ob-367

tain the effective English translation as "He is368

the mountain lord", the lord Shiva. The over-369

all Machine translation methodology is given370

in Box 2.371

4 Results of the Proposed372

Methodology373

The proposed method is tested on a corpus374

of 3736 Kannada sentences containing 4900375

Sandhi words, and the performance parame-376

ters are computed. The methodology is im-377

plemented in Python using the INLTK. The378

method’s accuracy(SIT) is defined as the aver-379

age percentage of Sandhi words correctly iden-380

Figure 5: Confusion Matrix for Sanskrit Sandhi
Translation

tified (SI) and the percentage of Sandhi words 381

correctly translated into English (ST) as given 382

in expression 3. 383

%SIT =
%SI + %ST

2
(3) 384

A confusion matrix (CM) is obtained to de- 385

termine how well the developed methodology 386

compares with the desired or Actual outcomes. 387

The CM for Sandhi identification and transla- 388

tion is shown in Figures 4 and 5. We have ob- 389

tatined 90.03% (SI), 85.87% (ST), and 87.95% 390

(SIT) for Sanskrit Sandhi identification and 391

translation. The performance parameters such 392

as Precision, Recall, F1-score and accuracy ob- 393

tained are given in Tables 12 and 13. The San- 394

skrit Sandhi Identification and Translation re- 395

sults are shown in Figures 6 and 7 respectively. 396

5 Conclusion 397

The developed Rule-Based Methodology 398

(RBM) for Sanskrit Sandhi splitting, identifi- 399

cation, and English translation is tested on a 400

corpus of 3736 Kannada sentences containing 401
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Class Name Precision Recall F1-score Accuracy
ಸವಣರ್Ýೕಘರ್ ಸಂÞ (TL: SavarNadeergha Sandhi)| 0.93 0.97 0.95 0.95
ಗುಣ ಸಂÞ (TL: GuNa Sandhi)| 0.92 0.96 0.94 0.92
ಯಣ್‍ಸಂÞ (TL: YaN Sandhi) 0.88 0.95 0.91 0.90
ವೃÝಧ್ ಸಂÞ (TL: Vruddhi Sandhi) 0.91 1 0.95 0.91
ಜಶತ್Ŕ ಸಂÞ (TL:Jatva Sandhi) 0.83 1 0.91 0.84
ಶುಚ್ತವ್ ಸಂÞ (TL: Shchutva Sandhi)| 0.89 1 0.93 0.86
ಅನು�ಾìಕ ಸಂÞ (TL: Anunasika Sandhi)| 1 1 1 0.90
Overall| 0.91 0.98 0.94 0.90

Table 12: Sanskrit Sandhi Identification Performance Parameters

Class Name Precision Recall F1-score Accuracy
ಸವಣರ್Ýೕಘರ್ ಸಂÞ (TL: SavarNadeergha Sandhi) 0.88 0.98 0.93 0.88
ಗುಣ ಸಂÞ (TL: GuNa Sandhi) 0.85 1 0.92 0.87
ಯಣ್‍ಸಂÞ (TL: YaN Sandhi) 0.83 1 0.91 0.84
ವೃÝಧ್ ಸಂÞ (TL: Vruddhi Sandhi) 0.87 1 0.93 0.87
ಜತವ್ ಸಂÞ (TL:Jatva Sandhi) 0.80 1 0.89 0.81
ಶುಚ್ತವ್ ಸಂÞ (TL: Shchutva Sandhi) 0.82 1 0.90 0.82
ಅನು�ಾìಕ ಸಂÞ (TL: Anunasika Sandhi) 0.86 1 0.92 0.86
Overall| 0.84 0.99 0.91 0.85

Table 13: Sanskrit Sandhi Translation Performance Parameters

Figure 6: Sanskrit Sandhi Identification(SI) Re-
sults

4900 Sanskrit Sandhi words. It has given402

satisfactory results for the Sanskrit Sandhi403

such as SavarNadeergha Sandhi, GuNa404

Sandhi, YaN Sandhi, Vruddhi Sandhi, Jatva405

Sandhi, Shchutva Sandhi and Anunasika406

Sandhi. RBM has given an average accuracy407

of 90.03% for effective identification and408

85.87% for translating Sanskrit Sandhi words409

to English. It is observed that the accuracy410

of the RBM could be increased with the411

enhanced dataset and the corresponding412

prefix and suix words dictionaries. INLTK413

Toolkit is used for implementation of the414

proposed methodology. There is a scope415

Figure 7: Sanskrit Sandhi Translation(ST) Results

to use statistical and deep learning-based 416

methods, and the authors wish to try them in 417

future work. This methodology is helpful for 418

Sandhi splitting in other Dravidian languages. 419

Limitations 420

The work presented in this paper is limited 421

to all types of Sanskrit Sandhi and Sanskrit 422

Sandhi words present in Kannada sentences 423

and their effective translations. With an in- 424

crease in the dataset and the dictionary size, 425

the performance of the proposed methodology 426

could be enhanced. 427
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Ethics statement428

This work presents a rule-based method for429

splitting Sanskrit Sandhi words in Kannada430

to support effective English translation. While431

the approach is based on linguistic rules and432

demonstrates high accuracy, it may not fully433

capture context-sensitive or culturally signifi-434

cant expressions. Care should be taken when435

applying the system to religious or literary436

texts. The dataset used in this work was cre-437

ated by the authors and consists solely of Kan-438

nada words and synthetically generated exam-439

ple sentences. We have carefully ensured that440

it contains no personally identifiable informa-441

tion or offensive content.442
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