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Abstract. In the era of big data, secure and controlled data publishing
becomes increasingly vital. When data holders publish dataset to data
demanders, data holders often (1) protect the copyright of the published
dataset and (2) anonymize user’s data by k-anonymity for privacy pur-
pose. Hence, there is a realistic demand of watermarked k-anonymity
dataset for ownership. However, there are two important challenges to
be addressed: the lack of primary key and the narrow bandwidth channel
for watermarked k-anonymity dataset. In this paper, we try to address
above challenges by proposing a k-anonymity-based robust watermark-
ing scheme in anonymized dataset by an “one-time” way to achieve both
protection of privacy and copyright. This scheme is primary key inde-
pendent and meets the requirement of keeping the same form with k-
anonymity. Experimental studies prove the robustness of watermarking
scheme against subset deletion and subset addition attacks.
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1 Introduction

In the era of big data, with the development of technologies such as data mining
and information sharing, data often need to be published to other organizations
for use, analysis and research. Consider a scenario that merchants (called “data
holders”) publish dataset to buyers (called “data demanders”). Some dishonest
data demanders (called “traitors”) may collect, share or sell published dataset
for profits without permission from the data holders. The data holders may
use a watermarking scheme to embed a specific mark into their dataset for
asserting ownership. In relational database, many robust watermarking schemes
[5,6,19,20,23,26] for ownership have been proposed.

For privacy purpose, privacy preserving data publishing schemes including
k-anonymity [16,22] have developed. Data holders could anonymize user’s data
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before publishing dataset. Hence, there is a realistic demand of copyright identifi-
cation of leaked anonymized data in that contained sensitive information such as
medical health data. To the best of our knowledge, some works [13,17,18] aim to
fingerprint anonymized dataset. By applying different anonymization patterns,
they achieved traitor-tracing. And the [8] implements sanitization and finger-
printing by adding and removing tuples from the anonymized dataset. These
works achieved the goal of traitor-tracing. But the goal of identification of dataset
copyright can’t reach due to the lack of identifiable watermarks. However, we
hope to protect privacy while asserting data ownership through k-anonymity
and watermarking techniques.

However, there are two important challenges of watermarking in k-anonymity
dataset need be addressed. The first challenge is that the lack of primary key.
In k-anonymity scenario, the primary key is defined as explicit identifiers which
must be deleted. For most watermarking schemes [1,2,5,10,26], the primary key
is used to locate watermarks. Hence, types of classical watermarking schemes
can’t adapt k-anonymity dataset. The second challenge is that narrow bandwidth
channel. The structure of k-anonymity is classified into four types: explicit iden-
tifiers (EIs), quasi-identifiers (QIs), sensitive attributes (SAs) and non-sensitive
attributes (NSAs). The EIs will be deleted. And any modifications in QIs and
SAs are intolerant for privacy objective of k-anonymity. NSAs are often consid-
ered as data that are not important. The fact is that NSAs are more likely to be
destroyed with a higher priority. Hence, the places and bandwidth of watermark
are limited in k-anonymity dataset.

1.1 Contribution and Paper Organization

To address above challenges, we analyze the existing three types of watermark-
ing strategies in k-anonymity in detail in Sect. 2: Watermark then Anonymize
(WA), Anonymize then Watermark (AW) and Integrated Strategy, and propose
a k-anonymity-based watermarking scheme for relational database. The main
contributions of our work include:

1. We discuss and analyze the operable watermarking possibilities in anonymiza-
tion scenario, and try to find available bandwidth in QIs for watermarking.

2. We propose a novel watermarking algorithm by an “one-time” way to achieve
both protection of privacy and copyright. It’s primary key independent and
meets the requirement keeping the same form with k-anonymity.

3. Experimental studies prove the robustness of the watermarking algorithm
against subset deletion and subset addition attacks.

Organization: Sect. 2 introduces background and motivation. Section 3
presents the proposed watermark scheme. In Sect. 4, data-driven experiments
are demonstrated. Section 5 demonstrates related works. Section 6 concludes this
paper.
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2 Background and Motivation

In this section, we first introduce the background knowledge related to
anonymization, then describe our motivation for studying k-anonymity-based
watermarking scheme.

2.1 Background

Researchers have proposed many studies targeting anonymized data. Most of
the current consider that the data to be anonymized in the form of explicit iden-
tifiers (EIs), quasi-identifiers (QIs), sensitive attributes (SAs) and non-sensitive
attributes (NSAs), where EIs are attributes that explicitly identify tuple owners
(e.g. name and ID), QIs are attributes that could be linked to external tables to
identify the tuple owner (e.g. age and zipcode), SAs include sensitive information
about individuals such as illness, salary, etc., and NSAs contain all attributes
except for the previous three types. In fact, NSAs are often considered as data
that are not important for research. Most works assume that the four sets of
attributes are disjoint. To protect individuals privacy, EIs will be removed before
the data is published. Thus the data holders publish an anonymized dataset,
including QIs′, SAs and NSAs, among which QIs′ are the results of QIs being
anonymized.

The k-anonymity model is one of the most widely anonymization methods.
K-anonymity was first proposed by Sweeney and Samarati [16,22]. The k-
anonymity model requires that any tuple in an anonymized dataset is indistin-
guishable from other k-1 tuples in QIs′. The set of tuples in the anonymized
dataset containing the same QI values are defined as equivalence classes (ECs).
That is, the size of all ECs in the anonymized dataset after k-anonymity is not
smaller than k.

Table 1. Example dataset

(a) An original table (b) 3-anonymity table

EI QIs SAs NSA QIs′ SAs NSA

Name Age Zipcode Disease Salary Score Age Zipcode Disease Salary Score

Alex 24 53712 Heart disease 5000 98 [24,32] [53712–53713] Heart disease 5000 98

Beth 25 53711 Heart disease 6000 87 [25,30] 53711 Heart disease 6000 87

Carl 30 53711 Flu 10000 80 [25,30] 53711 Flu 10000 80

Ellen 30 53711 Cancer 5000 92 [25,30] 53711 Cancer 5000 92

Glen 32 53712 Heart disease 4000 79 [24,32] [53712–53713] Heart disease 4000 79

Helen 32 53713 Cancer 8000 96 [24,32] [53712–53713] Cancer 8000 96

For example, Table 1 (a) is an original dataset, where Name is an EI, <Age,
Zipcode> are considered as QIs, Disease, Salary are considered as SAs, and
Score is a NSA. Table 1 (b) shows the anonymized result obtained from Table 1
(a) after 3-anonymity. Tuples 2, 3 and 4 in Table 1 (b) form an equivalence class
with respect to quasi-identifiers <Age, Zipcode>. Even if the data demanders
know Beth’s QI values, it is difficult to tell which of the three tuples he is.
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The implementation of k-anonymity is divided into two methods depend-
ing on how the data is transformed: global recoding and local recoding. Global
recording means that the same QIs values must be mapped to the same values or
ranges in all tuples. Typical global recording algorithms include Incognito [14],
Binary search [16] and Datafly [21]. Local recoding allows the same QIs values to
be mapped to different values or ranges. Top-Down Specialization [7], Mondrian
[15] and Bottom-Up Generalization [24] are typical local recoding algorithms.

2.2 Motivation

To protect privacy while achieving copyright protection, there are three solutions
for data holders to use. We analyze the three solutions and thus illustrate the
motivation of our research.

(1) Watermark then Anonymize (WA).
The meaning of WA is to embed watermark in the original dataset first and

then anonymize the watermarked dataset. As we mentioned above, the origi-
nal dataset usually consists of EIs, QIs, SAs and NSAs. However, since EIs can
often correspond to unique individuals, they are usually removed when pub-
lished. Therefore, in the following discussion, we only discuss scenarios where
QIs, SAs and NASs are processed separately. In addition, due to the difficulty
of embedding watermarks in categorical attributes, the attributes we discuss in
the following are all numerical attributes.

– Watermark on QIs. First consider embedding watermark in QIs. We
assume that the data holder embeds watermark in numerical QIs and then
anonymizes the dataset. However, since the values of QIs are likely to change
after k-anonymity, which may cause the watermark information to be rewrit-
ten, resulting in the watermark information not being detected properly.

– Watermark on SAs. We assume that the data holder embeds watermark
in numerical SAs. Although SAs do not change after k-anonymity, and the
anonymization process does not affect the watermark embedded in SAs. How-
ever, as important parameters for data usage and analysis, the accuracy of
SAs after embedding watermarks can be affected.

– Watermark on NSAs. We consider the case of embedding watermark in
numerical NSAs. Although watermark embedded in NSAs are similarly unaf-
fected by the subsequent anonymization process, there are still some prob-
lems. Firstly, compared to other attributes, the number of NSAs is usually
relatively small. This results in less space for watermarking information to be
embedded. More importantly, since NSAs are often considered unimportant
for research, they may be restricted from publishing, which results in the
absence of watermark information in the published dataset.

(2) Anonymize then Watermark (AW).
AW means to anonymize the original dataset first and then embed watermark

in the anonymized dataset. Since k-anonymity is only processed for QIs, we focus
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on the case of embedding watermark in QIs′ in this section. And the cases of
embedding watermark in SAs and NSAs are the same as the case in WA.

– Watermark on QIs′. We assume that the data holder performs k-anonymity
on the original dataset first and then embeds watermark in QIs′. We know that
for k-anonymity achieved by generalization or clustering methods, the value
of QIs′ in the anonymized dataset is presented as a range, such as [24,32] in
Table 1 (b). Therefore, watermark information cannot be embedded in QIs′

presented in the form of a range. Moreover, for k-anonymity achieved by
microaggregation methods, although the values of QIs after anonymization
are accurate values, the watermarks are still not suitable to be embedded
in QIs′. This is because k-anonymity requires that the QI values in each
equivalence class are the same, and the data holder must still ensure that the
QI values in the equivalence classes are the same after embedding watermark.
This will result in a significant reduction in the number of watermarks that
can be embedded in anonymized dataset.

(3) Integrated Strategy.
Integrated strategy means that data holders combine the privacy protection

and copyright protection into one integrated mechanism during dataset publish-
ing. Only a few works belong to this type. The works [13,17,18] propose a finger-
printing method based on k-anonymity. The method distributes datasets with
different generalization patterns to multiple data demanders, thus enabling trac-
ing back to the traitors who caused the privacy disclosure. However, the method
does not assert data ownership. In addition, the authors did not experimentally
validate the method. The method proposed in [8] implements sanitization and
fingerprinting by adding and removing tuples from the dataset. The method pro-
tects the privacy of individuals, while allowing traitors to be tracked in the event
of illegal redistribution. However, the method also cannot assert data ownership.
In addition, there is no experimental validation of the method in the article. The
methods above combine privacy protection and fingerprinting, and are able to
protect data privacy while tracing traitors. However, none of these methods can
assert the ownership of the data.

3 Proposed Watermark Scheme

In this section, we introduce the k-anonymity-based watermarking scheme,
including bandwidth channel, watermark architecture and algorithms.

3.1 Bandwidth Channel

According to above discussion, EIs, SAs attributes are excluded from water-
marking. NSA attributes may be destroyed with a higher priority. Hence, we
explore suitable places and bandwidth on QI attributes. This section we will
discuss the bandwidth channel for watermarking in QIs attributes. Most water-
mark methods work under a general assumption that the original dataset can
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tolerate a certain degree of quality degradation. The tolerance is closely related
to the bandwidth for watermark. The anonymized dataset consists of many ECs,
each of which is guaranteed to contain at least k tuples. And the optimal upper
reference bound of an EC is 2k − 1, which has been strictly proved in reference
[15]. Hence, there is a natural interval [k, 2k − 1] for the number of tuples con-
tained in each EC. Thus we advocate that the each EC in an anonymized dataset
can actually tolerance degree change of tuple number in the interval [k, 2k − 1],
thereby providing the desired bandwidth channel for watermarking.

Example. Figure 1 showns a bandwidth channel for watermarking in a 3-
anonymity table. We take the attribute <Age> as QI to 3-anonymize and use a
histogram to represent the 3-anonymity table. The abscissa represents the gen-
eralization interval of attribute <Age>, and the ordinate represents the tuple
number in an EC, denoted by |ECi|. Thus the bandwidth channel for water-
marking in the 3-anonymity table is the interval of [3, 5].

Based on the bandwidth channel which is unique to anonymized dataset, we
propose a new watermarking architecture, under which we can generate ECs in
which the number of tuples are controlled. The controllable tuple numbers in
these special ECs can be as watermarks.

Fig. 1. The bandwidth channel for watermarking

3.2 Watermark Architecture and Algorithm

This section we will discuss the proposed watermark architecture of relational
data that meet the dual requirements of privacy and copyright. The main archi-
tecture is presented in Fig. 2. The architecture includes the following three major
phases: 1. Watermark Embedding, 2. k-anonymity and 3. Watermark Detection.
Phase 1 and phase 2 belong to the data publishing stage, which must satisfy the
k-anonymity specification in order to preserve the same data format. For ease of
reference, we list notations that will be used in this paper in Table 2.

k-Anonymity Specification. The k-anonymity specification is used to regulate
the watermark embedding function and the anonymity process, as in Fig. 2. It
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Fig. 2. Main architecture of the proposed watermarking scheme

requires that when executing the above two processes, the same set of QIs must
be processed, while satisfying the anonymization parameter k.

Table 2. Notations

Notation Description Notation Description

T Original dataset TW Watermarked dataset

TA Anonymized Dataset TWA, tWA Published Dataset and a tuple in TWA

T ′
WA Published dataset that have been attacked k The system parameter for k-anonymity

W , Wg Watermarks and the watermark in g-th EC Kw Watermark secret key

γ A density control parameter Δ A redundant space for watermark

QI1, ..., QIp QI attributes s A minimal step

t, N A tuple and total number of tuples in T n Total number of watermarks

η The proportion of successful watermark detection τ The watermark detection threshold

Phase1: Watermark Embedding. The main focus of watermark embedding
phase is to embed watermark in such a way that it does not affect the pri-
vacy objective of k-anonymity. The original dataset T is transformed into water-
marked dataset TW . The original dataset T , watermark W , secret key Kw and
k-anonymity specification are inputs. Watermark W and secret key Kw are only
known to the data holders. And no one can detect the embedded watermark W
without the secret key Kw.

Phase2: k-anonymity. In this phase, the main work is to anonymize the
unmarked dataset T − TW to satisfy the k-anonymity specification. Thus, the
published dataset can preserve the same data format with TW and protect indi-
vidual privacy. The output of this phase is the anonymized dataset TA. By
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aggregating the watermarked dataset TW and anonymized dataset TA, publish-
ing dataset TWA is generated.

Attack Channel. After watermarking, the dataset is released to the data
demanders over a communication channel or attacker channel. The published
dataset TWA may undergo different types of attacks in the attacker channel.
The T ′

WA denotes dataset under attack. The attacker dose not know the real
positions of watermarks in that lack of secret key. The attacker may conduct
two forms of attacks: Subset Deletion Attacks. The attacker may delete sub-
set of watermarked dataset TWA to destroy the watermarks. Subset Addition
Attacks. The attacker may insert a number of duplicate tuples or randomly
generated fake tuples into the watermarked dataset TWA. In this particular type
of attack, the insertion of new tuples by the attacker did not harm the data
quality and watermark information, but it may decrease the detection ratio of
watermark.

Phase3: Watermark Detection. In the watermark detection phase, the water-
mark W ′ in the published dataset TWA will be extracted using the secret key
Kw.

3.2.1 Watermark Embedding Phase. In the watermark embedding phase,
three important tasks are accomplished: watermark generation, watermark loca-
tion and watermark embedding.

(1) Watermark Generation. The watermark generation is based on the band-
width channel, which is the interval [k, 2k − 1] in ECs.

Definition 1. Watermark Based on Bandwidth. The watermark W is com-
posed of several variable intervals Wg, which controls the tuple numbers of the
marked ECs.

W = (W1,W2, ...Wg, ...,Wn), 0 ≤ |Wg| ≤ k − 1, 1 ≤ g ≤ n (1)

Wg = [a, b], 0 ≤ a<b ≤ k − 1, |b − a| = Δ (2)

where n represents the number of watermarks, g represents the g-th marked EC.
Based on the bandwidth channel, the |ECg| = k + Wg and k ≤ |ECg| ≤ 2k − 1.
Thus 0 ≤ |Wg| ≤ k−1. The a and b are the positive integer, and |b−a| relative to
k-1 is a relatively smaller positive integer Δ, which provides a redundant space
for watermark.

(2) Watermark Location. The potential ECs are selected to embed the water-
mark W . For the anonymized dataset, each QI attribute of a tuple t in an EC
has an interval [QImin, QImax]. Thus, locating t.QImin is the key to form a
special ECs. We use an one-way hash function (e.g.SHA1 or MD5) H to locate
t.QImin. The location function is as follow:

H(Kw|t.QI) = H(Kw|t.QI1|...|t.QIp) (3)
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where Kw represents a secret key known only to the data holders, | represents
concatenation. The t.QI is the concatenation of the value for each QI attribute
in tuple t. Then let H randomizes the values of Kw and the t.QI:

H(Kw|t.QI) mod γ = 0 (4)

When return value of formula (4) is 0, the tuples having value t.QI1, ..., t.QIp
will be selected, which can be as the start point of interval. Then the end point
needs to be determined, making the number of tuples in the interval [start point,
end point] equal to |Wg|. The γ is a control parameter that determines the
density of watermarks. Note that, for ease of understanding and illustration, we
represent tuples as points in space.

(3) Watermark Embedding. When the start point t.QImin is determined,
we need to determine the end point to form EC that meet k-anonymity and
watermark W requirement. However, there are many tuple sets satisfy water-
marking requirement. Then the problem is how to choose the best one from the
tuple sets which has minimal information loss. The normalized certainty penalty
(NCP) [25] measure the information loss of each QI attribute in ECs. After the
start point is located, we rank priority to candidate QIs with NCP for finding
an end point as t.QImax that satisfy watermark W . From start point to end
point of interval, tuples are selected to be grouped, which satisfies watermark W
and has minimal information loss. Next, we generalize the selected tuple sets to
form marked ECs. Finally, we take out the marked ECs to form an anonymized
dataset with watermark sequence W .

TW = ECW1 ∪ ECW2 ∪ ... ∪ ECWn
(5)

Example. Figure 3 showns the procedure of watermark embedding, which con-
tains three basic steps: Select the start points, Select tuple set and Generaliza-
tion. Consider that dataset T has QIs (QI1, ..., QIp), and assume that there is a
order for each QI dimension. The tuples of T on QI1, ..., QIp can then be repre-
sented as points in p-dimensional space. The Fig. 3 (a) shows a two-dimensional
representation of a dataset, which Age and Weight are QI attributes. Each white
dot represent a tuple. The overlapping points represent that these tuples have
the same age-weight values.

Step 1: Select the Start Point. First, we should search the start point accord-
ing to formula (3), (4). Take Fig. 3 (b) as a example, Kw is the watermark key.
When Age = a2, Weight = w2, the value of formula (4) is 0. These two tuples
are selected and one of them is used for subsequent calculations. This point is
marked as black.

Step 2: Select Tuple Set. Next, we select the tuple set that satisfy k-anonymity
and watermarking requirements. As shown in Fig. 3 (c), the anonymity parameter
k = 3, the watermark Wg = [a,b](a = 0, b = 1). We choose Wg = 1, and two tuples
has been selected in the step1. There are two alternative ways to select tuple set
as shown by the dotted line in the figure. In order to select the better tuple set
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Fig. 3. Spatial representation of Age-Weight and selections based on k and W

which has less information loss, we calculate NCPQIage
and NCPQIweight

on these
selected tuples in generalized data format. After calculation, the NCPQIage

is min-
imum. Thus, we select tuples according the Age attribute, and the result is shown
in Fig. 3 (d). Note that, this step may repeat many times until the tuple number
in the EC is greater than or equal to k + Wg.

Step 3: Generalization. Finally, we generalize these tuple to form marked
ECs. As shown in Fig. 3 (d), we select the tuples including (a2, w2), (a2, w2),
(a3, w2), (a4, w2). After generalization, the four tuples will be replaced by range
([a2, a4], w2). These four tuples generate an marked EC.

3.2.2 k-anonymity Phase. In the anonymity phase, the most important
work is to anonymize the unmarked dataset T − TW to satisfy the k-anonymity
specification. The k-anonymity algorithms using local recoding (LR) can be used
to process unmarked dataset in our scheme. The generalization intervals gener-
ated by GR do not overlap, while the generalization intervals generated by the
LR might potentially overlap. In other words, the LR allows the same QI values
to be generalized into different intervals. If the GR is used in the anonymity
phase, strict non-overlapping generalization intervals will be generated. It is eas-
ier for an attacker to identify the marked ECs. The LR will produce overlapping
generalization intervals, thus, the attacker can not easily identify the marked
ECs. Therefore, only the LR is suitable for our scheme. In anonymity phase, the
processing of the unmarked dataset is as follows:

TA = k − anonymityLR(T − TW ) (6)

where TA is the anonymized dataset of T − TW , the k − anonymityLR is the
k-anonymity algorithms using local recoding. After phase 1 and phase 2, the
published dataset TWA is made (including marked ECWg

and unmarked ECs),
which adequately protects both individual privacy and data copyright (Fig. 4).

The basic algorithm is given in Algorithm 1, which describes the watermark
embedding phase and the k-anonymity phase. Lines 2–8 determine all the start-
ing points that will be marked when embedding the watermarks. Lines 10–25
implement the embedding of the watermarks. First, add one of the selected start-
ing points to the group (lines 11–13). If the size of group is within the range
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Fig. 4. Watermark embedding and detection algorithm

k + Wi, the group is generalized and added to TW (lines 14–16). If the size
of group is less than the minimum of this range, we uses NCP to expand the
number of selected tuples on QI attributes (lines 17–21). Otherwise, these points
are not processed (lines 22–24). Finally, k-anonymity on T -TW does remaining
work. The upper bound on the time complexity of the watermark embedding
algorithm is O(N ∗ 2k).

3.2.3 Watermark Detection Phase. In the watermark detection process,
the first step is to locate the start points in the marked ECs using the secret
parameters Kw and γ according to formula (3), (4). The next step is to calcu-
late the tuple numbers in the marked ECs where the start points are located.
The tuple numbers in each marked ECs minus the parameter k is the detected
watermark W ′. The last step is to compare W and W ′. In our scheme, we can
judge whether the watermark detection is successful according to formula (7),
(8). First, we judge whether the watermark detection is successful in a marked
EC according to formula (7). If the Wg

′ ∈ [a, b], the watermark detection is suc-
cessful. Then, we calculate the proportion η of ECs with successful watermark
detection in the all marked ECs according to formula (8). We set the detection
threshold τ , if η ≥ τ , the watermark detection for the T ′

WA is successful.

f(ECWg
′) =

{
1, a ≤ Wg

′ ≤ b, 0 ≤ g ≤ n;
0, otherwise.

(7)



568 J. Yu et al.

η =

∑n
g=0 f(ECWg

′)
n

∗ 100% (8)

The watermark detection algorithm is shown in Algorithm 2. The purpose of
lines 2–7 is to find all equivalent classes ECWA that contain watermark informa-
tion. Then, the algorithm calculates the size of these ECWA and records them
in W ′ (lines 8–11). Finally, the detected W ′ is compared to W . The watermark
detection is successful if the match proportion η is more than detection thresh-
old τ . The time complexity of the watermark detection algorithm is O(|ECWA|).
|ECWA| is the number of equivalence classes in TWA.

4 Experimental Studies

In this section, we present the experimental studies of our practical algorithms
in terms of watermarking robustness, data utility and efficiency. Our algorithms
are k-anonymity-based robust watermarking algorithms, thus we named them k-
RWA in short. In the later experiments, we use k-RWA to represent our proposed
algorithms.

4.1 Experimental Setup

Our experimental setup includes the Dataset, Experimental Environment and
Experimental Parameters.

Dataset. We evaluated our proposed scheme in the publicly available dataset
INFORMS1. The dataset includes 102578 records and 18 attributes. And 9
numerical attributes in the INFORMS dataset were used in our experiment as
QIs.

Experimental Environment. The experiments were conducted on a machine
equipped with a 3.0 GHz Intel(R) Core(TM) i5 processor with 16 GB RAM. The
operating system on the machine was Microsoft Windows 10. The programming
language we used is Python in version 3.7.3.

Experimental Parameters. In our experiments, we choose the local recording
algorithms Mondrian [15] and Top-Down Specialization [7] as k-anonymity algo-
rithms in k-RWA. We use k = 20, QI = 3, |Wg| = [0,10], γ = 25. Our experiments
were repeated 10 times and the average of the results was calculated as the final
result for each trial.

4.2 Robustness

In this section, we did experiments on the robustness of k-RWA with two types
of attacks, “Subset Deletion” and “Subset Addition”.

Subset Deletion. We randomly delete subset of tuples from published dataset
TWA with the ratio from 10% to 90%. The detection threshold is τ = 50% with
1 https://sites.google.com/site/informsdataminingcontest/.

https://sites.google.com/site/informsdataminingcontest/


A k-Anonymity-Based Robust Watermarking Scheme 569

red dotted line. In Fig. 5(a), experiments show the result of k-RWA (Mondrian)
and k-RWA (Top-down), and even when the ratio of deleted tuples reach 90%,
the watermark detection is successful.

Subset Addition. We add new tuples in the published dataset TWA with the
ratio from 20% to 200%. The source of new tuples for addition is from original
dataset. The detection threshold is τ = 50% too. Figure 5 (b) shows the exper-
iment results of k-RWA (Mondrian) and k-RWA (Top-down) by adding tuples
with the different ratios, and even when the ratio of addition tuples reach 200%,
the watermark detection is successful.

Fig. 5. The resilience to attack for k-RWA

Through the experiments above, k-RWA has good robustness against subset
deletion and subset addition attacks.

4.3 Utility Evaluation

In this section, we report the experimental results of the k-RWA in terms of
data utility. If the original dataset is processed only by Mondrian or Top-down,
it will bring information loss to the original dataset, we called it Ik. If the
original dataset is processed by k-RWA(Mondrian) or k-RWA(Top-down), it will
also bring information loss to the original dataset, we called it Ik−RWA. In this
experiments, we compare Ik−RWA with Ik using the GCP metric [9]. First, we
compare Ik−RWA with Ik with different k and QI. We vary k from 20 to 100,
and vary QI from 2 to 9. The results as shown in Fig. 6 (a) and (b) indicate
that the information loss of k-RWA is higher than Mondrian or Top-down in
most cases. This is due to the fact that the equivalence class chosen by k-RWA
in order to embed the watermark may not be optimal for anonymization. The
trade-off between privacy objective and watermarking objective, the latter must
be achieved with high priority, which may causes extra information loss.

Then we analyze the impact of parameter γ on data utility. We vary γ from
25 to 200. The result as shown in Fig. 6 (c) demonstrates that GCP decreases
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Fig. 6. Comparison of algorithms for the GCP with different value of k,QI and γ

gradually with increased γ for k-RWA(Top-down) and k-RWA(Mondrian), which
proved that the less ECs selected for embedding watermark, the less information
loss. Therefore, for data holders, appropriate parameters γ should be selected
according to the degree of tolerance for information loss.

4.4 Efficiency

We also measured the execution time of the k-RWA embedding algorithm and
the k-RWA detection algorithm under different dataset size and γ value.

Fig. 7. Computation time for k-RWA

In Fig. 7 (a) and (b), we vary the dataset from 10000 tuples to 100000 tuples.
The results show that the execution time of embedding and detection algorithms
increases along with the size of embedded dataset. In Fig. 7 (c) and (d), we
vary parameter γ from 25 to 250. The results show that the execution time of
embedding and detection algorithms decreases along with the value increases of
γ. Besides, the detection execution time shown in Fig. 7 (b) and (d) is much
lower than the embedding execution time. The reason is that the information
loss of each selected QI needs to be calculated when embedding watermarks,
which has time consumption.
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5 Related Work

Copyright protection is one of the most important issues in relational database
for data holders. In [12], the database watermarking techniques are classi-
fied into three categories: Bit-Resetting Techniques (BRT), Data Statistics-
Modifying Techniques (DSMT) and Constrained Data Content-Modifying Tech-
niques (CDCMT). For BRT, selected bits are reset by a systematic process.
Agrawal et al. [1,2] published the first relational databases watermarking scheme,
which utilizes bits as watermarks. Following their research, a lot of watermark-
ing models are proposed, such as [5,10,23,26]. For DSMT, data statistics such
as mean, variance or distribution are used as watermarks. In [20], Sion et al.
proposed a method that encoding of the watermark bit relies on altering the size
of the “positive violators” set. Shehab et al. [19] formulated the database water-
marking schemes as a constrained optimization problem. CDCMT schemes are
based on modifying the contents of the data. For example, the schemes based on
the ordering of the tuples (such as [4]) and insertion of extra spaces in attribute
values (such as [3]). Such that watermarked data still remains useful. The zero-
watermarking schemes [11] is also under this category. Our k-anonymity-based
watermarking scheme belongs to the CDCMT.

6 Conclusion

In the current situation, data holders should not only protect data copyright,
but also protect the privacy of users. To achieve dual protection goals, we pro-
posed a database watermarking scheme based on k-anonymity. In our scheme,
we propose an efficient watermark embedding algorithm and a watermark detec-
tion algorithm. Experimental results show that robustness, utility and efficiency
of our scheme are good.
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