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Abstract

Answer Sentence Selection (AS2) is a criti-001
cal task for designing effective retrieval-based002
Question Answering (QA) systems. Most ad-003
vancements in AS2 focus on English due to004
the scarcity of annotated datasets for other005
languages. This lack of resources prevents006
the training of effective AS2 models in dif-007
ferent languages, creating a performance gap008
between QA systems in English and other lo-009
cales. In this paper, we introduce new high-010
quality datasets for AS2 in five European lan-011
guages (French, German, Italian, Portuguese,012
and Spanish), obtained through supervised Au-013
tomatic Machine Translation (AMT) of ex-014
isting English AS2 datasets such as ASNQ,015
WikiQA, and TREC-QA using a Large Lan-016
guage Model (LLM). We evaluated our ap-017
proach and the quality of the translated datasets018
through multiple experiments with different019
Transformer architectures. The results indicate020
that our datasets are pivotal in producing robust021
and powerful multilingual AS2 models, signifi-022
cantly contributing to closing the performance023
gap between English and other languages.024

1 Introduction025

Answer Sentence Selection (AS2) represents a cru-026

cial component in many QA systems in both aca-027

demic and industrial settings. The role of this028

component is to select the correct answer for a029

given question among a pool of candidate sen-030

tences. While in recent years significant progress031

has been made in developing models and datasets032

for AS2 (Wang et al., 2007; Yang et al., 2015; Garg033

et al., 2020; Di Liello et al., 2022; Gupta et al.,034

2023), most of these are designed and evaluated035

in English. By contrast, less attention has been036

paid to other medium resource languages, such as037

French, German, Italian, Portuguese, and Spanish,038

for which researchers struggle to obtain adequate039

amounts of quality data to train their models. Re-040

cently, Machine Translation (MT) has proven to be041

an effective approach to address the challenges of 042

low-resource language QA systems (Kumar et al., 043

2021; Ranathunga et al., 2023; Gupta et al., 2023). 044

For the AS2 task, researchers have released a 045

plethora of AS2 datasets in English, such as ASNQ 046

(Garg et al., 2020), WikiQA (Yang et al., 2015), and 047

TREC-QA (Wang et al., 2007), but there remains a 048

gap for lower-resource languages that still needs to 049

be filled. 050

In this work, we contribute to this research 051

area by introducing three new large multilingual 052

AS2 corpora1. named mASNQ, mWikiQA, and 053

mTREC-QA for the most common European lan- 054

guages, comprising over 100 million question- 055

answer pairs. We prepared these datasets by 056

translating existing datasets (ASNQ, WikiQA, and 057

TREC-QA) into five European languages (French, 058

German, Italian, Portuguese, and Spanish) using 059

a recent state-of-the-art translation model (Team 060

et al., 2022). To validate the effectiveness of our 061

approach, we trained several models using the 062

mASNQ, mWikiQA, and mTREC-QA datasets and 063

evaluated their performance. Our results demon- 064

strate that these new datasets can be reliably used to 065

train robust rankers for lower resource languages, 066

yielding higher performance levels than those other 067

competitors achieve. This contribution helps to 068

reduce the language barrier and provides valuable 069

assets for researchers working in low-resource lan- 070

guages. 071

2 Related Work 072

Multilingual Models: The development of mul- 073

tilingual models has seen significant progress due 074

to the necessity of solving multilingual NLP tasks 075

and cross-lingual applications. mBERT (Devlin 076

et al., 2019), an extension of the original BERT 077

model, can handle tasks across multiple languages. 078

XLM-RoBERTa (Conneau et al., 2019), trained on 079

1Resources will be released upon paper acceptance.
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100 languages, and mDeBERTa (He et al., 2021b),080

a variant of DebertaV3, have shown remarkable im-081

provements in cross-lingual tasks. Similarly, mT5082

(Xue et al., 2021), a multilingual variant of T5, and083

BLOOM (Scao et al., 2023), trained on the ROOTS084

corpus, exemplify advancements in multilingual085

models. Despite these efforts, multilingual models086

often underperform compared to their English ver-087

sions due to the lower availability of training data088

(Gupta et al., 2023).089

Translation Models: State-of-the-art Machine090

Translation (MT) models have demonstrated re-091

markable capabilities. OPUS-MT (Tiedemann and092

Thottingal, 2020), a set of translation tools, sup-093

ports both bilingual and multilingual translations.094

The T5 model (Raffel et al., 2020), originally de-095

signed for various generative NLP tasks, is widely096

used for MT. The NLLB model (Team et al., 2022),097

trained on professionally translated datasets, sup-098

ports translations between over 200 languages, fa-099

cilitating broader support for low-resource lan-100

guages.101

Machine-Translated Datasets: MT has been102

widely used to address the lack of resources for103

multilingual AS2, showing promising results in the104

QA domain (Vu and Moschitti, 2021a; Kumar et al.,105

2021; Ranathunga et al., 2023). The itSQuAD106

dataset (Croce et al., 2018), the Spanish SQuAD107

(Carrino et al., 2019), and XQuAD (Dumitrescu108

et al., 2021) are examples of datasets translated109

via MT, used to build QA systems in different lan-110

guages. The MLQA dataset (Lewis et al., 2019),111

mMARCO (Bonifacio et al., 2021), and Mintaka112

QA dataset (Sen et al., 2022) further highlight the113

success of machine-translated datasets in QA. Xtr-114

WikiQA and TyDi-AS2 (Gupta et al., 2023) are115

recent additions that extend AS2 datasets to multi-116

ple languages.117

2.1 Answer Sentence Selection (AS2)118

The AS2 task involves selecting the correct sen-119

tence from a pool of candidates to answer a given120

question. Early models like Severyn and Mos-121

chitti (2016) used separate embeddings for ques-122

tions and answers, followed by convolutional lay-123

ers. Garg et al. (2020) implemented Transformer-124

based models with an intermediate fine-tuning step,125

creating the ASNQ corpus from the Natural Ques-126

tions dataset (Kwiatkowski et al., 2019). Contex-127

tual information has been shown to enhance AS2128

models (Tan et al., 2018; Lauriola and Moschitti,129

2021a; Campese et al., 2023). The translation of 130

English AS2 data into target languages has been 131

explored, demonstrating the potential for reducing 132

the complexity of creating multilingual QA sys- 133

tems (Vu and Moschitti, 2021b). Recently, Cross- 134

Lingual Knowledge Distillation (CLKD) (Gupta 135

et al., 2023) has shown impressive results for low- 136

resource languages, although the quality of ma- 137

chine translations remains a critical factor. 138

3 AS2 Translated Datasets 139

For dataset translation, we use the NLLB-200- 140

3.3B model, which has 3.3 billion parameters, to 141

translate three datasets: TREC-QA, WikiQA, and 142

ASNQ. Both questions and answers are translated 143

into French, German, Italian, Portuguese, and Span- 144

ish. The translation process involves two steps. 145

First, we translate the datasets using the NLLB 146

model. Second, we evaluate and improve the trans- 147

lation quality. 148

We assess the quality using a cross-language se- 149

mantic similarity model by Reimers and Gurevych 150

(2020)2, which compares the semantic similar- 151

ity between the original English sentences and 152

their translations. Significant deviations indicate 153

poor translations. We then apply heuristics to cor- 154

rect these errors, improving clarity, removing non- 155

original text, and enhancing the overall quality of 156

the translations. 157

3.1 Datasets 158

In this work, we considered and translated three 159

datasets for answer sentence selection (AS2) in 5 160

different locales: 161

mTREC-QA, originates from TREC-QA (Wang 162

et al., 2007), which is created from the TREC 8 to 163

TREC 13 QA tracks. TREC 8-12 constitutes the 164

training set, while TREC 13 questions are set aside 165

for development and testing. We used the Clean 166

setting, meaning that questions without an answer, 167

or with only correct or incorrect answer-sentence 168

candidates are removed. 169

mWikiQA is the translated version of WikiQA 170

(Yang et al., 2015). It contains 3047 questions 171

sampled from Bing query logs; candidate answer 172

sentences are extracted from Wikipedia, and then 173

manually labeled to assess whether it is a correct 174

answer. Some sentences do not have a correct an- 175

swer (all -), or have only correct answers (all +). 176

2https://huggingface.co/sentence-transformers/
paraphrase-multilingual-mpnet-base-v2
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Language Split Examples

ITA Original ISSN 0362 - 4331
Translated ISSN 0362 - 4331 - Non lo so.

DEU Original Kusumanjali Prakashan .
Translated Ich bin ein guter Mensch.

FRA Original Jump up to : “ Safe Haven ( 2013 )
Translated Sauter sur refuge

Table 1: Examples of translation artifacts. The artifacts
are highlighted in red. Notice that (i) "Non lo so" is an
Italian sentence which translated in English means "I
don’t know", (ii) "Ich bin ein guter Mensch" means "I
am a good person" in German, and (iii) the maening of
the "Sauter sur refuge" in French is "Jump on refuge".

We trained using no all - mode and tested in the177

clean setting (without both all + and all -).178

mASNQ comes from ASNQ (Garg et al., 2020)179

which is an AS2 dataset created by adapting the180

Natural Question (Kwiatkowski et al., 2019) corpus181

from Machine Reading (MR) to the AS2 task. We182

replicated this passage using the scripts provided183

by Lauriola and Moschitti (2021b).184

We summarize the statistics of these datasets in185

Appendix H.186

3.2 Removing Translation Artifacts187

Despite the good quality of the translation, the188

dataset still presents some inconsistencies and arti-189

facts. We identified four major classes of transla-190

tion artifacts: (i) Meaning mismatch between the191

original and the translated sentences, (ii) The ad-192

dition of not necessary suffixes and prefixes, (iii)193

The difficulty in interpreting and translating numer-194

ical strings, (iv) Out-of-topic translations of partial195

contexts. We provide some examples of these trans-196

lation artifacts in Table 1.197

To tackle these issues, we apply some heuristics198

to improve the dataset quality by designing a simple199

human-centered pipeline to mitigate these artifacts.200

In our approach, we first compute the similar-201

ity score between every translated example in the202

dataset and the corresponding original text. Then203

we filter out translated examples below a similarity204

threshold of 0.8 and, on the remaining set, we com-205

pute the most common 1k n-grams with n rang-206

ing from 4 to 9. Second, we manually inspect207

these extracted n-grams, identifying and removing208

artifact patterns that could distort the data. Sub-209

sequently, we systematically remove occurrences210

of those problematic artifacts from the translated211

dataset. To further improve this operation, we also212

identify the examples where the original sentence213

and the 75% of the not-blank characters are num-214

bers, and if the similarity score is low (under 0.8) 215

we replace the translated sentences with the origi- 216

nal one. 217

3.3 Semantic Similarities 218

To assess the quality of the translations and to quan- 219

tify the benefit given by our heuristics, we evalu- 220

ate the semantic similarity between the original 221

sentences and their translated versions. For each 222

question-answer pair of each dataset, we compare 223

the original sentences in English with their trans- 224

lated version in the target language. The overall 225

similarity measure between the originals and the 226

translated sentences in each dataset is computed 227

considering the mean of the semantic similarity 228

scores across all the question-answer pairs. This 229

average score indicates how closely the translated 230

sentences align with their original counterparts in 231

terms of semantic meaning. In Appendix H we re- 232

port the comparison between the similarity scores 233

of the translated dataset and the original one. 234

4 Experiments 235

In this section, we aim to verify and prove the ef- 236

fectiveness of our contributions. Specifically, we 237

show that the translated data could be used to train 238

state-of-the-art AS2 models in multiple languages. 239

For each considered language, we finetune exist- 240

ing multilingual transformer models on both the 241

original and our translated datasets. 242

To verify these hypotheses, we consider an exist- 243

ing multilanguage pre-trained cross-encoder trans- 244

former model, which is XLM-RoBERTa base3, and 245

BERT-multilingual4. Following the TANDA (Garg 246

et al., 2020) approach, we perform a two-stage 247

training for each model. Precisely, this technique 248

consists of a two-stage training paradigm, where 249

the first training stage, named transfer step, in- 250

volves training the models on ASNQ to teach them 251

to recognize and solve the AS2 tasks. In the second 252

step, named adaptation step, the transferred mod- 253

els are fine-tuned on the final target AS2 datasets. 254

In our setting, we apply this paradigm by first train- 255

ing and doing a separate transfer step on each lan- 256

guage of mASNQ. Secondly, we finetune the ob- 257

tained models on mWikiQA and mTREC-QA, com- 258

paring the differences with the baselines (XLM- 259

RoBERTa on the original English splits of Wik- 260

iQA and TREC-QA) in terms of P@1 and MAP 261

3https://huggingface.co/xlm-roberta-base
4https://huggingface.co/

bert-base-multilingual-cased
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Language Transfer Adapt mWikiQA mTrecQA Xtr-WikiQA
MAP P@1 MAP P@1 MAP P@1

ENG ✓ 0.796 (± 0.011) 0.691 (± 0.015) 0.866 (± 0.015) 0.853 (± 0.031) 0.796 (± 0.011) 0.691 (± 0.015)

✓ ✓ 0.874 (± 0.007) 0.813 (± 0.017) 0.892 (± 0.007) 0.871 (± 0.019) 0.874 (± 0.007) 0.813 (± 0.017)

DEU ✓ 0.770 (± 0.024) 0.657 (± 0.031) 0.870 (± 0.011) 0.871 (± 0.016) 0.779 (± 0.012) 0.669 (± 0.015)

✓ ✓ 0.853 (± 0.005) 0.767 (± 0.006) 0.904 (± 0.006) 0.903 (± 0.017) 0.868 (± 0.005) 0.800 (± 0.011)

FRA ✓ 0.769 (± 0.012) 0.662 (± 0.018) 0.872 (± 0.007) 0.859 (± 0.013) 0.760 (± 0.009) 0.646 (± 0.012)

✓ ✓ 0.836 (± 0.006) 0.752 (± 0.012) 0.891 (± 0.010) 0.874 (± 0.029) 0.844 (± 0.005) 0.778 (± 0.014)

ITA ✓ 0.768 (± 0.019) 0.660 (± 0.026) 0.855 (± 0.024) 0.844 (± 0.049) 0.761 (± 0.021) 0.657 (± 0.027)

✓ ✓ 0.828 (± 0.004) 0.749 (± 0.008) 0.870 (± 0.006) 0.871 (± 0.016) 0.820 (± 0.012) 0.742 (± 0.027)

POR ✓ 0.798 (± 0.011) 0.704 (± 0.019) 0.855 (± 0.021) 0.704 (± 0.019) 0.780 (± 0.011) 0.684 (± 0.020)

✓ ✓ 0.853 (± 0.018) 0.781 (± 0.029) 0.874 (± 0.009) 0.781 (± 0.029) 0.849 (± 0.023) 0.775 (± 0.042)

SPA ✓ 0.795 (± 0.009) 0.691 (± 0.016) 0.882 (± 0.013) 0.900 (± 0.016) 0.786 (± 0.015) 0.691 (± 0.024)

✓ ✓ 0.847 (± 0.013) 0.768 (± 0.020) 0.898 (± 0.004) 0.929 (± 0.019) 0.859 (± 0.010) 0.790 (± 0.020)

Table 2: Performance comparison of XLM-RoBERTa on mTREC-QA, mWikiQA, and Xtr-WikiQA (zero-shot from
the model trained on mWikiQA). The transfer step is done on mASNQ, while the Adaptation is on mTREC-QA and
mWikiQA. Results in terms of MAP and P@1, for various language and model configurations. The experiments on
the English split represent the models trained and tested on the original, not translated versions of ASNQ, WikiQA
and TREC-QA.

on the test sets of mWikiQA, mTREC-QA and262

Xtr-WikiQA5. It is important to note that for the263

test on Xtr-WikiQA, we considered the model fine-264

tuned on mWikiQA. Indeed, this allows us to show-265

case the results on existing test sets and demon-266

strate that even though both mASNQ and mWik-267

iQA were translated using the same methodology,268

this does not introduce bias when evaluated on non-269

automatically translated datasets.270

For space reasons, we propose additional ex-271

periments using different multilingual models in272

Appendix C and the training details in Appendix A.273

4.1 Results274

In this section, we present the experimental re-275

sults of our approaches on three different AS2276

datasets: mWikiQA, mTREC-QA, and the existing277

Xtr-WikiQA dataset (Gupta et al., 2023). Table 2278

provides an overview of the performance achieved279

by our models. First, we observe that our models280

achieve performance levels comparable to those281

of English models. This finding is particularly282

noticeable when considering the Portuguese lan-283

guage across all datasets. When evaluating the284

models on Xtr-WikiQA, which can be considered285

as a zero-shot scenario, as the models are trained286

on mWikiQA and tested on Xtr-WikiQA, we find287

that our approaches demonstrate robustness even288

when dealing with datasets translated using a differ-289

ent translation pipeline. Specifically, Xtr-WikiQA290

is translated using Amazon Translate. The results291

obtained on Xtr-WikiQA validate the effectiveness292

5https://huggingface.co/datasets/
AmazonScience/xtr-wiki_qa

of our procedures in handling such translation vari- 293

ations. 294

Additional results and comparisons of various 295

models on Xtr-WikiQA in a zero-shot setting can 296

be found in Appendix D. These results showcase 297

the effectiveness and robustness of our approaches 298

on AS2 datasets, highlighting competitive perfor- 299

mance and the superiority of certain training con- 300

figurations and models over others. 301

5 Conclusion 302

Our study tackles the language barrier in QA sys- 303

tems by focusing on European languages such as 304

Italian, German, Portuguese, Spanish, and French. 305

We introduced new large multilingual AS2 datasets 306

(mASNQ, mWikiQA, and mTREC-QA) by trans- 307

lating existing English AS2 datasets using a state- 308

of-the-art translation model. This approach pro- 309

vides valuable resources for lower-resource lan- 310

guages. Our extensive experiments demonstrated 311

the effectiveness of these datasets in training robust 312

AS2 rankers across various languages, achieving 313

performance comparable to English datasets. This 314

contributes significantly to reducing the language 315

barrier, making AS2 more accessible and effective 316

across different linguistic contexts. To support fur- 317

ther research, we will release the new models and 318

multilingual AS2 datasets to the research commu- 319

nity. We hope our work inspires future studies to 320

address language diversity challenges in QA, lead- 321

ing to more inclusive and effective solutions for 322

global users. 323
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Limitations324

This paper focuses on five European languages325

(Italian, German, Portuguese, Spanish, and French).326

This could represent a limitation since we limit the327

applicability of the findings to other languages. An-328

other possible limitation is that the accuracy and329

quality of machine translation can affect the perfor-330

mance of trained models by introducing errors and331

inconsistencies, compromising dataset reliability.332

Moreover, biases present in the original English333

data might be transferred to the translated datasets,334

potentially resulting in skewed or unrepresentative335

training examples for specific languages. Finally,336

we reserve for future analysis on larger and more337

powerful pre-trained multilingual language models338

(e.g., XLM-RoBERTa large, and mDeBERTa).339
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lie Pavlick, Suzana Ilić, Daniel Hesslow, Roman 531
Castagné, Alexandra Sasha Luccioni, François Yvon, 532
Matthias Gallé, et al. 2023. Bloom: A 176b- 533
parameter open-access multilingual language model. 534
Preprint, arXiv:2211.05100. 535

Priyanka Sen, Alham Fikri Aji, and Amir Saffari. 536
2022. Mintaka: A complex, natural, and multilin- 537
gual dataset for end-to-end question answering. In 538
COLING 2022. 539

Aliaksei Severyn and Alessandro Moschitti. 2016. 540
Modeling relational information in question-answer 541
pairs with convolutional neural networks. Preprint, 542
arXiv:1604.01178. 543

6

https://arxiv.org/abs/2305.16302
https://arxiv.org/abs/2305.16302
https://arxiv.org/abs/2305.16302
https://arxiv.org/abs/2305.16302
https://arxiv.org/abs/2305.16302
https://arxiv.org/abs/2111.09543
https://arxiv.org/abs/2111.09543
https://arxiv.org/abs/2111.09543
https://arxiv.org/abs/2111.09543
https://arxiv.org/abs/2111.09543
https://openreview.net/forum?id=XPZIaotutsD
https://openreview.net/forum?id=XPZIaotutsD
https://openreview.net/forum?id=XPZIaotutsD
https://arxiv.org/abs/1901.07291
https://arxiv.org/abs/1901.07291
https://arxiv.org/abs/1901.07291
https://arxiv.org/abs/2303.03915
https://arxiv.org/abs/2303.03915
https://arxiv.org/abs/2303.03915
https://www.amazon.science/publications/answer-sentence-selection-using-local-and-global-context-in-transformer-models
https://www.amazon.science/publications/answer-sentence-selection-using-local-and-global-context-in-transformer-models
https://www.amazon.science/publications/answer-sentence-selection-using-local-and-global-context-in-transformer-models
https://www.amazon.science/publications/answer-sentence-selection-using-local-and-global-context-in-transformer-models
https://www.amazon.science/publications/answer-sentence-selection-using-local-and-global-context-in-transformer-models
https://arxiv.org/abs/1907.11692
https://arxiv.org/abs/1907.11692
https://arxiv.org/abs/1907.11692
https://arxiv.org/abs/1611.09268
https://arxiv.org/abs/1611.09268
https://arxiv.org/abs/1611.09268
https://arxiv.org/abs/2108.12409
https://arxiv.org/abs/2108.12409
https://arxiv.org/abs/2108.12409
https://arxiv.org/abs/1910.10683
https://arxiv.org/abs/1910.10683
https://arxiv.org/abs/1910.10683
https://arxiv.org/abs/1910.10683
https://arxiv.org/abs/1910.10683
https://arxiv.org/abs/1806.03822
https://arxiv.org/abs/1806.03822
https://arxiv.org/abs/1806.03822
https://arxiv.org/abs/1606.05250
https://arxiv.org/abs/1606.05250
https://arxiv.org/abs/1606.05250
http://arxiv.org/abs/2004.09813
http://arxiv.org/abs/2004.09813
http://arxiv.org/abs/2004.09813
http://arxiv.org/abs/2004.09813
http://arxiv.org/abs/2004.09813
https://arxiv.org/abs/2211.05100
https://arxiv.org/abs/2211.05100
https://arxiv.org/abs/2211.05100
https://www.amazon.science/publications/mintaka-a-complex-natural-and-multilingual-dataset-for-end-to-end-question-answering
https://www.amazon.science/publications/mintaka-a-complex-natural-and-multilingual-dataset-for-end-to-end-question-answering
https://www.amazon.science/publications/mintaka-a-complex-natural-and-multilingual-dataset-for-end-to-end-question-answering
https://arxiv.org/abs/1604.01178
https://arxiv.org/abs/1604.01178
https://arxiv.org/abs/1604.01178


Chuanqi Tan, Furu Wei, Qingyu Zhou, Nan Yang,544
Bowen Du, Weifeng Lv, and Ming Zhou. 2018.545
Context-aware answer sentence selection with hierar-546
chical gated recurrent neural networks. IEEE/ACM547
Transactions on Audio, Speech, and Language Pro-548
cessing, 26(3):540–549.549

Harish Tayyar Madabushi, Mark Lee, and John Barnden.550
2018. Integrating question classification and deep551
learning for improved answer selection. In Proceed-552
ings of the 27th International Conference on Com-553
putational Linguistics, pages 3283–3294, Santa Fe,554
New Mexico, USA. Association for Computational555
Linguistics.556

NLLB Team, Marta R. Costa-jussà, James Cross, Onur557
Çelebi, Maha Elbayad, Kenneth Heafield, Kevin Hef-558
fernan, Elahe Kalbassi, Janice Lam, Daniel Licht,559
Jean Maillard, Anna Sun, Skyler Wang, Guillaume560
Wenzek, Al Youngblood, Bapi Akula, Loic Bar-561
rault, Gabriel Mejia Gonzalez, Prangthip Hansanti,562
John Hoffman, Semarley Jarrett, Kaushik Ram563
Sadagopan, Dirk Rowe, Shannon Spruit, Chau564
Tran, Pierre Andrews, Necip Fazil Ayan, Shruti565
Bhosale, Sergey Edunov, Angela Fan, Cynthia566
Gao, Vedanuj Goswami, Francisco Guzmán, Philipp567
Koehn, Alexandre Mourachko, Christophe Rop-568
ers, Safiyyah Saleem, Holger Schwenk, and Jeff569
Wang. 2022. No language left behind: Scal-570
ing human-centered machine translation. Preprint,571
arXiv:2207.04672.572

Jörg Tiedemann. 2012. Parallel data, tools and inter-573
faces in OPUS. In Proceedings of the Eighth In-574
ternational Conference on Language Resources and575
Evaluation (LREC’12), pages 2214–2218, Istanbul,576
Turkey. European Language Resources Association577
(ELRA).578

Jörg Tiedemann and Santhosh Thottingal. 2020. OPUS-579
MT – building open translation services for the world.580
In Proceedings of the 22nd Annual Conference of581
the European Association for Machine Translation,582
pages 479–480, Lisboa, Portugal. European Associa-583
tion for Machine Translation.584

Thuy Vu and Alessandro Moschitti. 2021a. Multilin-585
gual answer sentence reranking via automatically586
translated data. Preprint, arXiv:2102.10250.587

Thuy Vu and Alessandro Moschitti. 2021b. Multilin-588
gual answer sentence reranking via automatically589
translated data. CoRR, abs/2102.10250.590

Mengqiu Wang, Noah A. Smith, and Teruko Mita-591
mura. 2007. What is the Jeopardy model? a quasi-592
synchronous grammar for QA. In Proceedings of the593
2007 Joint Conference on Empirical Methods in Natu-594
ral Language Processing and Computational Natural595
Language Learning (EMNLP-CoNLL), pages 22–32,596
Prague, Czech Republic. Association for Computa-597
tional Linguistics.598

Guillaume Wenzek, Marie-Anne Lachaux, Alexis Con-599
neau, Vishrav Chaudhary, Francisco Guzmán, Ar-600

mand Joulin, and Edouard Grave. 2019. Ccnet: Ex- 601
tracting high quality monolingual datasets from web 602
crawl data. Preprint, arXiv:1911.00359. 603

Linting Xue, Noah Constant, Adam Roberts, Mihir 604
Kale, Rami Al-Rfou, Aditya Siddhant, Aditya Barua, 605
and Colin Raffel. 2021. mt5: A massively multilin- 606
gual pre-trained text-to-text transformer. Preprint, 607
arXiv:2010.11934. 608

Yi Yang, Wen-tau Yih, and Christopher Meek. 2015. 609
Wikiqa: A challenge dataset for open-domain ques- 610
tion answering. In Proceedings of the 2015 con- 611
ference on empirical methods in natural language 612
processing, pages 2013–2018. 613

Zeyu Zhang, Thuy Vu, Sunil Gandhi, Ankit Chadha, and 614
Alessandro Moschitti. 2022. Wdrass: A web-scale 615
dataset for document retrieval and answer sentence 616
selection. In Proceedings of the 31st ACM Interna- 617
tional Conference on Information & Knowledge Man- 618
agement, CIKM ’22, page 4707–4711, New York, 619
NY, USA. Association for Computing Machinery. 620

A Training details 621

To perform our experiments, we train XLM- 622

RoBERTa on ASNQ and mASNQ datasets with 623

specific parameters: batch size of 1024, Adam op- 624

timizer with a learning rate of 5e− 6, precision set 625

to 32, and 10 training epochs. For mWikiQA and 626

mTREC-QA datasets, the batch size was 32, Adam 627

optimizer with a learning rate of 5e− 6, precision 628

set to 16-mixed, and 40 training epochs with early 629

stopping. We select the best model maximizing the 630

mean average precision (MAP) on the development 631

set. The same parameters were used for training the 632

Multilingual BERT architecture. All experiments 633

utilized 8 NVIDIA V100 32 GB GPUs. 634

B ASNQ additional results 635

Table 3 presents the performance of the XLM- 636

RoBERTa model trained on the development set of 637

the multilingual ASNQ dataset. The performance 638

of XLM-RoBERTa on the original ASNQ devel- 639

opment set is also reported. The results indicate 640

that the English baseline outperforms the models 641

trained in other languages, as expected, while the 642

performance of the models trained in different lan- 643

guages is consistent and relatively close. These re- 644

sults highlight that the use of our translated datasets 645

can improve the performance in terms of MAP, 646

P@1, MRR, and NDCG metrics across multiple 647

languages. 648
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Language With Translated Data Without Translated Data
MAP P@1 MRR NDCG MAP P@1 MRR NDCG

ENG 0.870 (± 0.007) 0.812 (± 0.017) 0.745 (± 0.011) 0.831 (± 0.015) 0.870 (± 0.007) 0.812 (± 0.017) 0.745 (± 0.011) 0.831 (± 0.015)

DEU 0.850 (± 0.005) 0.768 (± 0.006) 0.710 (± 0.008) 0.811 (± 0.009) 0.845 (± 0.005) 0.762 (± 0.010) 0.705 (± 0.010) 0.806 (± 0.012)

FRA 0.835 (± 0.006) 0.750 (± 0.012) 0.692 (± 0.009) 0.798 (± 0.011) 0.830 (± 0.010) 0.743 (± 0.017) 0.689 (± 0.014) 0.793 (± 0.017)

ITA 0.842 (± 0.004) 0.755 (± 0.008) 0.699 (± 0.009) 0.804 (± 0.010) 0.835 (± 0.003) 0.748 (± 0.011) 0.692 (± 0.011) 0.798 (± 0.012)

POR 0.853 (± 0.018) 0.781 (± 0.029) 0.715 (± 0.021) 0.822 (± 0.023) 0.848 (± 0.011) 0.777 (± 0.020) 0.712 (± 0.015) 0.818 (± 0.017)

SPA 0.847 (± 0.013) 0.768 (± 0.020) 0.705 (± 0.016) 0.812 (± 0.018) 0.840 (± 0.012) 0.760 (± 0.024) 0.700 (± 0.018) 0.805 (± 0.019)

Table 3: Performance comparison of XLM-RoBERTa on the multilingual ASNQ dataset with and without translated
data. Results are reported in terms of MAP, P@1, MRR, and NDCG metrics.

C Results using better multilingual649

models650

In this section, we present the results of our experi-651

ments using the newly created multilingual Answer652

Sentence Selection (AS2) datasets. The goal is to653

evaluate the performance of our approach using654

mDeBERTa across different languages and settings.655

We consider three main tables that provide a com-656

prehensive overview of the results.657

Table 4 presents the performance of mDeBERTa658

on the mASNQ dataset, covering multiple lan-659

guages (DEU, FRA, ITA, SPA, POR). The metrics660

reported include Mean Average Precision (MAP),661

Mean Reciprocal Rank (MRR), Normalized Dis-662

counted Cumulative Gain (NDCG), and Precision663

at 1 (P@1). These results highlight the effective-664

ness of our multilingual datasets, showcasing the665

robustness and consistency of the model across666

different languages.667

Approach MAP MRR NDCG P1

ASNQ 0.677 0.743 0.707 0.638

mASNQDEU 0.633 0.702 0.662 0.590
mASNQFRA 0.629 0.700 0.657 0.591
mASNQITA 0.639 0.708 0.670 0.597
mASNQSPA 0.632 0.703 0.663 0.589
mASNQPOR 0.635 0.706 0.664 0.595

Table 4: Results of mDeberta on mASNQ

Table 5 compares the performance of668

mDeBERTa-v3-base when transferred on mASNQ669

and ASNQ, and subsequently tested on mWikiQA.670

The results are presented in terms of MAP and671

P@1 for each language considered (ITA, DEU,672

SPA, POR, FRA). This table demonstrates the673

improvements achieved by utilizing the mASNQ674

dataset, with notable gains in performance across675

all languages.676

Table 6 presents a detailed performance compar-677

ison of mDeBERTa on three datasets: mWikiQA,678

mTREC-QA, and Xtr-WikiQA (zero-shot from the679

ASNQ mASNQ
MAP P@1 MAP P@1

ITA 0.868 0.801 0.884 0.821
DEU 0.882 0.827 0.885 0.821
SPA 0.875 0.811 0.886 0.829
POR 0.882 0.825 0.883 0.830
FRA 0.851 0.766 0.884 0.819

Table 5: Results of mDeBERTa-v3-base transferred on
mASNQ and ASNQ and tested on mWikiQA.

model trained on mWikiQA). The results are re- 680

ported in terms of MAP and P@1 for various lan- 681

guage and model configurations. This table illus- 682

trates the benefits of the transfer step on mASNQ 683

and the adaptation step on mTREC-QA and mWik- 684

iQA, with the mDeBERTa models consistently 685

achieving high performance across all tasks and 686

languages. 687

The results in these tables provide comprehen- 688

sive insights into the effectiveness of our multi- 689

lingual datasets and the benefits of the proposed 690

transfer and adaptation steps. These findings un- 691

derline the importance of high-quality multilingual 692

datasets in improving the performance of AS2 mod- 693

els across diverse languages, demonstrating the ro- 694

bustness and generalizability of our approach. 695

D Results in a zero-shot setting 696

In this section, we present a comparison of various 697

models on Xtr-WikiQA in a zero-shot setting in Ta- 698

ble 7. These models have been trained on mASNQ 699

and are evaluated against existing models trained 700

on well-known and extensive passage reranking 701

datasets. We find that models trained on mASNQ 702

for the Xtr-WikiQA task outperform models trained 703

on other datasets such as mMARCO and MS- 704

MARCO. This observation suggests that mASNQ 705

is a more suitable dataset for AS2 compared to 706

mMARCO and MSMARCO. Moreover, when com- 707

paring the performance of BERT-multilingual and 708

XLM-RoBERTa, we find that, on average, BERT- 709
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Language Transfer Adapt mWikiQA mTREC-QA Xtr-WikiQA
MAP P@1 MAP P@1 MAP P@1

ENG ✓ 0.872 (± 0.008) 0.801 (± 0.013) 0.905 (± 0.004) 0.909 (± 0.022) 0.872 (± 0.008) 0.801 (± 0.013)

✓ ✓ 0.901 (± 0.006) 0.854 (± 0.008) 0.921 (± 0.003) 0.950 (± 0.008) 0.901 (± 0.006) 0.854 (± 0.008)

DEU ✓ 0.847 (± 0.006) 0.765 (± 0.006) 0.898 (± 0.011) 0.912 (± 0.023) 0.847 (± 0.006) 0.765 (± 0.006)

✓ ✓ 0.888 (± 0.007) 0.837 (± 0.013) 0.925 (± 0.008) 0.944 (± 0.016) 0.888 (± 0.007) 0.837 (± 0.013)

FRA ✓ 0.848 (± 0.010) 0.778 (± 0.018) 0.900 (± 0.008) 0.924 (± 0.016) 0.848 (± 0.010) 0.778 (± 0.018)

✓ ✓ 0.894 (± 0.003) 0.848 (± 0.003) 0.918 (± 0.004) 0.932 (± 0.008) 0.894 (± 0.003) 0.848 (± 0.003)

ITA ✓ 0.851 (± 0.010) 0.774 (± 0.011) 0.890 (± 0.009) 0.900 (± 0.016) 0.851 (± 0.010) 0.774 (± 0.011)

✓ ✓ 0.885 (± 0.006) 0.822 (± 0.010) 0.919 (± 0.005) 0.938 (± 0.012) 0.885 (± 0.006) 0.822 (± 0.010)

POR ✓ 0.846 (± 0.015) 0.765 (± 0.023) 0.896 (± 0.013) 0.900 (± 0.019) 0.846 (± 0.015) 0.765 (± 0.023)

✓ ✓ 0.889 (± 0.005) 0.842 (± 0.007) 0.925 (± 0.004) 0.953 (± 0.012) 0.889 (± 0.005) 0.842 (± 0.007

SPA ✓ 0.857 (± 0.010) 0.781 (± 0.016) 0.902 (± 0.012) 0.921 (± 0.022) 0.857 (± 0.010) 0.781 (± 0.016)

✓ ✓ 0.879 (± 0.007) 0.819 (± 0.011) 0.915 (± 0.007) 0.924 (± 0.019) 0.879 (± 0.007) 0.819 (± 0.011)

Table 6: Performance comparison of mDeBERTa on mWikiQA, mTREC-QA, and Xtr-WikiQA (zero-shot from the
model trained on mWikiQA). The transfer step is done on mASNQ, while the adaptation is on mTREC-QA and
mWikiQA. Results in terms of MAP and P@1, for various language and model configurations.

multilingual performs better. This finding is evi-710

dent when analyzing the results across different lan-711

guages, including Italian, Portuguese, and Spanish.712

Overall, our results demonstrate the effectiveness713

and robustness of our approaches on AS2 datasets,714

showcasing competitive performance and the supe-715

riority of certain training configurations and models716

over others.717

E Ablation: Cross-Lingual718

This ablation aims to determine the advantages of719

using the mASNQ dataset to train state-of-the-art720

answer ranking models on languages different from721

English. To achieve this, we compare the perfor-722

mance of cross-lingual models trained on ASNQ723

and WikiQA with models that were first trained724

on mASNQ and mWikiQA, across the different725

languages that compose mWikiQA.726

Table 8 compares the performance of models727

trained only on the original versions of ASNQ and728

WikiQA with the performance of the same archi-729

tecture (XLM-RoBERTa base) but trained on our730

multilingual datasets. To achieve this goal, we mea-731

sure the performance of each model across all the732

different test sets of mWikiQA and across their733

languages. For the evaluation, we considered two734

proxy measures to understand the quality of the735

models: Mean Average Precision (MAP) and Preci-736

sion at 1 (P@1). The results show that the models737

achieve higher MAP and P@1 scores when trained738

on mASNQ compared to ASNQ, indicating that739

training on the mASNQ dataset improves the per-740

formance of multilingual models in cross-lingual741

tasks. Across all languages, the models trained742

on mASNQ consistently outperform the models 743

trained on ASNQ. This suggests that the mASNQ 744

dataset can guarantee a performance boost for non- 745

English target datasets, confirming our hypotheses. 746

F Ablation: Ranks Correlation 747

This study compares the ranking outputs of two 748

sets of models, analyzing the correlation between 749

their rankings. The first set comprehends models 750

trained on mASNQ and mWikiQA and then tested 751

on the mWikiQA test set, while the second set 752

contains models trained on ASNQ and WikiQA 753

and evaluated on the original English WikiQA test 754

set. 755

We design this experiment in order to compare 756

the rank provided for each question qiEng of the 757

original English dataset (WikiQA), with the seman- 758

tically equivalent question qiT and its rank for each 759

language T in mWikiQA. To measure the perfor- 760

mance, we compute three correlation metrics to 761

properly evaluate the correlation between the rank- 762

ings of each pair of questions {qiEng, q
i
T }; in this 763

way, we allow determining the level of agreement 764

between the two models’ ranking outputs, provid- 765

ing insights into the potential differences between 766

them. Specifically, we consider XLM-RoBERTa 767

base and compute the Kendall, Spearman, and Pear- 768

son correlation metrics on mWikiQA and mTREC- 769

QA. 770

The results in Table 9 show a strong positive cor- 771

relation between the performance of models trained 772

in English and tested in English, and the models 773

trained in other languages (using mASNQ, mWik- 774

iQA, and mTREC-QA). This correlation is evident 775
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Language Model MAP P@1

ENG

✱ mmarco-mMiniLMv2 0.812 0.722
✱ bert-multilingual-msmarco 0.798 0.714
xlm-roberta-base 0.855 0.794
bert-multilingual 0.814 0.724

DEU

✱ mmarco-mMiniLMv2 0.797 0.700
✱ bert-multilingual-msmarco 0.759 0.663
xlm-roberta-base 0.844 0.770
bert-multilingual 0.834 0.753

FRA

✱ mmarco-mMiniLMv2 0.782 0.675
✱ bert-multilingual-msmarco 0.734 0.621
xlm-roberta-base 0.813 0.720
bert-multilingual 0.863 0.807

ITA

✱ mmarco-mMiniLMv2 0.778 0.671
✱ bert-multilingual-msmarco 0.735 0.634
xlm-roberta-base 0.830 0.741
bert-multilingual 0.846 0.765

POR

✱ mmarco-mMiniLMv2 0.809 0.724
✱ bert-multilingual-msmarco 0.755 0.646
xlm-roberta-base 0.840 0.761
bert-multilingual 0.841 0.761

SPA

✱ mmarco-mMiniLMv2 0.791 0.691
✱ bert-multilingual-msmarco 0.753 0.650
xlm-roberta-base 0.832 0.737
bert-multilingual 0.853 0.774

Table 7: Performance comparison of XLM-RoBERTa
base model in a zero-shot setting on the Xtr-WikiQA
task. Models trained on mASNQ dataset, denoted
by ✱, outperform those trained on other datasets
like mMARCO and MSMARCO. Moreover, BERT-
multilingual consistently performs better than XLM-
RoBERTa in various languages (Italian, Portuguese,
Spanish), indicating the robustness and competitiveness
of the approach on AS2 datasets.

across all evaluation metrics, with Kendall correla-776

tions ranging from 0.694 to 0.720, Spearman cor-777

relations ranging from 0.802 to 0.824, and Pearson778

correlations ranging from 0.872 to 0.908 for the779

mASNQ→mWikiQA task. The high correlation780

values, ranging from 0.547 to 0.733, across all lan-781

guages for the mASNQ→mTREC-QA task further782

support this notion. The Kendall, Spearman, and783

Pearson correlations show consistently high values,784

indicating that the translation quality and model785

performance are consistently strong. The results of786

the analysis demonstrate (i) the effectiveness of the787

translation process for mASNQ and (ii) the strong788

performance of the models.789

G Ablation: Passage Ranking790

To further evaluate the robustness of our datasets,791

we also perform several experiments on a different792

task: Passage Reranking (PR). Passage Rerank-793

ing is an Information Retrieval (IR) task that con-794

sists of reordering a set of retrieved passages for a795

given query. For this reason, we consider a well-796

Language ASNQ mASNQ
MAP P@1 MAP P@1

DEU 0.814 0.705 0.839 0.755
FRA 0.819 0.717 0.793 0.671
ITA 0.819 0.715 0.839 0.726
POR 0.822 0.722 0.842 0.755
SPA 0.830 0.738 0.835 0.751

Table 8: Comparison of XLM-RoBERTa base trans-
ferred on mASNQ and ASNQ and tested on mWikiQA
in a cross-lingual setting.

mASNQ→mWikiQA

Language Kendall Spearman Pearson

DEU 0.720 0.820 0.908
FRA 0.694 0.802 0.872
ITA 0.713 0.817 0.903
POR 0.710 0.824 0.908
SPA 0.698 0.807 0.902

mASNQ→mTREC-QA

Language Kendall Spearman Pearson

DEU 0.547 0.666 0.713
FRA 0.566 0.663 0.709
ITA 0.513 0.629 0.695
POR 0.567 0.669 0.733
SPA 0.587 0.688 0.728

Table 9: Kendall, Spearman and Pearson correlation
computed between the ranks originated from model
trained the original ASNQ and mASNQ. The reported
values are computed using XLM-RoBERTa base models
transferred on ASNQ and mASNQ and then finetuned
on mWikiQA and mTREC-QA.
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known dataset named mMARCO (Bonifacio et al.,797

2021), well known in the multilingual IR commu-798

nity. Specifically, we select a random language799

among the ones considered in the previous experi-800

ments, and we train several multi-language models.801

In detail, we split the original Italian dataset into802

train, validation, and test splits (Tab. 11).803

We compare the results obtained by our ap-804

proaches with two models: the first is a multilingual805

BERT trained on the English MSMARCO, while806

the second model is trained on our train split. In807

Table 10, we present the results of this comparison.808

They clearly show that our models trained on the809

mMARCO dataset outperform the model trained810

on MSMARCO (e.g., 0.687 vs 0.682 in terms of811

MAP).812

Although the improvement is modest, it becomes813

significant due to the large size of the mMARCO814

test set. These findings highlight the advantages815

our datasets offer for tasks beyond AS2. Even with816

a marginal improvement, it is evident that adapting817

a model trained on our multilingual datasets can818

yield further performance enhancements.819

Dataset Transfer Adapt mMARCO
MAP P@1

MSMARCO ✓ 0.631 0.502
mMARCO ✓ 0.682 0.553

mASNQ−→mMARCO ✓ ✓ 0.687 0.559

Table 10: Comparison of BERT-multilingual perfor-
mance on mMARCOITA test set. We train the two base-
lines respectively on the English MSMARCO and the
mMARCO Italian split. The models trained on mASNQ
and adapted to mMARCO consistently improve the two
presented baselines, showing that the transfer step on
mASNQ is helpful in this domain.

H Datasets820

In Table 11, we provide the datasets we described821

in Section 3.822

In addition, in Table 12, we report the semantic823

similarity between ASNQ and mASNQ to support824

the translation quality further.825

Dataset Split #Question #QA Pairs

mASNQ Train 57240 20377168
Validation 2672 930062

mWikiQA

Train 2118 20356
Validation 296 2731
Validation (++) 126 1130
Validation (clean) 122 1126
Test 633 6160
Test (++) 243 2350
Test (clean) 237 2340

mTREC-QA
Train 1227 53282
Validation 65 1117
Test 68 1441

Table 11: Dataset statistics for mASNQ, mWikiQA, and
mTREC-QA for each language. The datasets have the
same statistics in their original version, and considering
all the languages, the corpora comprehend more than
100M examples. Notice that for mWikiQA we report
also the statistics of the clean and the no-all-negatives
(++) splits.

Language Similarity

D
ev

DEU 0.869± 0.178 → 0.991± 0.003
FRA 0.838± 0.223 → 0.990± 0.003
ITA 0.913± 0.115 → 0.990± 0.001
POR 0.915± 0.117 → 0.992± 0.003
SPA 0.857± 0.211 → 0.990± 0.001

Tr
ai

n

DEU 0.871± 0.175 → 0.923± 0.110
FRA 0.841± 0.218 → 0.923± 0.101
ITA 0.915± 0.112 → 0.940± 0.081
POR 0.915± 0.115 → 0.941± 0.082
SPA 0.860± 0.206 → 0.932± 0.090

Table 12: Similarities between ASNQ and mASNQ. On
the left of the arrow (→) the similarity reached after the
initial translation is reported; on the right side, there is
the similarity score after the application of the heuristics.
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