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Abstract

Large Language Models (LLMs) inherently
use autoregressive decoding, which lacks paral-
lelism in inference and results in significantly
slow inference speeds, especially when hard-
ware parallel accelerators and memory band-
width are not fully utilized. In this work, we
propose Amphista, a speculative decoding al-
gorithm that adheres to a non-autoregressive
decoding paradigm. Owing to the increased
parallelism, our method demonstrates higher
efficiency in inference compared to autoregres-
sive methods. Specifically, Amphista models
an Auto-embedding Block capable of parallel in-
ference, incorporating bi-directional attention
to enable interaction between different draft-
ing heads. Additionally, Amphista implements
Staged Adaptation Layers to facilitate the tran-
sition of semantic information from the base
model’s autoregressive inference to the drafting
heads’ non-autoregressive speculation, thereby
achieving paradigm transformation and feature
fusion. We conduct a series of experiments on
a suite of Vicuna models using MT-Bench and
Spec-Bench. For the Vicuna 33B model, Am-
phista achieves up to 2.75x and 1.40x wall-
clock acceleration compared to vanilla autore-
gressive decoding and Medusa, respectively,
while preserving lossless generation quality.

1 Introduction

Generative large language models (LLMs) have
achieved significant breakthroughs in language pro-
cessing by scaling the transformer decoder block,
revealing a potential path towards AGI (Artificial
General Intelligence) (OpenAl, 2022). However,
during the decoding process of LLMs, the temporal
dependency inherent in autoregressive next-token
prediction, coupled with the massive parameter
count of foundational models, leads to markedly
low inference efficiency, characterized by high la-
tency per token and low throughput per second.

In this context, acceleration during inference has
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Figure 1: Top-1/5 accuracy for different heads of
Medusa and our Amphista. We perform testing with
randomly sampled 5% sharegpt conversation data. Am-
phista far outperforms Medusa in terms of head accu-
racy, especially for the latter two heads.

become a burgeoning research area. Speculative de-
coding (Stern et al., 2018; Chen et al., 2023) uses a
draft model for preliminary multi-step speculative
inference and a target model to verify the specula-
tive predictions, emerging as a very promising algo-
rithmic strategy. Notably, by employing a rejection
sampling strategy (Leviathan et al., 2023), the gen-
eration quality and accuracy of the speculate-and-
verify framework are consistent with those of the
base model, making speculative decoding a lossless
acceleration framework. Medusa decoding (Cai
et al., 2024) innovatively uses the base model’s last
hidden states to implement a multi-heads inference
framework. It has been widely adopted due to its
significant acceleration effect and simple structure.

However, based on our experiments, as shown
in Figure 1, we find that except for the first head,
Medusa heads’ prediction accuracy is relatively
low, which affects the acceleration performance on
downstream tasks. To address inaccuracies and en-
sure the parallel inference capability of the drafting
heads, we first propose the Auto-embedding Block,
which incorporates a bi-directional self-attention
module (Vaswani et al., 2017) following MLPs’
activation (see Figure 2). This structure allows
preceding drafting heads to attend to subsequent
heads and, more importantly, enables backward
drafting heads to benefit from the information pro-



vided by preceding heads. It equips drafting heads
to better represent contextual information, thereby
improving the acceptance rate of their predictions.
Moreover, this is a non-autoregressive modeling
structure that achieves lower drafting latency com-
pared to an autoregressive approach.

Additionally, we observe a gap between the au-
toregressive base model and the non-autoregressive
draft model in terms of token prediction paradigms.
To bridge this paradigm gap and further enhance
feature representations across different drafting
heads, we introduce the staged adaptation layers.
These layers serve as an adaptive module between
the base model and the drafting model, facilitat-
ing the transformation and integration of features.
Through their adaptation, the semantically enriched
feature is then input into the auto-embedding block
after MLP activations. This process significantly
aids the bi-directional attention mechanism in fus-
ing features across different heads, ultimately im-
proving the acceptance rate and translating into a
noticeable wall-clock time speedup.

Finally, we aim to better align the entire drafting
model with the base model. To enhance adaptation
with minimal computational overhead, a sampled
token from the base model’s last prediction step
is introduced to the staged adaptation layers. This
key integration unites Amphista and the base model
more effectively, thus enabling seamless inference
acceleration with a significant improvement.

To summarize, our contributions are as follows:

* We propose Amphista, a cost-efficient non-
autoregressive inference acceleration framework
based on Medusa, enabling bi-directional inter-
action (Auto-embedding) among different heads
during the drafting phase.

* To bridge the token prediction paradigm gap
from autoregressive to non-autoregressive mod-
eling and to further enhance the auto-embedding
block’s representation, we introduce staged adap-
tation layers to adapt information from the base
model’s hidden states to different drafting posi-
tions in two stages. Additionally, we introduce a
sampled token to better align the draft and target
models without incurring much overhead.

* We evaluate a suite of foundation models of var-
ious sizes. The experimental results show that
Amphista significantly outperforms Medusa in
both acceptance rate and speed-up across dif-
ferent generation tasks. Notably, our method

achieves better gains on larger foundational mod-
els, demonstrating a substantial scaling property.

2 Preliminaries

In this section, we introduce some preliminary
background related to our work as follows:
Speculative Decoding. Speculative execution is
widely utilized in the field of computer architecture
and has been successfully applied to LLM decod-
ing algorithm recently (Leviathan et al., 2023; Chen
et al., 2023; Stern et al., 2018). The core idea is to
leverage a small, lower-quality model (draft model)
together with a large, higher-quality model (target
model) to accelerate token generation. Concretely,
in each decoding step, the algorithm first uses the
draft model to autoregressively generate a sequence
of future tokens. These drafted tokens are then ver-
ified by the target model in a single forward pass.
During the verification process, a certain strategy
is applied to determine which tokens are accepted
by the target model and which are rejected and
discarded. Previous work (Leviathan et al., 2023)
has theoretically and empirically demonstrated that
the token output distribution of speculative decod-
ing is consistent with the autoregressive generation
of original target model, but with fewer decoding
steps, thus enhancing generation efficiency.
Medusa Decoding. Medusa Decoding (Cai et al.,
2024) represents an efficient speculative decod-
ing algorithm that adheres to the draft-and-verify
principle. Specifically, Medusa decoding employs
several independent MLP layers as drafting heads,
which are integrated with the base model to form
a unified architecture. During each decoding itera-
tion, the base model’s Im_head is used to sample
the token at the next-0 position. Concurrently, the
i-th MLP head predicts the token at the next-i posi-
tion. After the generation of these drafting tokens,
the base model’s forward pass is employed to ver-
ify and determine whether to accept or reject these
tokens. By utilizing simple MLP layers as drafting
heads, Medusa effectively balances computational
overhead and prediction accuracy, thereby achiev-
ing significant acceleration. Hydra (Ankner et al.,
2024), which is a subsequent state-of-the-art opti-
mization based on Medusa, transforms the indepen-
dent MLP heads into sequentially dependent MLP
heads, further enhancing the predictive accuracy.
Tree Attention. Tree attention (Miao et al., 2024;
Cai et al., 2024) is proposed to calculate atten-
tion scores for multiple draft candidates in parallel.
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Figure 2: The framework of our Amphista decoding. Our methods improve Medusa in two folds: (1) We introduce
staged adaptation layers, consisting of a group of causal Transformer Decoder layers built upon the base LLM,
to adapt the base model’s hidden states and sampled tokens in two stages. This module ensures that the adapted
features contain richer contextual information, supporting multiple-token predictions rather than focusing solely
on the immediate next-token prediction. (2) We introduce an auto-embedding block, which is a bi-directional
Transformer Encoder module with positional encoding. This block allows each head to attend to others, fostering
cooperative predictions and thereby enhancing the speculation accuracy during the drafting stage.

Medusa also uses tree attention, through the use of
a specially designed tree causal mask, each node in
the tree can only attend to its ancestors, ensuring
the accurate computation of attention scores and
efficiently processing multiple candidate sequences
simultaneously (see A.1 for more details).

3 Amphista

The overview of our method is shown in Figure 2.
Building its pipeline upon base model, Amphista
contains two main modules: (1) Staged Adapta-
tion Layers. They are causal Transformer Decoder
layers that adapt the base model’s hidden states
and sampled token embedding in two stages, each
focusing on different drafting positions. This adap-
tation process results in hidden states that are en-
hanced with position-aware contextual information,
improving overall prediction accuracy, especially
for the latter steps. (2) Auto-embedding Block. It
is a Transformer Encoder module that conducts bi-
directional self-attention computations among the
representations of different draft heads, allowing
each head can be attended by the others. This facil-

itates collaborative prediction among these heads,
thereby improving overall prediction accuracy.

3.1 Staged Adaptation Layers

Figure 2 demonstrates the relevant details of our
staged adaptation layers. Although base model’s
hidden states contain semantically rich information,
there are still differences in the representation re-
quirements between the base model and the draft
heads. Specifically, the hidden states of the base
model are trained only for predicting the next to-
ken, while draft heads need more contextual and
positon-aware hidden states to perform multi-step
speculation. To address this problem, Medusa-2
applies LoRA (Hu et al., 2021) for joint training of
the base model and draft heads, which may com-
promise the generality on downstream tasks. Hydra
employs a single prefix layer for all positions, lack-
ing targeted adaptation for different positions. We
propose an effective adaptation method by incor-
porating two adaptation layers to transform and
adapt the strong semantic information from the
base model in stages. Specifically, given the hid-
den states h; at position t from the base model’s



final layer and the embedding of the token e;y
sampled from h;, we use the two adaptation layers
to transform them in stages as below:

ht = SYAL(fei([hs; esq1]), kvty_1)

= SAL(fer(Blievna]) bk 1)
Note that S AL stands for the Stage-one Adapta-
tion Layer that adapts base model hidden states and
base token embedding, while S? AL stands for the
Stage-two Adaptation Layer that adapts FAL’s out-
put hidden states as well as the base token embed-
ding. The function fc; and fco are fully connected
layers employed to transform features derived from
the concatenation of hidden states and token em-
beddings. The terms kvi, , and kv?, ;| repre-
sent the key-value caches for each adaptation layer.
Subsequently, adapted hidden states h; and h? are
fed into the first and second halves of the drafting
heads respectively, ensuring that each adaptation
layer focuses on adapting base model’s semantic
representations in specific future locations.

3.2 Auto-embedding Block

Figure 2 shows the detailed design of our Auto-
embedding Block. Given a set of K drafting MLP
heads, MLP;, head is tasked with predicting the
token in the (¢ + &+ 1)-th position. Upon acquiring
adapted hidden states h; and h? from the first and
second staged adaptation layers, we first utilize
the MLP layers to project them into more position-
aware and semantically rich hidden states:

h, = MLP(h)),  k=1,2,...,|K/2]

2
hy = MLPy(h?), k=|K/2]+1,....K @)

Where MLP; € R%*? and d is the dimension of
the base model hidden states. We then concatenate
these K hidden states along the seq_len dimension:

H' = concat([hy, hy, by, . .., W) 3)

Where H' € RX*? 1In order to further enhance
the relative positional information among different
heads, we introduce additional positional encod-
ings. Specifically, we introduce a learnable posi-
tional embedding PE € RX*4, and the position-
encoded hidden states H,, are expressed as:

H,=H'+ PE “4)

Finally, we employ an effective and efficient bi-
directional self-attention module to enable mutual

awareness among the drafting heads and use addi-
tional learnable Im_head to sample the top-k draft
tokens in each position:

attn, = Self-Attention(H ) (5)

drafty = lm_heady (attn,lk]), k=1,..., K
(6)
In the end, these draft tokens are organized into a
draft tree and then verified by the LLM through tree
attention. Unlike the independent heads in Medusa
and the sequentially dependent heads in Hydra,
our Amphista adopts bi-directionally dependent
heads. This approach enhances overall prediction
accuracy while maintaining a non-autoregressive
mechanism, potentially reducing the substantial
computation overhead associated with sequential
calculations (i.e., autoregressive manner).

3.3 Training Objective

Our loss function consists of two components. The
first component aims to match the distribution of
the base model’s output tokens by employing a
Cross-Entropy (CE) loss between the logits of Am-
phista and those of the base model. The second
component uses a language modeling (LM) loss
to measure the discrepancy between Amphista’s
output and the ground truth tokens. This dual ob-
jective enables Amphista to align with the base
model while also acquiring predictive capabilities
from the real corpus to a certain extent.

»CAmphista = )\1 »Calignment + )\2 Elm @)

£alignmem = CE(logitsAmphistay lOgitSTt+1) (8)
Lim = CE(logitsAmphiStaa yground_truth> (©)]

Note that logits amphista and logits, , are the log-
its from Amphista and the base model for token
T} 11, while Yground_ruth TEPresent the ground truth
labels of token 73;1. The terms A\; and Ay are
weighting factors for the two training objectives.

4 Experiments

4.1 Experimental Settings

Models and Baselines. Following (Cai et al., 2024;
Li et al., 2024; Ankner et al., 2024), we use Vicuna
family of models (Zheng et al., 2024) as our base
model. Specifically, we implement our method
on Vicuna 7, 13, and 33B models with four draft-
ing heads. As for compared baseline methods, we
choose original Speculative Decoding, Lookahead



Table 1: The speed-up metric comparison on MT-Bench and Spec-Bench between different methods under greedy

setting (Temperature = 0). We regard the speed-up of vanilla autoregressive decoding as 1.00x.

. Spec-Bench
Model Size - Method MT-Bench Translation Summarization QA Math RAG Ave
Vanilla 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
Spec-decoding 1.62x 1.11x 1.66 % 146x 1.45x 1.61x 1.45x
7B Lookahead 1.44x 1.15% 1.26x 1.25x  1.56x 1.13x  1.27x
Medusa 1.87x 1.42x 1.42x 1.50x  1.74x  1.39x 1.50x
Hydra++ 2.37x% 1.92x 1.80x 1.94x 2.43x 2.04x 2.03x
Amphista (ours) 2.44 % 1.96 x 2.11x 1.94x 245x  2.20x 213X
Vanilla 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
Spec-decoding 1.66x 1.17x 1.75% 144x  1.59x 1.73x  1.53x
13B Lookahead 1.34x 1.08 x 1.23x 1.15x  1.51x  1.15x  1.22x
Medusa 1.85x% 1.55% 1.55% 1.53x  1.88x 1.51x 1.60x
Hydra++ 2.34x 1.75% 1.85x% 1.85x 231x 1.86x 1.92x
Amphista (ours) 2.49x 1.88 % 2.14x 1.88x 2.41x 2.04x 2.07x
Vanilla 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
Spec-decoding 1.73x 1.28x 1.76x 1.54x  1.71x  1.69x 1.60x
33B Lookahead 1.32x 1.09 % 1.21x [.16x 1.55x 1.16x 1.24x
Medusa 1.97x 1.72x 1.62x 1.66x 2.06x 1.61x 1.73x
Hydra++ 2.54x 1.93x 2.10x 2.04x  2.63x 2.17x 217X
Amphista (ours) 2.75x% 2.11x 2.49x 212x  2.83x 2.44x  240x

(Fu et al., 2024), Medusa (Cai et al., 2024) and
Hydra (Ankner et al., 2024) for fair comparison.
Training and Datasets. For the training stage,
again following (Cai et al., 2024; Ankner et al.,
2024), we use ShareGPT ! dataset to fine-tune our
proposed module while keeping base model frozen.
Training is conducted using HuggingFace Trainer,
which we employ with AdamW optimizer (/51=0.9,
£2=0.999) and a cosine learning rate schedule with
warmup strategy, the initial learning rate is set to
le-3 and we train 4 epochs. At the evaluation stage,
we use MT-Bench (Zheng et al., 2024) and Spec-
Bench (Xia et al., 2024) as our benchmark. MT-
Bench is an open source multi-turn conversation
benchmark which is also evaluated by Hydra and
Medusa. Spec-Bench is a well-acknowledged and
comprehensive benchmark designed for assessing
speculative decoding methods across diverse appli-
cation scenarios, it includes 480 test samples, en-
compassing various tasks such as translation, ques-
tion answering, math reasoning, summarization,
and retrieval-augmented generation (RAG).
Metrics. Following previous speculative decoding
work, we choose tokens/s and tokens/step as our
main metrics. Tokens/step measures the average
token length accepted per forward pass of the target
LLM. Tokens/s represents the overall throughput
of the acceleration algorithm, which is influenced

!ShareGPT. 2023. https://huggingface.co/datasets/Aeala/
ShareGPT_Vicuna_unfiltered

by both the prediction accuracy of the speculator
and the drafting latency of the speculator.

4.2 Evaluation of Amphista

Amphista is based on multi-head prediction rather
than feature auto-regression prediction. Hence, Hy-
dra, which employs multiple heads for autoregres-
sive drafting, has been chosen as a competitive
baseline method for comparison. Specifically, Hy-
dra’s best-performing model (i.e., Hydra++) is used
for fair evaluation and vicuna-68m (Yang et al.,
2024) is used as draft model for the vanilla specu-
lative decoding method. We conduct all the experi-
ments on A10040G GPUs, and all the experimental
settings are kept the same for fair comparison.
Table 1 and Table 2 present the speed-up met-
rics compared on MT-Bench and Spec-Bench un-
der greedy and random sampling settings (see
A.2 for more experiment results). Overall, Am-
phista demonstrates significant performance supe-
riority over Medusa and surpasses Hydra’s best
results by a considerable margin across a variety
of generation tasks, and also greatly exceeding
the speed-up achieved by vanilla speculative de-
coding. In detail, Amphista achieves a 2.44x -
2.75x speed-up on MT-Bench and 2.13x - 2.40x
speed-up on Spec-Bench under greedy decoding
setting. Similarly, under random sampling setting,
Amphista achieves a 2.37x - 2.85x speed-up and
1.99x - 2.43 x speed-up on MT-Bench and Spec-
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Table 2: The speed-up metric comparison on MT-Bench and Spec-bench between different methods under random
sampling setting (Temperature = 0.7). We regard the speed-up of vanilla autoregressive decoding as 1.00x.

. Spec-Bench
Model Size - Method MT-Bench Translation Summarization QA Math RAG Ave
Vanilla 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
Spec-decoding 1.39x 1.02x 1.41x 1.24x  132x 143x 1.28x
7B Lookahead 1.28 % 1.05x 1.21x 1.12x  1.25x 1.14x 1.16x
Medusa 1.86% 1.51x 1.47x 1.57x 1.89x 143x 1.57x
Hydra++ 2.35x% 1.81x 1.81x 1.97x 241x 1.74x 1.95x
Amphista (ours) 2.37x 1.81x 1.92x 1.96x 243x 1.79x 1.99x
Vanilla 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
Spec-decoding 1.52x 1.08 x 1.57x 1.33x  142x  146x 1.37x
13B Lookahead 1.30x 1.07x 1.19x 1.15x  138x 1.14x 1.19x%
Medusa 2.01x 1.65x 1.62x 1.71x  2.01x 1.57x 1.71x
Hydra++ 2.57x 1.90x 1.99x 2.12x  2.56x 2.04x 2.12x
Amphista (ours) 2.65x 1.93x 2.16x 217x  2.64x 2.15x 2.22x
Vanilla 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x 1.00x
Spec-decoding 1.58x 1.21x 1.62x 1.48x  1.59x 1.54x 1.48x
33B Lookahead 1.29x 1.04x 1.18x 1.15x  1.52x 1.14x 1.21x
Medusa 2.06x 1.71x 1.79x 1.76x 2.10x 1.79x 1.83x
Hydra++ 2.74x 2.01x 2.24x 224x  2.82x 2.26x 231x
Amphista (ours) 2.85x 2.05x 2.51x 229x  290x 239x 2.43x

Temp = 0 (Greedy)
N Vanilla
1200 BN Medusa 1200
Hydra++
Amphista

Temp = 0.7 (Random Sampling)

Bench with different base model sizes respectively.
These robust results demonstrate that enhancing
non-autoregressive drafting can surpass autoregres-
sive drafting in terms of speed-up, highlighting
the efficiency of our Amphista architecture. Dur-
ing the drafting stage, all computations in non-
autoregressive modeling (i.e., Amphista) can be Vieuna 78
processed in parallel, better leveraging the parallel
computing capabilities of modern GPU accelera-
tors. This leads to a more optimal trade-off between
drafting acceptance rate and drafting latency.

B Vanilla

BN Medusa
Hydra++
Amphista

1000 100.0

80.0

Throughput
Throughput

Vicuna 13B Vicuna 7B Vicuna 13B

Figure 3: Throughput (tokens/s) on MT-Bench with
different base model sizes and temperatures.

Table 3: Results on CNN/DM and XSUM with different

Moreover, Amphista exhibits a discernible up- temperatures, AR means Auto-Regressive decoding.

ward trend in speed-up when employed on larger

Benchmark ‘ Temp Method ROUGE-1 ROUGE-2 ROUGE-L Speed-up
. . .

base models. This can be attributed to Amphista’s AR 1874 aa4 12.59 L00x
cost-efficient non-autoregressive modeling and ef- = Amphista __ 18.70 844 1259  215x
f t t f t f t . f t 07 AR 17.92 7.65 11.93 1.00x
ective transformation of semantic information 7 Amphisa 1791 76 o 231w
from the base model. Amphista allows for appro- ‘ 0o AR 17.32 5.05 12.16 1.00x
priate increases in accepted token length without Amphista  17.30 205 1215 225%
. . . .- . AR 15.99 4.44 11.42 1.00x
introducing excessive additional inference costs. ‘ 07 Amphisa 1596 443 1140 210

For more exploration on the performance potential

of Amphista, please refer to A.2.3.

Last but not least, we further provide the ac- 4.3 Generation Quality of Amphista

tual throughput of different methods on MT-Bench
with a batch size of 1. As depicted in Figure 3,
Amphista achieves an actual throughput of approx-
imately 120 tokens/s with a 7B base model and
about 80 tokens/s with a 13B base model under
both temperature settings. This performance sur-
passes that of Medusa and Hydra, underscoring
Amphista’s advantages in practical deployment.

We perform evaluation on XSUM (Narayan et al.,
2018) and CNN/DM (See et al., 2017) to validate
the generation quality of our Amphista (more de-
tails can be found in appendix A.2.1). From the
ROUGE-1/2/L scores (Lin, 2004) in Table 3, we
can find that Amphista can reserve the output distri-
bution quality while achieving 2.10x-2.31 x speed-
up compared with vanilla auto-regressive decoding.



Table 4: Ablation experiments of different model variants on MT-Bench and Spec-Bench, with the base model
being Vicuna 7B and the evaluation metric being speed-up. Medusa can be considered as Amphista w/o any added
modules, and Hydra can be seen as Medusa w/ sequential dependency heads.

. Spec-Bench
Method Variants MT-Bench Translation Summary QA Math RAG Avg
Medusa 1.86x 1.51x 1.47x 1.57x 1.89x 143x 1.57x
Hydra++ 2.37x 1.92x 1.80x 1.94x  243x  2.04x 2.03x
Amphista w/o Auto-embedding 2.30x% 1.82x 2.00x 1.81x 225x 1.99x 1.97x
Amphista w/o Position-Encoding 2.42x 1.96x 2.08x 1.92x  242x  2.18x 2.11x
Amphista w/o Staged-Adaptation 2.14x 1.85x% 1.75x% 1.78x  2.10x 191x 1.88x
Amphista w/ One-Adaptation-Layer 2.31x 1.90x 1.99x 1.83x  235x  2.14x 2.04x
Amphista w/o Sampled-Token 2.25x% 1.88 % 1.80% 1.81x 226x 2.01x 1.95x
Amphista (ours) 2.44x 1.96 x 2.11x 1.94x 245x 220x 2.13x

Table 5: Ablation experiments of different model variants on MT-Bench and Spec-Bench, with the base model being
Vicuna 7B and evaluation metric being average accepted length. Medusa can be considered as Amphista w/o any
added modules, and Hydra can be seen as Medusa w/ sequential dependency heads.

. Spec-Bench
Method Variants MT-Bench Translation Summary QA Math RAG Avg
Medusa 2.52 2.12 2.01 205 248 209 215
Hydra++ 3.58 2.80 2.70 291 3.61 290 298
Amphista w/o Auto-embedding 3.16 2.41 2.66 240 3.11 249 260
Amphista w/o Position-Encoding 3.47 2.61 2.90 278 347 291 293
Amphista w/o Staged-Adaptation 291 242 2.24 230 2.85 238 243
Amphista w/ One-Adaptation-Layer 3.36 249 2.68 271 337 275 280
Amphista w/o Sampled-Token 3.11 243 2.48 245 3.15 255 2.6l
Amphista (ours) 3.50 2.62 3.01 280 3.50 296 2.98

4.4 Ablation Study

Diverging from other approaches based on spec-
ulative sampling and Medusa, Amphista’s main
insight lies in adapting transformation through
Staged Adaptation Layers and enhancing integra-
tion via the non-autoregressive Auto-embedding
Block. This approach strengthens semantic infor-
mation derived from the base model. In doing
so, Amphista achieves significant improvements in
drafting accuracy while also maintaining highly ef-
ficient parallel computing capabilities. The former
experimental results show that Amphista indeed
achieves a significant improvement in both drafting
accuracy and drafting efficiency. In this section,
we conduct comprehensive ablation experiments
based on the vicuna 7B model to validate the effec-
tiveness of each proposed module in our Amphista.
Specifically, we conduct five model variants as fol-
lows: (1) Amphista w/o Auto-embedding which
means removing the Auto-embedding Block in
Amphista. (2) Amphista w/o Position-Encoding
which means removing the additional position em-
bedding matrix in Auto-embedding Blcok. (3) Am-
phista w/o Staged-Adaptation which means re-

moving staged adaptation layers. (4) Amphista w/
One-Adaptation-Layer which means using only
one adaptation layer for all the drafting heads. (5)
Amphista w/o Sampled-Token which means re-
moving sampled token during adaptation process.
It should be noted that we consider the original
Medusa as Amphista without any additional mod-
ules, and we regard Hydra as Medusa with sequen-
tially dependent heads. The corresponding experi-
mental results are presented in Table 4 and Table 5.
From these comparative results, four key observa-
tions can be found as follows:

* Amphista w/o Auto-embedding exhibits an ap-
proximate 5%-8% decrease in speed-up perfor-
mance and about a 10%-12% reduction in aver-
age accepted length. This highlights the effective-
ness of the Auto-embedding Block in mitigating
inaccuracies deriving from the independent spec-
ulation of Medusa heads, and demonstrating the
efficiency of non-autoregressive drafting compu-
tations. Additionally, Amphista w/o Position-
Encoding exhibits a slight performance decline,
with an approximate 2% decrease in inference
speed-up, suggesting that position encoding pro-



vides additional benefits.

* Amphista w/o Staged-Adaptation leads to a
more significant decline in speed-up (14%) and
average accepted length (16%). This empha-
sizes the importance of bridging the feature
gap between the base model and drafting heads,
and further underscores the critical role of the
staged adaptation layer in enhancing the auto-
embedding block. Additionally, it is noteworthy
that Amphista w/ One-Adaptation-Layer uti-
lizes only a single adaptation layer for all drafting
positions. In contrast to staged adaptation, this
approach poses greater challenges to the adap-
tation process, resulting in some performance
degradation, thereby validating the rationale be-
hind our staged adaptation design.

* Amphista w/o Sampled-Token also causes an
approximate 8% performance decline. Unlike
previous works (e.g., Hydra and EAGLE), we do
not use the sampled token directly for the next
step of prediction. Instead, we adapt it along
with the base model’s hidden states. This not
only indicates that the sampled token, in addition
to base model hidden states, contains important
semantic information, but also demonstrates the
effectiveness of our staged adaptation approach.

» Thanks to the autoregressive characteristics and
the substantial number of parameters in the MLP
layers, Hydra exhibits great performance in av-
erage token length. However, the computational
overhead of auto-regressive methods is huge,
resulting in significant reductions when trans-
lated into final speed-up. In contrast, Amphista
achieves a comparable average token length to
Hydra, and due to the parallelism and efficiency
of its non-autoregressive computations, it ulti-
mately attains a more favorable overall trade-off.

5 Related Work

Increasing techniques have been proposed to en-
hance the inference speed of large language mod-
els (LLMs), covering aspects of system hardware,
model architecture, and decoding algorithms. A
significant branch of these techniques is Model
Compression, which includes methods such as
model quantization (Yao et al., 2023; Dettmers
et al., 2024; Liu et al., 2023a; Ma et al., 2024),
pruning (Belcak and Wattenhofer, 2023; Liu et al.,
2023b; Zhong et al., 2024), and distillation (Zhou
et al., 2024; Sun et al., 2024; Touvron et al., 2021).

Additionally, techniques like kv-cache (Ge et al.,
2023; Kwon et al., 2023), flash-attention (Dao et al.,
2022), and early exiting (Bae et al., 2023; Elhoushi
et al., 2024; Liu et al., 2024a) have also signifi-
cantly reduced inference overhead.

Another important line of research is Specula-
tive Decoding, which our work is based on. It can
be broadly categorized into two types. The first
treats the target model and draft model separately
and independently, involving the use of a small lan-
guage model (Kim et al., 2024; Leviathan et al.,
2023; Liu et al., 2024b; Monea et al., 2023; Chen
et al., 2024; Du et al., 2024), external database, or
n-grams pool (He et al., 2024; Fu et al., 2024; Kou
et al., 2024; Ou et al., 2024) to generate candidate
token sequences or token trees (Miao et al., 2024),
which the LLM then verifies. The second type
views the draft model as a dependent approxima-
tion of the target model, deriving the draft model di-
rectly from the target model or building additional
modules on top of the base model for drafting. For
instance, Self-SD (Zhang et al., 2023) utilizes the
LLM itself by skipping some decoder layers for
drafting, ReDrafter (Zhang et al., 2024) uses an
RNN-style structure to generate draft tokens, and
EAGLE (Li et al., 2024) trains a feature regressive
layer to predict subsequent tokens. Medusa (Cai
et al., 2024), Clover (Xiao et al., 2024), and Hydra
(Ankner et al., 2024), which are most similar to
our work, use lightweight drafting heads to obtain
candidate token trees. Unlike these approaches, we
propose a novel method using a bi-directional auto-
embedding block combined with additional staged
adaptation layers to further enhance acceleration.

6 Conclusion

We propose Amphista, an efficient non-
autoregressive speculative decoding framework
that accelerates inference through parallel pro-
cessing and enhances alignment between the
base and draft models via feature adaptation.
Specifically, Amphista introduces two key mod-
ules: the Auto-embedding Block, which uses
bi-directional self-attention to enable collaborative
speculation among drafting heads, and the Staged
Adaptation Layers, which transform semantic
information from the base model for multi-step
prediction. Extensive experiments demonstrate
the effectiveness and superiority of Amphista,
showcasing the potential of non-autoregressive
modeling for speculative decoding.



Limitations

While we have found and adhered to using bi-
directional self-attention for non-autoregressive
modeling as an efficient inference structure, we
have not yet fully explored the optimal structure of
the Auto-embedding Block module. Specifically,
this includes experimenting with different interme-
diate sizes (i.e., the hidden dimensions used in self-
attention computations) and increasing the number
of self-attention layers within the auto-embedding
block to enhance its modeling depth (see A.2.3).
Both of these structural optimizations could po-
tentially improve Amphista’s acceleration perfor-
mance within the current framework. Additionally,
this work primarily focuses on scenarios where the
batch size is equal to one, with limited consider-
ation and optimization for larger batch sizes. We
leave these areas as our future work and also hope
that researchers interested in non-autoregressive
inference acceleration will build upon this founda-
tion.
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A Appendix

A.1 Draft Tree

For a fully fair comparison, we adopt the same draft
tree structure as Medusa and Hydra. As shown in
Figure 4, this tree is a sparse structure with a depth
of 4, representing four drafting heads, and includes
a total of 64 nodes, including the root node (the
token sampled in the final step of the base model).
Each layer’s nodes represent the tokens obtained
by top_k sampling from the corresponding drafting
head. The entire tree is constructed using an auxil-
iary dataset by maximizing the acceptance proba-
bility of the whole tree (Cai et al., 2024). Moreover,
a specially designed tree mask is used to correctly
compute attention scores while simultaneously han-
dling multiple paths, as described in Figure 5.

Howeyver, in some cases, due to the lack of re-
dundant computational power (such as in high-
throughput inference service scenarios) or par-
allel accelerators, an excessive number of tree
nodes may lead to significant computation over-
head, thereby affecting the acceleration efficiency
of the algorithm. Consequently, we configure vary-
ing numbers of draft tree nodes without changing
the tree depth for more comprehensive comparison,
and the experimental results are shown in Table
6. From these results we observe that as the num-
ber of tree nodes decreases, the width of the tree
reduces, leading to a decrease in speed-up for all
compared methods. However, the decline is slightly
less pronounced for Amphista, owing to its higher
head accuracy. Furthermore, across various tree
node configurations, we consistently achieve op-
timal performance, demonstrating the advantages
of our algorithm in practical deployment and low-
resource scenarios.

Table 6: Speed-up comparison on MT-Bench with vary-
ing number of draft tree nodes.

Method | Node =22 Node=35 Node=45 Node =64
Medusa 1.71x 1.80x 1.87x 1.87x
Hydra++ 2.17x 2.26x 2.28x 2.37x
Amphista | 2.29x 2.37x 2.42x 2.44x

A.2 Additional Experiments Results

A.2.1 Evaluation on XSUM and CNN/DM

We use XSUM (Narayan et al., 2018) and
CNN/DM (See et al., 2017) for evaluating the
generation quality of our Amphista, the base
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Figure 4: Draft tree used in Medusa, Hydra and our
Amphista.
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Figure 5: An illustration of Tree Attention. Assum-
ing Medusa has only 2 heads, where head-1 generates
the top-2 tokens and head-2 generates the top-3 tokens,
resulting in 6 candidate sequences (e.g., ABD). Addi-
tionally, a special tree mask is designed to ensure causal
relationships among the top-k nodes of each head.

model is vicuna 7B. Specifically, we perform zero-
shot evaluation and the input prompt template is
"Article: '+ 'Original Text' + '\nSummary:"'.
Additionally, for input prompts exceeding a length
of 2048, we perform truncation to meet the base
model’s input requirements.

Table 7: The speed-up metric comparison on Humaneval
and GSMS8K between different methods under greedy
setting. The base model is vicuna 7B and 13B, and we
regard the speed-up of vanilla auto-regressive decoding
as 1.00x.

Model Size Benchmark Vinilla AR Medusa Hydra++ Amphista
7B Humaneval 1.00x 2.40% 2.76 3.02x
GSMS8K 1.00x 1.87x 2.14x 2.32x
13B Humaneval 1.00x 2.11x 2.75% 3.00x
GSM8K 1.00x 1.98% 2.39x 2.68x

A.2.2 Code Generation and Math Reasoning

In this section, we provide more experimental re-
sults on code generation and math reasoning. we
choose public Humaneval (Chen et al., 2021) and
GSMS8k (Cobbe et al., 2021) benchmark for evalu-



Table 8: The speed-up and average accepted length metric comparison with the base model being vicuna 7B. We
regard the speed-up of vanilla auto-regressive decoding as 1.00x.

. Spec-Bench

Metric Method MT-Bench Translation Summarization QA Math RAG Ave
Vanilla 1.00x 1.00x 1.00x 1.00x  1.00x 1.00x 1.00x

Soeed Hydra++ 2.37x 1.92x 1.80x 1.94x  243x  2.04x  2.03x
peec-up Amphista 2.44x 1.96 2.11x 1.94x 245x  220x  2.13x
Amphista-a | 2.63x 2.09% 2.23x 206x  2.61x 234x  2.27x

Vanilla 1.00 1.00 1.00 100 100 100  1.00

Hydra++ 3.58 2.80 2.70 291 361 290 298

Average Accepted Length 0 picia 3.50 2.62 3.01 280 350 296 298
Amphista-a | 3.58 2.70 3.14 290 362 308 3.9

ation, and the base model is vicuna 7B and vicuna ey e o o i =]

13B. According to the results in Table 7, we can
observe that due to the universal template and nota-
tion of code generation and mathematical reason-
ing, almost all compared methods achieve a higher
speed-up. Furthermore, our Amphista algorithm
consistently attains optimal performance, demon-
strating the superiority of our approach.

A.2.3 Exploring The Potential of Amphista

In this section, we conduct a preliminary explo-
ration of Amphista’s scaling ability to demon-
strate its potential for performance enhancement.
By leveraging the efficiency of non-autoregressive
modeling, we increase the number of auto-
embedding blocks, which are essential modules
within Amphista, while maintaining parallel infer-
ence. This approach yields remarkable results, de-
tailed in Table 8. Specifically, we employ two lay-
ers of self-attention in the auto-embedding module,
renaming our method as Amphista-«. This adjust-
ment leads to an average accepted length increase
of approximately 0.1-0.2 tokens and a notable 5%-
8% improvement in overall speed-up, highlighting
Amphista’s performance growth potential. We an-
ticipate this to be a highly promising and potent
attribute of Amphista.

A.3 Case Study

Here we show some real case studies (see Figure
6, 7) on Amphista inference, the base model is Vi-
cuna 7B. Note that we do not apply any special
processing to the tokenizer’s output, preserving the
original results. Tokens highlighted in red repre-
sent those generated by our Amphista during each
step of decoding. Tokens in black indicate those
generated by base model. From these practical ex-
amples, we can observe that in the vast majority
of cases, Amphista generates at least two tokens
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es a function “fibonacci that takes an integer “n" as input and returns the “n "~ th Fibonacci number. The function uses
lculate the Fibonacci numbers, starting with the first two numbers (1 and 1) and then using the previous two numbers to
calculate the next two number

The code then uses a “for" loop to print the first 10 Fibonacci numbers </s>

Figure 6: Case study on code generation. Tokens in red
means those generated by our Amphista and tokens in
black means those generated by base model itself.

Input Prompt: What good habits can make the body healthier?

There are

many good habits that can help keep the body healthy. Some

Figure 7: Case study on text generation. Tokens in red
means those generated by our Amphista and tokens in
black means those generated by base model itself.

per decoding step. This generally results in a stable
at least 2x speed-up, demonstrating the efficiency
of our algorithm. Additionally, Amphista’s output
is consistent with the base model’s auto-regressive
decoding output, ensuring the generation quality of
our Amphista.
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