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Animacy information outweighs morphological cues in Russian
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The present study examined the robustness of morphosyntactic information (inflectional case marking) vs. semantic
information (animacy) in non-canonical SOV-and-V structures in Russian, a morphologically rich language with
relatively free word order. Results from a self-paced moving window paradigm followed by a comprehension question
indicated that case marking was a relatively weak cue during online reading and offline comprehension compared to
animacy, which was relied upon heavily throughout. The results suggest that even in languages with rich inflectional
morphology, morphosyntax is fragile. Furthermore, the results provide support for memory-based models of
sentence processing in which similarity-induced interference affects memory for previously encountered constituents
and the integration of incoming material.
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Background information

Language contains information of various types,

including morphosyntactic cues, such as case marking

and word order, and semantic information, such as

animacy. One goal of psycholinguistics is to understand

the relative importance of these information sources

during online sentence processing. The relative impor-

tance ascribed to these information sources by com-

prehenders might vary from language to language

(Bates & MacWhinney, 1989; Kamide, Altmann, &

Haywood, 2003; Yamashita, 1997, 2000), depending on

the linguistic characteristics of a given language.

Traditionally, syntactic information has been given a

prominent role in serial models of sentence processing

(Ferreira & Clifton, 1986; Frazier & Clifton, 1996;

Frazier & Rayner, 1982). In processing models advo-

cating the immediate availability of multiple sources of

information, syntactic cues are also generally assumed

to be central to the derivation of a final, coherent

interpretation (Boland, 1997; MacDonald, Pearlmut-

ter, & Seidenberg, 1994; Trueswell & Tanenhaus, 1994).

Empirical evidence suggests, however, that syntactic

information can be fragile (Christianson, Holling-

worth, Halliwell, & Ferreira, 2001; Ferreira, 2003)

and decays quickly (Sachs, 1967). One memory-based

parsing framework (Lewis & Vasishth, 2005; Lewis,

Vasishth, & Van Dyke, 2006; Van Dyke & Lewis, 2003)

proposes that comprehension difficulties observed in

language processing can be explained via the mechan-

isms of memory decay and similarity-induced inter-

ference between lexical items during their encoding,

retrieval, and/or storage. Within such a framework, the

more similarity there is between two constituents (e.g.,

nouns), the more difficult it becomes to differentiate

the constituents in memory. When one or both need to

be integrated later into the unfolding parse, interfer-

ence becomes more likely, and the wrong one might

even be reactivated. A related class of memory-based

processing accounts relies not on similarity but rather

distance between a constituent and its eventual inte-

gration site (e.g., Gibson, 1998, 2000; Hawkins, 1995;

Warren, & Gibson, 2002). The greater distance between

the constituent and the integration site, the greater

processing cost associated with integration, again, due

to decay in memory.

A different class of processing accounts measure

complexity according to the relative unexpectedness of

an incoming constituent, compared to probabilities

calculated from past language experience. These sur-

prisal-based accounts (e.g., Hale, 2001, 2006; Levy,

2008) posit ongoing prediction about the features

(syntactic, semantic, phonological, etc.) of upcoming

words. The amount of overlap between prediction and

the incoming constituent determines the ease with

which it is integrated into the parse.

A common thread running between the memory-

based and surprisal-based models is that syntactic

information is less privileged than serial models assume

it to be. If syntactic information does in fact decay

quickly in memory, or may be less reliable as a
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predictor of upcoming material, there might be occa-

sions when the parser weighs it less heavily than other

types of potentially more stable or reliable information.
Syntactic information does appear susceptible to

semantic interference (Kolk, Chwilla, van Herten, &

Oor, 2003; Kuperburg, 2007; van Herten, Chwilla, &

Kolk, 2006). Ferreira (2003) observed that English

speakers were more likely to misidentify the agent of

implausible passive sentences such as The angler was

caught by the fish than either plausible passives (The fish

was caught by the angler) or implausible actives (The fish

caught the angler). Christianson, Luke, and Ferreira

(2010) found that plausible passives and implausible

actives primed the use of passive structures in a

subsequent picture description task, but that implausible

passives did not. The interpretation of this result and the

results of Ferreira (2003) was that syntactic structure is

fragile, and quickly overridden by semantic information.

The body of work demonstrating syntactic fragility is

still small, however, compared to the large number of

previous studies demonstrating the privileged status of

syntax (e.g., Clifton & Staub, 2008; Staub, 2007; Stroud,

& Phillips, 2012; Van Dyke, & McElree, 2011). One

potential explanation for the reported dominance of

syntactic information is that a majority of psycholin-

guistic studies are conducted in languages with relatively

rigid word orders (e.g., English, Dutch) and relatively

sparse morphological paradigms (but cf. work in Ger-

man: Bornkessel & Schlesewsky, 2006; Bornkessel-

Schlesewsky & Schlesewsky, 2009; Chinese: Philipp,

Bornkessel-Schlesewsky, Bisang, & Schlesewsky, 2008;

or Turkish: Demiral, Schlesewsky, & Bornkessel-Schles-

sewsky, 2008). In this study, we test the robustness of the

syntactic frame and the influence of semantic (animacy)

cues in Russian, which displays morphological richness

and extremely flexible word order. Serial models of

processing predict that morphosyntactic information

will outweigh animacy cues. Similarity-interference

memory-based accounts (Lewis & Vasishth, 2005; Lewis

et al., 2006; Van Dyke & Lewis, 2003) predict that

semantic (animacy) cues can outweigh morphosyntactic

(case marking) cues if the latter are not informative

(ambiguous or null). Surprisal-based accounts and

memory-based accounts that rely on a distance metric

to calculate processing cost (Gibson, 1998; Hawkins,

1995; Warren & Gibson, 2002) do not differentiate

between the morphosyntactic and semantic qualities of

the constituents as long as the linear order of the

constituents is constant.

Relevant characteristics of Russian

Russian is a pro-drop language that allows all six basic

word orders (SVO, OVS, VOS, VSO, SOV and OSV)

but has a canonical SVO order (Babyonyshev, 1996;

Bailyn, 1995; but see King, 1995, who favours VSO).

Due to its relatively free word order, Russian does not

automatically conflate the agentivity of the noun with

sentence position. For example, an assertion like A fox

sees a meadow can be expressed in six different ways, as

seen in (1a�f).

A number of corpus studies converge on SVO being

most frequent (80%) (Bivon, 1971; Kemp & MacWhin-

ney, 1999; Lobanova, 2011). According to the same

sources, the rest of the word orders exhibit the

following distribution: OVS 14%, OSV 3%, VOS/VSO

2% and SOV 1%.
Thematic relationships in Russian are encoded with

morphological case markings on nouns, adjectives, and

pronouns, and tense and aspect inflections on the

verbs, gerunds, and participles. Case markings in

nominative and accusative cases for some nouns are

realised as null endings, resulting in a potential

ambiguity in thematic role assignments. (See Appendix

1 for the complete declensional paradigm of Russian

nouns used in this experiment.)

In the present experiment, we manipulated nomi-

native and accusative case markings on nominal

arguments and the animacy of arguments as partici-

pants read non-canonical SOV-and-V structures in a

self-paced reading paradigm. This design allowed us to

examine the relative salience of morphological vs.

semantic information at a delayed point in the main

clause (i.e., on the main verb) and in the conjoined

clause, as well as at the time of answering an offline

comprehension question about each sentence. If mor-
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phosyntax is fragile even in a language in which much

potentially depends on tracking the case marking on

arguments, we anticipated that animacy would be a

more salient, stable cue in all conditions, including

those in which case was unambiguously marked.

Experiment

Previous studies that focused on canonical SVO and the

second most frequent OVS word order have established

that inflectional morphology is a very salient source of
information during Russian sentence comprehension

(Fedorenko, Babyonyshev, & Gibson, 2004; Slioussar,

2011). In SVO and OVS orders, inflectional morphology

is a more robust information source than the animacy of

the verbal arguments (Kemp & MacWhinney, 1999). But

different word orders in a given language might induce

different parsing strategies, or at least serve to direct more

attention to one factor and away from another. The
reason for this strategic or attentional shift may lie in the

demands on memory outlined above: If one information

source is highly confusable, it may be given less weight

than an information source that is less confusable. The

least frequent SOV word order allows for the examination

of the salience of inflectional morphology on the argu-

ments when they both precede the verb. To increase

memory demands beyond the end of the clause, we
combined a main SOV clause with the reflexive form of

the second verb in the subordinate clause that is co-

referenced with the subject of the first clause as seen in (2).

2. [S [VP[VPOV] and [VPV]]].

In this way, we could observe effects of reactivation of

the arguments at the main verb, where they are
integrated into the current thematic domain (Rizzi,

1990), and later yet at a second verb whose subject is

obligatorily the subject of the previous clause. To our

knowledge, this is the first time that processing of this

type of construction has been investigated.

Methods

The manipulation of both morphology and animacy

across conditions resulted in four conditions. The first

was a globally ambiguous sentence (3a): both noun
phrases have zero inflections and are animate. The

conditions in (3b) and (3c) are temporarily ambiguous.

In (3b), the temporary ambiguity is induced by the

morphological uninformativeness of the first and

second nouns, but is disambiguated through the

animacy of the second noun: both nouns are marked

with zero inflections and are ambiguous between the

nominative and accusative cases (subject/object), but
the first noun is animate while the second is inanimate.

In (3c), ambiguity is induced by the semantic

uninformativeness of both nouns, but is disambiguated

through the morphology of the first noun. Both nouns

are animate, but the first noun is unambiguously

marked with the nominative case marking, while the

second noun is the same as the second noun in the

globally ambiguous sentence (marked ambiguously for

the nominative/accusative case.

The control condition (3d) provides the highest

level of syntactic and semantic informativeness: the

first noun is unambiguously marked with the nomina-

tive case inflection and is animate. Although the second

noun is still morphologically ambiguous between the

nominative and accusative case, it is inanimate. Ac-

cording to the selectional restrictions on both verbs, it

can only fulfil the role of Patient.

Predictions

If morphosyntax is given priority in online sentence

comprehension in Russian, then the case marking

information will be critical. Under such a scenario,

the semantically temporary ambiguous condition (3c)
and control condition (3d) will show the least signs of

processing difficulty in both response times and

accuracy. If morphosyntactic information is less influ-
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ential than animacy, then the semantically informative

but syntactically temporarily ambiguous condition (3b)

and control condition (3d) will show the least signs of

difficulty in online and offline measures.

Since the second verb occupies a sentence’s final

position, any effects associated with the processing of

the second verb could be ascribed to sentence wrap-up

effects (Just & Carpenter, 1980; Rayner, Kambe, &
Duffy, 2000). However, recent investigations suggest

that sentence wrap-up effects are not only affected by

non-linguistic factors but also by processing difficulties

of the sentence material (Warren, White, & Reichle,

2009). Any systematic variation across manipulated

parameters (syntax/semantic) at the point of the second

verb, even if ascribed to wrap-up effects, would in turn

indicate additive effects of extended difficulty caused
by verbal arguments appearing three words earlier.

Procedure

Sentences were displayed one at a time in a word-by-

word self-paced, non-cumulative reading paradigm

(Just, Carpenter, & Wooley, 1982). The words were

replaced with underlines that maintained word length,
spacing and punctuation. Participants progressed

through each sentence by pressing a button on a

standard game controller. The amount of time partici-

pants spent reading a word was taken to indicate the

processing time needed for that particular word. After

each sentence, participants saw a comprehension ques-

tion that asked who performed the action. Two answers

were displayed under the question, counterbalanced for
order across lists. Participants pressed the button that

corresponded to the correct answer. Stimuli were

displayed and all dependent measures were collected

using E-Prime 2.0 software (Psychology Software

Tools, Pittsburgh, PA, USA).

Participants

Thirty-two native speakers of Russian (23 females;

average age 35, range 20�67), either residing in or

visiting the Champaign-Urbana community, partici-

pated in the experiment. Participants were recruited by

word of mouth and compensated $10 for their time.

Design

The experiment employed a 2 � 2 repeated measures

design. Each item had four versions (e.g., (3)), which

were distributed across four lists in a Latin square

design such that each participant saw each item in only

one of its versions on any given list.

The response times for each of the five words in the

stimuli (NP1, NP2, VP1, AND and VP2), the response

time for the answer to the question, and the accuracy of
the answer to the question were all dependent measures.

Materials

Frequencies of the nouns and verbs used in the stimuli

were controlled. Frequency counts were taken from

Sharoff’s online Russian frequency dictionary (http://

bokrcorpora.narod.ru/frqlist/frqlist-en.html). Differ-

ences within and between word classes were non-

significant (Appendix 2).

Sentences were controlled for plausibility in a

separate norming procedure that measured the rever-

sibility of the arguments. We selected items in which

both nouns were rated as equally plausible as either

agent or patient of the main verb and the subject of the

second verb (Appendix 3).
Expectations of the continuation after the conjunc-

tion ‘and’ were also tested in two additional sentence-

completion norming studies. First norming study

included not only items in SOV order (which was the

order used in the main experiment here), but also OSV,

SVO and OVS orders and unambiguous case markings.

In the second study, the beginning of the sentences were

the exactly the same as in the experimental conditions

(ambiguous/unambiguous case marking and animate/

inanimate nouns). Results revealed that regardless of

the word order in the main clause or animacy of the

verbal arguments (animate/animate, animate/inani-

mate), the verb was preferentially co-referenced with

the subject of the main clause 90% of the time whether

the case marking was ambiguous or not (Appendix 4).

Due to the difficulty of constructing items to fit the

condition parameters (see norming description in

Appendix 3), there were only 12 items. All items appear

in Appendix 5.

There was a four-item practice session. There were

a total of 48 trials in each session, including 36 filler

sentences. Twenty-four fillers contained ambiguity

between a non-verbal secondary predicate and an

adjunct by-phrase, the agent in passive constructions.

The other 12 fillers were not ambiguous and varied

from simple single-clause structures to more complex

structures. Questions for filler sentences did not probe

the subject/object, nor did they probe the ambiguities

in the 24 ambiguous fillers.

Results

Reaction times 93 SD from the condition mean for

each critical region were eliminated. These criteria

resulted in the removal of less than 0.03% of the data.

Reading time data were analysed using linear mixed

effects (LME) modelling (Baayen, Davidson & Bates,

2008). LME analyses often have more power than

ANOVAs, and can reveal effects that ANOVAs would

not detect (Luke & Christianson, 2011). Given the small

number of items and relatively limited participant pool

of the present study, maintaining maximum statistical

Language, Cognition and Neuroscience 587

http://bokrcorpora.narod.ru/frqlist/frqlist-en.html
http://bokrcorpora.narod.ru/frqlist/frqlist-en.html


power was of paramount importance. For the analyses

of the question accuracy data, we relied on a logit

version of the mixed model analysis (Jaeger, 2008).

Reading times were analysed at the following regions:

the first noun (NP1), the second noun (NP2), the first

verb (VP1), the conjunction (and) and the second verb

(VP2). Predictors were morphological ambiguity (ambig-

uous vs. unambiguous) and animacy (animate vs.

inanimate).

For all models, random effect structure was fitted

using likelihood ratio tests, while the fixed effect structure

was fitted using a stepwise model selection procedure,

with only predictors and interactions that were significant

(pB0.05) retained in the model. P-values for fixed effects

were obtained using Markov chain Monte Carlo sam-

pling. Only predictors that significantly contributed to the

model are reported below. All final models reported

below had random intercepts for participants and items.

The model for reading times at the second verb also

included random by-participant slopes for animacy. No

other random slopes or interactions contributed signifi-

cantly to the model (all p-values�0.056). Mean reading

times, question response times and question accuracy are

provided in Table 1.

There was no significant difference in the response

times or interaction across conditions during the

processing of NP1, NP2 or VP1. It is difficult to

conclude what is going on based on null results and a

number of possible alternatives will be considered in

the Discussion section.

The first significant difference emerged at the point

of processing the conjunction and. A significant effect

of animacy (Estimate��0.068, SE�0.034, t�
�1.98, pB0.05; effect size�30 ms) indicated that

syntactically ambiguous (3b) and control conditions

(3d), which both had animate NP1 and inanimate NP2,

were processed faster than the semantically ambiguous

and globally ambiguous conditions, which both had

two animate NPs. This suggests that semantic informa-

tion (animacy of the NPs) was more salient than

syntactic information (morphological case marking).

Note, however, that there was a trend towards an

interaction, whereby the semantic ambiguity penalty

may have been exacerbated when accompanied by

syntactic ambiguity. It is thus possible that we failed

to find a reliable syntactic effect at the conjunction due

to low statistical power. Future work will be required to

test this possibility.

Given the self-paced reading methodology, it is not

possible to determine whether the semantic effect was

induced by the conjunction and or the matrix verb that

preceded the conjunction. A follow-up study using eye-

tracking could help answer this question.

Large effects of both syntactic (Estimate��0.2,

SE�0.06, t��3.32, pB0.001; effect size�256 ms)

and semantic (Estimate��0.28, SE�0.074, t��3.8,

pB0.001; effect size�347 ms) informativeness

emerged at the processing of the subordinate verb.

The fixed effects coefficients indicate that conditions

with two animate noun phrases (NPs) as well as

conditions with ambiguous case marking on the first

NP slowed processing at the subordinate verb.

This pattern of results rules out either the primacy

of the first verbal argument or the primacy of syntactic

information and shows the importance of both verbal

arguments and of both information sources. The

unambiguously nominative case marking (-a) in the

semantically ambiguous condition (3c) was not strong

enough to override processing difficulty induced by

animacy and the null case ending of the second NP, just

as the animacy cue associated with the inanimate

second NP in syntactically ambiguous sentences (3b)

was not strong enough to override the syntactic

ambiguity of both nouns.

We found an identical pattern of results at the

processing of the question. Both syntactic (Estimate�
�0.12, SE�0.05, t��2.44, pB0.05; effect size�329

ms) and semantic ambiguity (Estimate��0.29, SE�
0.05, t��5.73, pB0.001; effect size�713 ms) affected

response times to the question. This suggests that the

process of sorting out syntactic and semantic informa-

tion was either repeated in order to answer the

question, despite having also been performed in the

immediately prior region, or was not completed prior

to making the button press to proceed to the question.

In the analysis of question response accuracy,1 the

effect of animacy was significant (Estimate�1.71,

SE�0.72, z� 2.36, pB0.05; effect size�1.1%), with

somewhat lower accuracy when two animate NPs were

present in the sentence. When there was no difference

in animacy between the NPs, it was harder to assign the

thematic roles to the subject and the object. Morpho-

Table 1. Mean response times by regions and conditions.

NP1 NP2 VP1 AND VP2 Questions Accusative

Globally ambiguous 493.5 618.5 992.3 522.5 2210.1 3526.3 0.92
Syntactically ambiguous 500.3 672.3 869.0 454.9 1296.5 2298.8 0.98
Semantically ambiguous 482.9 650.4 917.4 487.1 1635.0 2705.7 0.93
Control 485.6 626.4 865.4 458.3 1150.5 2107.3 0.98
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syntax appeared to be unhelpful in answering the

questions.
Trial order was a significant predictor of accuracy

(Estimate�0.07, SE�0.03, z�2.62, pB0.05, effect

size�6%). As participants progressed through the

experiment, accuracy improved from 94.5% at the

beginning of the experiment to 99.5% at the end. Trial

order did not interact with any other factor.

Discussion

In a self-paced reading study we examined the salience

of syntactic information in Russian. We used conjoint

non-canonical matrix and subordinate clauses as a

testing ground. Rather late effects of semantic informa-

tion (animacy) at the point of processing the conjunc-

tion and reflects difficulty with subject/agent role

assignment at the matrix verb preceded by two animate

NPs, even when the first NP was marked unambigu-

ously for nominative case (semantically ambiguous

condition). In the non-canonical SVO word order

used here, morphosyntactic information in Russian

thus appears to be fragile (Ferreira, 2003; Kuperberg,

2007), and animacy is a more salient source of

information.

Within memory-based parsing models (Lewis &

Vasishth, 2005; Lewis et al., 2006; Van Dyke & Lewis,

2003), this pattern can be accounted for by positing

that case markings are not well differentiated in

memory, and thus difficult to reactivate when its time

comes to assign thematic roles to the main verb.

Animacy information, on the other hand, provides a

more reliable retrieval cue. Notice that memory-based

accounts relying on a distance metric (Gibson, 1998,

2000; Warren & Gibson, 2002) do not predict any

differential effects of animacy. Furthermore, given that

the distance between the arguments and the main and

conjoined verb was always constant, it is not clear that

this class of accounts predicts any differences between

morphological conditions, either.

The main effects of animacy and morphology

found at the processing of the conjoined verb (V2)

indicate extended difficulty caused by verbal arguments

appearing three words earlier. Given that the norming

study testing the expectations of a syntactic category

after the conjunction (Appendix 4) found a 90%

preference for a verb whose subject was co-referential

with the subject of the first sentence, we can rule out

the possibility that the processing difficulty was in-

duced by the conjoined verb per se, as might be

predicted by a surprisal-based parsing account2

(Hale, 2001, 2006; Levy, 2008). The parser integrated

available information sources, but conflicting semantic

(two animate nouns) and syntactic (morphologically

ambiguous arguments) information caused slower

reaction times not only in processing the conjoined

verb, but also at the post-interpretative stage, as

demonstrated by slower reaction times to the compre-

hension questions and decreased accuracy.

Statistical differences between online and offline

patterns of results also shed some light on how

different information sources affect the final interpre-

tation of a sentence. Sentences that were morphosyn-

tactically ambiguous and semantically unambiguous

were read more quickly than sentences that were
morphosyntactically unambiguous and semantically

ambiguous. Moreover, sentences with the former con-

figuration were comprehended more accurately and

more quickly than sentences with the latter configura-

tion. This pattern therefore does not appear to be an

example of a speed-accuracy trade-off, but rather akin

to a ‘labour in vain’ effect (Nelson & Leonesio, 1988).

Semantic ambiguity, i.e., the lack of animacy cues,

slowed reading at both points: arguments needed to be

reactivated for thematic role assignment, and when a

comprehension question about those thematic roles
was asked. This perseverative effect of animacy

strongly supports the interpretation that it was as-

signed more weight than the morphosyntactic cues.

Our data are compatible with accounts that attri-

bute comprehension difficulties to similarity-based

interference during memory encoding, retrieval and/

or storage (Gordon & Lowder, 2012; Lewis & Vasishth,

2005; Lewis et al., 2006; McElree, 2006; Van Dyke &

Lewis, 2003). Both ambiguous case marking and

unbiased animacy (both animate nouns) made reacti-

vation of the preferred subject NP at the conjoined
verb more difficult. The same difficulty was reflected in

comprehension question response latencies and accu-

racy; however, when it came to settling on a final

interpretation, only animacy remained a reliable cue,

suggesting that the morphological cues had decayed to

such an extent that they were difficult to differentiate

during retrieval.

It should also be noted that hybrid models, which

separate animacy from such semantic sources as

discourse context and world knowledge and assume

parallel integration of animacy and syntactic informa-
tion on verbal arguments, can also account for the

obtained pattern of results by assuming competition

for the actor role (e.g., extended Argument Depen-

dency Model (eADM), Bornkessel & Schlesewsky,

2006; Bornkessel-Schlesewsky & Schlesewsky, 2009).

However, eADM would need to be slightly modified to

incorporate the processing of subordinate or conjoined

clauses, like the one in the present materials, as in its

current state the model is underspecified with regard to

processes outside of the main clause.

Despite limitations imposed by the small number of
items, the present study represents the first to directly
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pit case marking against animacy in the online proces-

sing of the non-canonical SOV word order in Russian.

The results strongly suggest that, even in a language

with rich morphological information, morphosyntax is

a fragile information source. On the other hand,

animacy information was a salient cue from the earliest

point that effects were observed, through the conjoined

clause, and into the post-interpretive processing re-

quired to answer the comprehension question. The

pattern of results is consistent with memory-based

models of sentence processing that posit similarity-

induced interference as a primary source of processing

complexity.

Notes

1. In the globally ambiguous condition, we considered a
‘correct’ answer to be the one that was consistent with
the results of the norming study, in which the first noun
was assigned as the subject of the second verb 90% of the
time.

2. Note that both the lack of effects observed at the main
verb and the effects observed at and might be attributable
to surprisal: participants were expecting a verb after two
NP arguments, but not expecting the sentence to
continue past the current thematic processing domain.
However, given that there is no clear reason to expect
differential surprisal at and contingent on the various
morphological/animacy conditions used here, we are
sceptical of the surprisal explanation for these results.
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