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Abstract

Deep Artificial Neural Networks (ANNs) have been shown to be vulnerable to parameter at-
tacks, such as the bit-flip attack, where intentional alterations of network weights can cause
significant performance loss. Although extensive research has enhanced the efficacy of these
attacks against standard ANN models, robust and efficient defense mechanisms remain un-
derdeveloped. In this work, we propose the spike-based neuromorphic computing paradigm,
referred to as SIPHER, as a potent defense strategy that exploits the inherent properties of
Spiking Neural Networks (SNNs) to mitigate such attacks. SNNs have emerged as a biolog-
ically plausible and energy-efficient alternative to ANNs. However, their fault tolerance and
robustness against parameter attacks have not yet been thoroughly investigated. We show
that SNNs, on account of their temporal computing capability, effectively neutralize the
state-of-the-art progressive bit search method for bit-flip attack, effectively rendering the
attack equivalent to random bit-flips. Our results reveal that an 8-bit quantized ResNet-20
SNN requires 145× more malicious bit-flips compared to ANNs to achieve similar accuracy
degradation, with 250× longer average attack time per bit-flip. The resilience of SNNs in-
creases significantly with model size, with an 8-bit quantized VGG-16 SNN requiring 518×
more bit-flips than ANNs to inflict comparable degradation, thus outperforming state-of-the-
art defenses against bit-flip attack. We validate SIPHER on different models and datasets,
thereby demonstrating the robustness of the spike-based inference method.

1 Introduction

Deep Artificial Neural Networks (ANNs) have achieved remarkable success in many applications, often attain-
ing or even surpassing human-level performance in tasks such as image recognition (Krizhevsky et al., 2012),
speech synthesis (van den Oord et al., 2016), and natural language processing (Touvron et al., 2023). Despite
their impressive performance, ANNs have been shown to be vulnerable to adversarial attacks (Szegedy et al.,
2014), in which deliberately created input perturbations cause the model to produce incorrect predictions.
Although adversarial perturbations are typically imperceptible to the human eye, they can significantly de-
grade model performance, as demonstrated by previous research efforts (Szegedy et al., 2014; Goodfellow
et al., 2015; Papernot et al., 2016a; Carlini & Wagner, 2017). Various defense approaches, such as adversarial
training (Madry et al., 2018), ensemble techniques (Tramèr et al., 2018), and gradient regularization (Ross
& Doshi-Velez, 2018; Papernot et al., 2016b; Gu & Rigazio, 2014; Miyato et al., 2017), have been developed
to enhance ANN robustness against adversarial threats.

While considerable research has focused on protecting neural networks from input-based adversarial attacks,
comparatively less attention has been given to attacks targeting model parameters through vulnerabilities
in hardware. Such parameter manipulation attacks are particularly concerning because they can potentially
render a model unusable without altering the input data, making them difficult to detect. Moreover, the
emergence of ANN compression techniques, like pruning and quantization, has enabled the deployment of
models on resource-limited platforms (Han et al., 2016) that often lack robust data integrity measures. This
increases the susceptibility of models to fault injection attacks, including Row Hammer (Kim et al., 2014)
and laser-based attacks (Selmke et al., 2015).
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(a) Conceptual illustration of BFA with and without SIPHER.
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(b) Test accuracy vs. the number of
bit-flips for VGG-16 on the CIFAR-10
dataset.

Figure 1: Motivation for our proposed defense. (a) Illustration of the proposed SIPHER methodology,
wherein transforming a model into an equivalent Spiking Neural Network (SNN) enhances its robustness
against bit-flip attack on weight parameters. (b) Results for VGG-16 ANN (source model without defense)
with 8-bit quantized weights show that flipping only 14 bits degrades accuracy from 94% to 10%. On
the other hand, VGG-16 SNN (with SIPHER defense methodology) requires significantly more bit-flips to
achieve similar degradation in accuracy. This demonstrates that SIPHER effectively prevents the model
from becoming a random output classifier under bit-flip attacks (BFAs), thereby mitigating the impact of
BFA and enhancing security during model deployment.

The recently demonstrated bit-flip attack, henceforth referred to as BFA, has emerged as one of the most
potent parameter attacks that can compromise the security of ANNs, potentially surpassing other threats
like adversarial or backdoor attacks (Gu et al., 2017; Coalson et al., 2024). Unlike adversarial attacks
that manipulate input data to corrupt model predictions, BFA strikes the physical memory (for instance,
DRAM) where the model parameters are stored and causes bit-flips in model weights through hardware
fault injection techniques. Researchers in (Rakin et al., 2019) showed that flipping a single bit (the most
significant bit of the exponent) in a random weight of a full-precision ANN, which uses IEEE floating-point
representation, was sufficient to cause a trained ResNet-18 to malfunction. The catastrophic impact of BFA
was subsequently demonstrated on quantized ANNs as well. For example, an 8-bit quantized ResNet-18 was
successfully compromised by flipping only 13 bits out of 93 million, effectively reducing its top-1 accuracy
on ImageNet from 69% to 0.1%, as shown in (Rakin et al., 2019). The stealthy nature of BFA makes such
attacks difficult to detect and easy to evade traditional hardware defense mechanisms. For example, advanced
Row Hammer techniques have been shown to circumvent existing memory protection solutions, including
Error Correction Codes (ECC) (Cojocar et al., 2019) and Intel Software Guard Extensions (SGX) (Gruss
et al., 2018). Moreover, recent practical implementations, such as DeepHammer (Yao et al., 2020), have
demonstrated BFA in a real system by exploiting Row Hammer vulnerabilities.

Given the susceptibility of ANNs to adversarial and bit-flip attacks, it is imperative to investigate alternative
neural computing paradigms with intrinsic fault tolerance capabilities to effectively resist such attacks. In this
context, Spiking Neural Networks (SNNs) (Maass, 1997), inspired by the fault tolerance and computational
efficiency of biological neurons, have emerged as a promising solution. SNNs, commonly regarded as the
third generation of neural networks, process information through discrete binary spike events (Gerstner &
Kistler, 2002). The sparse spike-based computation and communication capability of SNNs have been shown
to yield improved energy efficiency in hardware realizations (Rathi & Roy, 2021; Davies et al., 2021). In
addition to their computational efficiency, SNNs have been shown to provide enhanced robustness against
adversarial perturbations (Sharmin et al., 2019; Liang et al., 2022). Prior works indicate that the temporal
dynamics and sparse firing patterns of SNNs contribute to their resilience, particularly in black-box attack
scenarios where the attacker lacks detailed insight into the underlying model architecture (Sharmin et al.,
2019).

In this work, we propose the spike-based neuromorphic computing methodology, referred to as SIPHER, for
secure inference that effectively defends against parameter manipulation attacks such as the bit-flip attack
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(BFA). We use the ANN-SNN conversion framework, which transforms a pre-trained ANN into an equivalent
SNN for energy-efficient inference (Diehl et al., 2015; Rueckauer et al., 2017; Sengupta et al., 2019; Han et al.,
2020; Deng & Gu, 2021). This is achieved by reusing the weights of the pre-trained ANN and replacing the
ANN activation function, such as ReLU, with corresponding spiking activation, like the Integrate-and-Fire
(IF) neuron. SNN inference is subsequently performed on the input over multiple timesteps. Notably,
models implemented as ANNs or SNNs appear similar to an attacker in terms of weight parameters and
architecture, making it difficult to differentiate and target them effectively, as illustrated in Figure 1a. Our
results (discussed in Section 4) indicate that SNN inference exhibits significantly greater resilience than
ANN inference when subjected to BFA. For instance, Figure 1b shows that while a VGG-16 ANN can be
compromised with fewer than 20 bit-flips, its equivalent SNN requires many more bit-flips to attain a similar
level of degradation. Overall, the key contributions of our work are:

• We propose SIPHER, a methodology that maps a source ANN into its equivalent SNN for secure
inference against bit-flip attack on model parameters.

• We comprehensively validate the efficacy of SIPHER using different models and datasets, demon-
strating its superiority over state-of-the-art defense mechanisms.

• We provide analytical insights (in Section 3.3) that show how the intrinsic temporal dynamics and
the spike-based computing capability of SNNs contribute to their robustness, thereby supporting
the experimental results reported in this work.

The remainder of the paper is organized as follows. Section 2 reviews the background and related work.
Section 3 describes our proposed methodology. Section 4 reports our experiments and results while Section 5
provides a detailed analysis of the findings. Section 6 concludes the paper.

2 Background and Related Works

Overview of Bit-Flip Attack Methodology. The Bit-Flip Attack (BFA) is a simple and efficient method
designed to compromise the performance of neural networks by flipping a small number of vulnerable bits
in the weight parameters. In this work, we focus on quantized models, similar to those analyzed in (Rakin
et al., 2019), because of their widespread use during inference. The quantized weights are stored in two’s
complement form and referred to as quantized bit tensors, denoted by {Bl}L

l=1, where l corresponds to each
layer of a network. BFA targets the most vulnerable bits of the quantized weights, whose alteration causes
the maximum increase in the loss function, L. The main objective of the adversary is to maximize L while
limiting the number of flipped bits to a minimum, which can be formally expressed as

max
{B̂l}L

l=1

L
(

f
(
x; {B̂l}L

l=1
)
, t
)

,

subject to t = f
(

x; {Bl}L
l=1

)
,

H
(

{B̂l}L
l=1, {Bl}L

l=1

)
∈ {0, 1, . . . , Nb},

(1)

where x is the input, f(x; ·) denotes the network inference function, {B̂l} is perturbed weight (quantized
bit) tensor in lth layer, t is the output of the unperturbed network, and H(·, ·) computes the Hamming
distance between the original and the perturbed weights. The parameter Nb specifies the maximum number
of bit-flips permitted. Progressive Bit Search (PBS) algorithm, which consists of two stages, was proposed
in (Rakin et al., 2019) to efficiently determine the vulnerable bits. In the first stage, known as the intra-layer
search, the attack computes the gradient of the loss with respect to this quantized bit tensor in each layer,
namely ∇B̂l

L. The absolute value of these gradients indicates the sensitivity of each bit. Accordingly, the
top nb bits with the largest gradient magnitudes per layer are chosen as vulnerable candidate bits b̂l, which
can be formulated as

b̂l = Topnb

(∣∣∣∇B̂
l
L
∣∣∣). (2)
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During the following inter-layer search stage, the candidate bits from all layers are compared depending on
their gradient magnitudes to identify the top nb candidate bits across the network. The sensitive bits thus
determined are flipped to produce the perturbed weight tensor, which results in the maximum increase in L.
The PBS algorithm is iteratively performed until either the model performance drops below a pre-specified
threshold or the bit-flip budget Nb is fully expended, i.e.,

∑Nitr
i=1 nbi

≥ Nb, where Nitr denotes the maximum
number of PBS iterations. Finally, the effectiveness of BFA is quantified by calculating the Hamming distance
between the original and perturbed weights. We refer readers to (Rakin et al., 2019) for further details on
the PBS method.

Existing Defenses against Bit-Flip Attacks on ANNs. Defense strategies against bit-flip attacks on
ANNs can be categorized into weight reconstruction and quantization based methods. Weight reconstruction
technique presented in (Li et al., 2020) recomputes the weights prior to inference to minimize the impact of
perturbations caused by BFA. Researchers in (He et al., 2020) proposed piece-wise clustering of quantized
weights as an effective defense strategy, which was validated in later studies (Bai et al., 2021; Rakin et al.,
2019). Asymmetric fixed-point quantization combined with aggressive weight clipping during training was
introduced in (Stutz et al., 2021) to enhance security against random bit errors. This method was further
improved by per-layer weight clipping in (Stutz et al., 2022), which optimizes the quantization range for each
layer to increase resilience against adversarial and random bit errors. Weight clipping-aware training (Chit-
saz et al., 2023) has been shown to learn optimal layer-wise quantization ranges during training. Among
quantization-based methods, extreme quantization techniques, such as those used in Binary Neural Networks
(BNNs), have been shown to significantly improve robustness against BFA (He et al., 2020). However, BNNs
incur a notable drop in baseline accuracy compared to higher precision models (Rastegari et al., 2016). To
enhance the accuracy and robustness of BNNs, (Rakin et al., 2021) proposed augmenting model capacity
during training alongside binarization. SIPHER, in contrast, does not require additional training overhead
and provides superior resilience over BNNs (illustrated in Section 4.4).

Introduction to Spiking Neural Networks (SNNs). SNNs compute using discrete spikes instead of
continuous activations, allowing for temporal domain processing. We use the Integrate-and-Fire (IF) spiking
neuron, which maintains an internal state known as the membrane potential to accumulate the weighted
sum of input spikes. The potential vl(t−) of the l-th layer is updated at every discrete time step before a
spike is emitted as

vl(t−) = vl(t − 1) + Wl sl−1(t), (3)

where Wl is the weight matrix connecting layer l − 1 to layer l and sl−1(t) denotes the spike train from
the preceding layer. A spike is generated when the pre-spike potential exceeds a threshold θl, which can be
expressed as

sl(t) = H
(

vl(t−) − θl
)

, (4)

where H(·) represents the Heaviside step function. Once a spike is emitted, the potential is reset according
to

vl(t) = vl(t−) − sl(t)θl. (5)

A pre-trained ANN can be converted to an SNN by replacing its activation function (e.g., ReLU) with
an equivalent spiking activation (e.g., IF neuron). ANN-SNN conversion requires careful calibration of the
layer-wise thresholds for near-lossless SNN inference (Cao et al., 2015; Diehl et al., 2015; Sengupta et al.,
2019).

Adversarial Robustness in SNNs. Previous studies have shown that SNNs trained using spike-based
error backpropagation methods (Lee et al., 2016; Wu et al., 2018; Shrestha & Orchard, 2018; Neftci et al.,
2019; Lee et al., 2020) exhibit increased robustness against adversarial attacks compared to ANNs in black-
box attack conditions (Sharmin et al., 2019). Furthermore, SNNs trained with backpropagation were shown
to possess greater adversarial robustness compared to SNNs transformed from ANNs in both white-box
and black-box scenarios (Sharmin et al., 2019; 2020). Recent research has challenged this hypothesis by
proposing an adversarially robust ANN-to-SNN conversion algorithm, which optimizes model weights and
firing thresholds during a post-conversion fine-tuning phase (Ozdenizci & Legenstein, 2024).
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3 SIPHER Methodology

In this section, we introduce SIPHER, a spike-based fault-tolerant inference methodology designed to enhance
the robustness of quantized deep neural networks against bit-flip attacks on model parameters. We start by
defining our threat model, followed by a description of ANN-SNN conversion algorithm used in this study.
Finally, we provide analytical evidence supporting our hypothesis that the intrinsic spike-based temporal
computing capability of SNNs contribute to increased resilience against parameter attacks.

3.1 Threat Model

We assume a white-box attacker who has knowledge of the underlying architecture and weights of the
deployed neural network, as summarized in Table 1. However, the attacker lacks access to the inference
method, specifically whether the model is executed as an ANN or SNN, as well as the hyperparameters and
training data. The objective of the attacker is to degrade network performance by flipping as few bits as
possible in the weights (Rakin et al., 2019). Our proposed defense, SIPHER, leverages this lack of information
about the inference method to mitigate the impact of bit-flip attacks.

Table 1: Summary of the threat model.

Attacker’s Knowledge Has Access No Access
Network architecture ✓
Weight parameters ✓
Hyperparameters ✓
Training data ✓
Inference method (ANN or SNN) ✓

3.2 ANN-SNN Conversion

We implement the following steps for converting an ANN to its equivalent SNN prior to inference.

• We train the source ANN alongside weight and activation quantization.

• We transfer the trained weight parameters from the ANN to the architecturally equivalent SNN and
suitably initialize the neuronal firing thresholds.

• SNN inference is performed by feeding the input over a sufficient number of timesteps to minimize
performance loss during conversion.

Weight Quantization. We quantize the weights in both the linear and convolutional layers of the ANN
using a symmetric uniform quantizer comprising Nq bits. This reduces the precision of the weights, thereby
mitigating the adverse impact of a single random bit-flip prevalent in full-precision models (Rakin et al.,
2019). Given the floating-point weights W fp

l at layer l, the quantization step size ∆wl is computed as

∆wl =
max

(∣∣∣W fp
l

∣∣∣)
2Nq−1 − 1 . (6)

Quantization step size specifies the discrete levels available for mapping the continuous weight values. The
quantized weights W l are then determined by

W l = round
(

W fp
l

∆wl

)
× ∆wl. (7)

We use the straight-through estimator (Bengio et al., 2013) during training to handle the non-differentiable
rounding operation.
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Quantization-Clip-Floor-Shift (QCFS) Activation. We use the QCFS activation (Bu et al., 2022),
which is a quantized and truncated version of the standard ReLU activation, during ANN training. QCFS
activation function has been shown to better approximate the IF neuronal dynamics, resulting in SNNs that
provide accuracy comparable to the source ANNs. For pre-activation values zl = W lal−1 at layer l, the
QCFS activation output al is obtained by

al = λl · clip
(

1
L

⌊
zlL

λl
+ φ

⌋
, 0, 1

)
, (8)

where λl is a trainable scaling parameter, L is the number of quantization levels (e.g., L ∈ {2, 4, 8, 16}),
and φ is a shift term. We jointly train the network with quantized weights and QCFS activations using the
SGD optimizer. By quantizing the activations into discrete levels, the QCFS function reduces the network’s
sensitivity to small perturbations in the pre-activation values zl. A perturbation ∆W l, in the weights, results
in a change ∆zl = ∆W l · al−1. For the quantized activation al to be affected by ∆zl, the perturbation must
be large enough to cross a quantization boundary. The condition for al to change can be formulated as

|∆zl| ≥ λl

2L
, (9)

where λl

L is the activation quantization step size and φ is set to 1
2 . This shows that minor weight perturba-

tions, such as those from a single bit-flip, are much less likely to affect the activations when using QCFS.
On the contrary, any change in zl can proportionally affect al for the ReLU function.

3.3 SNN Inference and Robustness Analysis

The trained ANN is converted into an architecturally equivalent SNN, where the QCFS activation function is
replaced by an Integrate-and-Fire (IF) neuron. The layerwise firing threshold θl of the SNN is programmed
to the QCFS scaling factor (λl in Equation 8). The expectation of conversion error between the ANN and
SNN activations was shown to approach zero if SNN inference is performed for the same number of timesteps
as the number of QCFS quantization levels (L in Equation 8) used during ANN training (Bu et al., 2022).
We observe that the conversion error is characterized by a finite variance despite having an expected value
of zero. The variance of conversion error Erri

l, whose derivation is provided in Section A.1, is estimated as

Var
(

Errl
i

)
= (θl2)

12

(
1 + T

T 2

)
+ (θl)2

12

(
1 + L

L2

)
, (10)

where Errl
i is conversion error for the i-th neuron and T is the number of inference timesteps. This variance

quantifies the additional noise present during SNN inference, distinguishing it from ANN inference with
QCFS. Further, the inherent characteristics of SNNs provide several mechanisms that enhance robustness
against BFA, as detailed below.

Temporal Integration Attenuates Weight Perturbations. The ANN-SNN conversion method used
in this work employs rate coding, where the spiking neuronal output is represented by the average firing rate
over inference timesteps. The average firing rate ϕl(T ) across T timesteps can be formulated as

ϕl(T ) = 1
T

T∑
t=1

sl(t), (11)

where sl(t) is the spike output at time t. We now show that the temporal computing capability effectively
attenuates the impact of weight perturbations induced by bit-flip attacks. A weight perturbation ∆W l

causes an incremental change ∆vl(t) in membrane potential, which can be estimated as

∆vl(t) = ∆W l · sl−1(t). (12)

The perturbed potential triggers an update ∆sl(t) in spike output only if it is high enough to cross the firing
threshold. The cumulative change ∆ϕl(T ) in the average firing rate is then obtained by

∆ϕl(T ) = 1
T

T∑
t=1

∆sl(t). (13)
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Assuming that the weight perturbation influences the spike output only at a limited number of timesteps
Np ≪ T , the change in average firing rate can be approximated as

∆ϕl(T ) ≈ Np

T
. (14)

Equation 14 shows that the effect of weight perturbation is attenuated by a factor of 1/T in SNNs. On the
other hand, weight perturbation has a relatively larger impact on ANNs, where the change in activation ∆al

is given by
∆al = ∆W l · al−1. (15)

SNNs, on account of temporal integration, require larger or more frequent perturbations to experience the
same level of degradation as ANNs.

Threshold-Driven Sparsity Filters Minor Perturbations. The spiking neuron incorporates a firing
threshold θl, which acts as a filter against minor perturbations. A weight perturbation ∆W l affects the
neuron’s output only if it causes the membrane potential vl(t) to exceed the threshold, which occurs when

|∆vl(t)| = |∆W l · sl−1(t)| ≥ θl − vl(t). (16)

The weight perturbation in quantized models, which use Nq bits for weight representation, is bounded by

|∆W l| ≤ wmax

2Nq−1 , (17)

where wmax is the maximum weight value. We hypothesize that weight quantization along with spiking
sparsity makes it difficult for minor weight perturbations to satisfy Equation 16, thus enhancing the resilience
of SNNs against BFA, as empirically validated in Section 4.3.

Reset Mechanism Mitigates Error Accumulation. The membrane potential of a spiking neuron is
reset after it fires, preventing the accumulation of perturbation over time. The reset mechanism lowers the
potential by the firing threshold, as shown in Equation 5. This ensures that even if a bit-flip successfully
affects the membrane potential, the influence is limited to a specific time window rather than propagating
across timesteps. The temporal isolation, in effect, requires larger perturbations to mount a potent attack.

4 Experimental Results

4.1 Experiment Setup

We perform experiments on three commonly used datasets, namely, CIFAR-10, CIFAR-100 (Krizhevsky
et al., 2010), and Tiny-ImageNet. We train models with quantized weights at 6-bit and 8-bit precision,
together with QCFS activation at quantization levels of L = 4 and L = 8. After training, we evaluate
our defense mechanism against bit-flip attacks by performing SNN inference for different timesteps. For
the BFA implementation, we use an attack sample size of 128 across all experiments. Additional details
about the experimental setup are provided in Section A.2. In our work, we adapt BFA for SNNs using
surrogate gradients, ensuring that the attack remains potent and that comparisons are fair. Surrogate
gradient methods for backpropagating errors in SNNs have matured significantly, allowing accurate and
robust gradient approximation through non-differentiable spiking functions (Deng et al., 2022; Zhang & Li,
2020).

4.2 Evaluation Metric

We validate the efficacy of SIPHER against BFA using several key metrics, which are described below.
The Clean Accuracy (CA) represents the percentage of test samples correctly classified by the clean model.
The Post-Attack Accuracy (PA) reflects the accuracy of the perturbed model after the attack. We quantify
robustness by reporting the number of bit-flips required to either reduce the model accuracy to that of a
random classifier (e.g., 10% for CIFAR-10 and 1% for CIFAR-100) or until a predefined maximum number
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of attack iterations is reached (e.g., 500 for CIFAR-10 and 1000 for CIFAR-100). The Average Attack Time
(AAT) (in seconds) specifies the average time taken per iteration to perform BFA. Finally, we introduce
Redundant Bit-Flips (RBF) to measure the attack inefficiency, estimated as

RBF = Nflipped − H
Nflipped

, (18)

where Nflipped is the total number of bit-flip operations performed and H is the hamming distance between
the original and perturbed weights. An RBF of zero indicates no inefficiency (each bit was flipped only
once), while higher values suggest that the same bits were flipped multiple times.

4.3 Resilience Evaluation

SIPHER on CIFAR-10. We conduct experiments on VGG-16, ResNet-18, ResNet-20, and ResNet-32
model architectures with 6-bit and 8-bit weight quantization. The results, summarized in Table 2, indicate
that SIPHER substantially improves robustness compared to ANN inference across all models. For example,
while the 8-bit quantized ResNet-20 ANN requires an average of only 9 bit-flips to severely degrade its
performance, the equivalent SNN (using T = 32 timesteps) requires over 1,311 bit-flips, which is more
than 145× the number needed by ANN to suffer a similar loss in accuracy. The AAT increased from 0.032
seconds to 8.01 seconds, a 250× increase in duration, making the attack significantly more time-consuming.

The improvements are even more pronounced in some of the other models. For ResNet-18 SNN, the bit-flip
attack reduced accuracy by only about 3% (from 92.4% to 89.49%) with more than 1,500 bit-flips. Sim-
ilarly, VGG-16 SNN maintained accuracy above 25% with 14,000 bit-flips, representing a 518× increase
in the required number of bit-flips compared to ANN, which needed only 27 bit-flips on average to reduce
its performance to that of a random classifier. Furthermore, we observed that SNN inference significantly
outperforms ANN inference (with QCFS function) in terms of robustness. These findings demonstrate the
superior efficacy of SIPHER against BFA by requiring more bit-flips and longer average attack times.

SIPHER on CIFAR-100. We analyzed the effectiveness of SIPHER on the CIFAR-100 dataset using an 8-
bit quantized ResNet-18 and 6-bit quantized VGG-16, both of which are trained using QCFS activation with
L = 4. Table 3 clearly indicates that both ResNet-18 SNN and VGG-16 SNN exhibit improved robustness
against BFA by requiring an order of magnitude more bit-flips while still having a higher post-attack accuracy
compared to ANN. For instance, the top-1 accuracy of ResNet-18 SNN decreased only slightly from 73.73%
to 68.69% even after incurring 1,957 bit-flips, demonstrating significant resilience. Overall, these results
further reinforce the capability of SIPHER to provide enhanced resistance to bit-flip attacks.

SIPHER on Tiny-ImageNet. To further validate the robustness claims of SIPHER, we conducted experi-
ments on the Tiny-ImageNet dataset using an 8-bit quantized VGG-16 architecture. The results, summarized
in Table 4, demonstrate SIPHER’s significant robustness advantage (200× increase in the number of bit-flips
and 15× longer AAT) over traditional ANN implementations against bit-flip attack.

4.4 Comparison with Existing Defenses

Several defenses have been proposed to protect neural networks against bit-flip attack, predominantly using
standard neural network architectures (e.g., ANNs, BNNs). Table 5 compares the performance and ro-
bustness of these defenses with our proposed SIPHER approach using the 8-bit quantized ResNet-20 model
inferred on the CIFAR-10 dataset. Our results indicate that SIPHER, which deploys ResNet-20 SNN dur-
ing inference, significantly outperforms existing methods like piece-wise clustering (He et al., 2020), binary
quantization (He et al., 2020), and weight reconstruction (Li et al., 2020). Our method is comparable in
terms of robustness to RA-BNN (Rakin et al., 2021). We would like to point out that the efficacy of SIPHER
defense increases with model size; for larger models, the required number of bit-flips can reach the order of
104, as illustrated in Section 4.3.

8



Under review as submission to TMLR

Table 2: SIPHER robustness analysis on CIFAR-10 for various models. Vanilla models are baseline models
with ReLU activation and weight quantization only. Models using QCFS activation are indicated with their
quantization levels (L). The ANN/SNN column specifies the inference type (ANN or SNN), with timesteps
(T ) for SNNs. Clean Accuracy (CA) and Post-attack Accuracy (PA) denote top-1 accuracies. Average Attack
Time (AAT) is specified in seconds. Bit-flips are measured for a maximum of 500 attack iterations.

Model & Quantization ANN/SNN CA (%) PA (%) AAT (sec) Bit Flips

VGG-16 (8-bit)

Vanilla ANN 94.31 10.39 0.054 27
QCFS (L=4) ANN 93.38 10.74 0.08 48
SIPHER: QCFS (L=4) SNN (T=16) 93.06 79.67 1.9 1250

VGG-16 (6-bit)

Vanilla ANN 94.70 10.15 0.053 32
QCFS (L=8) ANN 93.81 10.3 0.079 21
SIPHER: QCFS (L=8) SNN (T=16) 93.09 39.05 2.3 987

ResNet-18 (8-bit)

Vanilla ANN 95.30 10.4 0.22 55
QCFS (L=4) ANN 94.59 10.85 0.138 107
SIPHER: QCFS (L=4) SNN (T=4) 92.42 89.49 1.73 1505

ResNet-18 (6-bit)

Vanilla ANN 95.51 10.2 0.22 53
QCFS (L=4) ANN 94.57 10.95 0.40 111
SIPHER: QCFS (L=4) SNN (T=4) 92.73 89.40 1.50 1284

ResNet-20 (8-bit)

Vanilla ANN 91.14 10.02 0.032 9
QCFS (L=8) ANN 90.53 10.78 0.052 18
SIPHER: QCFS (L=8) SNN (T=32) 90.37 10.05 8.01 1311

ResNet-20 (6-bit)

Vanilla ANN 91.58 10.1 0.031 13
QCFS (L=8) ANN 90.68 10.43 0.052 17
SIPHER: QCFS (L=8) SNN (T=32) 90.34 10.01 3.94 328

ResNet-32 (8-bit)

Vanilla ANN 92.66 10.93 0.067 14
QCFS (L=4) ANN 91.59 10.17 0.118 22
SIPHER: QCFS (L=4) SNN (T=32) 91.29 14.88 9.56 647

ResNet-32 (6-bit)

Vanilla ANN 92.55 10.2 0.066 12
QCFS (L=4) ANN 91.33 10.78 0.116 21
SIPHER: QCFS (L=4) SNN (T=32) 92.73 12.73 10.29 645

5 Analysis

In this section, we perform an in-depth analysis of bit-flips induced by BFA during SNN inference and
compare them with those occurring in ANN inference.

Bit-Flip Behavior in SNN vs. ANN Inference. In ANN inference, the BFA typically requires flipping
only a few bits to significantly degrade model accuracy, and the same bit is rarely flipped multiple times;
consequently, the RBF metric is often zero. In each attack iteration, flipping a single bit is usually sufficient
to increase the loss, as the top nb gradients are non-zero. This enables PBS algorithm (Rakin et al., 2019)
to efficiently identify and flip the vulnerable bit per attack iteration.
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Table 3: SIPHER robustness analysis on CIFAR-100. Clean Accuracy (CA) and Post-attack Accuracy (PA)
are presented as top-1/top-5 accuracies. Average Attack Time (AAT) is specified in seconds. Bit-flips are
measured for a maximum of 1000 attack iterations.

Model & Quantization ANN/SNN CA (%) PA (%) AAT (sec) Bit Flips

ResNet-18 (8-bit)

Vanilla ANN 76.26/94.02 1.9/6.47 0.084 69
QCFS (L=4) ANN 77.19/94.11 1.87/29.5 0.174 144
SIPHER: QCFS (L=4) SNN (T=4) 73.73/92.53 68.69/91.74 1.123 1957

VGG-16 (6-bit)

Vanilla ANN 75.44/92.62 1.22/6.49 0.051 12
QCFS (L=4) ANN 74.13/93.72 1.72/11.40 0.074 43
SIPHER: QCFS (L=4) SNN (T=8) 72/92.78 12.03/30.17 1.111 1897

Table 4: Results for 8-bit VGG-16 on Tiny-ImageNet dataset.

Model CA
(%)

PA
(%) AAT Bit-

flips
Vanilla 54.42 10.2 0.2 11
QCFS (L = 4) 49.78 10.05 0.305 82
SIPHER (L = 4, T = 8) 49.35 10.1 3.1 2305

Table 5: Comparison of SIPHER with the state-of-the-art defenses using 8-bit quantized ResNet-20 on the
CIFAR-10 dataset.

Defenses CA PA Order of
bit-flips

Weight Reconstruction (Li et al., 2020) 90.83 10.00 10
Piece-wise Clustering (He et al., 2020) 90.02 10.07 10
Binary Weight (He et al., 2020) 88.36 10.13 102

RA-BNN (Rakin et al., 2021) 90.18 10.00 103

SIPHER (L = 8 , T = 32) 90.37 10.05 103

Conversely, in SNN inference, a larger number of bit-flips is often necessary to experience similar levels
of accuracy degradation. Flipping a single bit per attack iteration may not increase the loss. Therefore,
multiple bits may be flipped in each attack iteration. In addition, we observe that the magnitudes of the top
nb gradients can become zero, which causes PBS method to get stuck in local minima during the search for
vulnerable bits. As the attack progresses, the same bits can be flipped multiple times, resulting in a higher
RBF in SNN inference (as summarized in Table 6) and rendering the attack equivalent to random bit-flips.

Table 6: Analysis of RBF for VGG-16 with QCFS activation (L = 4) during SNN inference on CIFAR-10
and CIFAR-100 datasets, using 8-bit and 6-bit weight quantization, respectively.

SNN (T ) Dataset Bit Flips
/ Hamming Distance RBF

T = 16 CIFAR-10 14,024 / 6,694 0.52
T = 8 CIFAR-100 1,897 / 1,227 0.35

Layer-Wise Sensitivity to BFA. We now analyze the layer-wise distribution of bit-flips required to degrade
the ResNet-20 model. Our results, shown in Figure 2, indicate that most bit-flips are concentrated in the
initial layers for ANN inference, suggesting that these layers produce higher gradient magnitudes and are
therefore more susceptible to perturbations. In contrast, SNN inference exhibits a shift in sensitivity toward

10
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the later layers. Specifically, Stage-4 layers are more susceptible due to their higher gradient magnitudes.
Similarly, the classifier layer, which has been implemented as a linear layer without IF neurons similar to
that used in ANN, contributes relatively more to the overall gradients.
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(a) Average number of bit-flips per layer in ANN inference.
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(b) Average number of bit-flips per layer in SNN inference
at T = 16.

Figure 2: Layer-wise distribution of the average number of bit-flips required to compromise the ResNet-20
model on the CIFAR-10 dataset. Here, ‘Stage-1’ to ‘Stage-4’ correspond to successive residual blocks in the
network, and ‘Classifier’ refers to the final fully-connected layer. The average is computed across different
weight bit-widths (6-bit and 8-bit) and QCFS levels (L = 4 and L = 8).

The layer-wise distribution of bit-flips differs significantly between ANN and SNN inference, although the
underlying weights remain largely identical in both settings. We conducted additional experiments by se-
lectively freezing the sensitive SNN layers during BFA, specifically the Stage-4 block and the final classifier.
With these layers excluded, the number of bit-flips required to achieve comparable degradation reduces
considerably, as illustrated in Figure 3. This shows that the enhanced robustness observed during SNN
inference largely originates in the later layers. When the attack is forced to rely solely on the initial layers,
the robustness benefit of SIPHER diminishes.
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Figure 3: Impact of freezing sensitive layers on the number of bit-flips required to compromise the 6-bit
quantized ResNet-20 model during SNN inference using T = 16 timesteps.

Impact of Timesteps on Attack Complexity. When mounting attacks on ANN model architectures,
BFA has a computational cost proportional to the number of layers and the candidate bits examined (Rakin
et al., 2019). However, for SNNs, this cost increases drastically because each attack iteration must process
information over multiple timesteps. Although the weight parameters remain identical, calculating how bit-
flips affect the network requires tracing through the entire temporal sequence during the forward pass. This
effectively multiplies the computational complexity by the number of timesteps, creating a natural barrier
that makes attacks on SNNs significantly more time-consuming than on ANNs.
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Practical Realization of SIPHER. SIPHER requires that the inference engine (illustrated in Figure 1a)
is capable of executing both ANNs and SNNs. SIPHER can be realized using general-purpose computing
platforms such as CPUs and GPUs as well as custom hardware accelerators that support both ANN and
SNN processing elements (Pei et al., 2019; Singh et al., 2020). SIPHER does not introduce any additional
computational overhead during training compared to other defenses. However, it leads to higher inference
latency due to processing over multiple time steps, albeit with higher energy efficiency over ANNs.

6 Conclusion

In this work, we introduced SIPHER, a methodology that transforms an ANN into an architecturally equiva-
lent SNN, for enhancing security against bit-flip attacks on neural network weights. The improved robustness
of SIPHER stems from the intrinsic spike-based sparse computing capability, temporal dynamics, and fault
tolerance of spiking neurons. Our extensive experiments revealed that SNNs require up to three orders
of magnitude more bit-flips to experience similar levels of performance degradation as their ANN counter-
parts. In addition, we presented analytical insights to quantify the distinctive attributes of SNN inference,
supporting the experimental results presented in this study.
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A Appendix

A.1 Proof of the Conversion Error Variance Between ANN Inference with QCFS and SNN Inference

In this section, we provide detailed proof of the variance of the conversion error between an Artificial Neural
Network (ANN) with Quantized Clip-Floor-Shift (QCFS) activation functions and its equivalent Spiking
Neural Network (SNN). While the expectation of the conversion error has been shown to be zero in the
QCFS paper (Bu et al., 2022), we focus here on calculating the variance of the conversion error, which
quantifies the additional noise present during SNN inference. Consider an ANN layer l with the QCFS
activation function, output is given by:

ϕl
ANN = λl

L
·
⌊

zlL

λl
+ φ

⌋
, (19)

where zl is the pre-activation input to layer l, λl is a scaling parameter (trainable during training), L is the
number of quantization levels in the activation function (e.g., L ∈ {2, 4, 8, 16}), and φ is the shift term, set
to φ = 1

2. In the equivalent SNN, the neuron’s output over T time steps is given by:

ϕl
SNN = θl

T
·
⌊

zlT + vl(0)
θl

⌋
, (20)

where θl = λl is the firing threshold, vl(0) = θlφ = θl

2 is the initial membrane potential (since φ = 1
2), and

T is the number of time steps during SNN inference. Our goal is to analyze the variance of the conversion
error between the ANN and SNN activations, defined by:

Errl = ϕl
SNN − ϕl

ANN. (21)

While the expected value E
[
Errl

]
= 0 has been established in (Bu et al., 2022). Substituting the expressions

from Equations equation 19 and equation 20 into Equation equation 21, we have:

Errl = θl

T
·
⌊

zlT + vl(0)
θl

⌋
− λl

L
·
⌊

zlL

λl
+ φ

⌋
= θl

(
1
T

⌊
zlT + θlφ

θl

⌋
− 1

L

⌊
zlL

θl
+ φ

⌋)
, (22)

since θl = λl and vl(0) = θlφ. As every element in the vector zl behaves identically, we only need to consider
a single element zl

i. Defining Errl
i as the conversion error for the i-th element:

Errl
i = θl

(
1
T

⌊
zl

iT + θlφ

θl

⌋
− 1

L

⌊
zl

iL

θl
+ φ

⌋)
. (23)

We can decompose the error by adding and subtracting zl
i:

Errl
i =

(
θl

T

⌊
zl

iT + θlφ

θl

⌋
− zl

i

)
+
(

zl
i − θl

L

⌊
zl

iL

θl
+ φ

⌋)
(24)

= eSNN + eANN, (25)

where:

eSNN = θl

(
1
T

⌊
zl

iT + θlφ

θl

⌋
− zl

i

)
, (26)

eANN = θl

(
zl

i − 1
L

⌊
zl

iL

θl
+ φ

⌋)
. (27)
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Under the assumption that eSNN and eANN are independent, we can write the variance of Errl
i as:

Var
(

Errl
i

)
= Var (eSNN) + Var (eANN) . (28)

Since the expectation E [eSNN] = 0 and E [eANN] = 0 as shown in (Bu et al., 2022), we can compute the
variances by calculating the second moments:

Var
(

Errl
i

)
= E

[
e2

SNN
]

+ E
[
e2

ANN
]

. (29)

Consider a scenario in which a random variable x defined on the interval [0, θ] is uniformly distributed within
each subinterval [mt, mt+1] for t = 0, 1, . . . , T . In each of these subintervals, the corresponding probability
density is denoted by pt. The subinterval boundaries are defined such that m0 = 0 and mT +1 = θ, with the
intermediate points given by

mt =
(
t − 1

2
)

θ

T
for t = 1, 2, . . . , T.

Under this setup, one can determine the second moment of x as follows:

Ex

(
x − θ

T

[
Tx

θ
+ 1

2

])2
= θ2

12

(
1 + 1

T

)
Proof for the second moment can be shown as:

Ex

(
x − θ

T

[
Tx

θ
+ 1

2

])2

=
∫ θ/2T

0
p0

(
x − θ

T

[
Tx

θ
+ 1

2

])2
dx

+
T −1∑
t=1

∫ (2t+1)θ/2T

(2t−1)θ/2T

pt

(
x − θ

T

[
Tx

θ
+ 1

2

])2
dx

+
∫ θ

(2T −1)θ/2T

pT

(
x − θ

T

[
Tx

θ
+ 1

2

])2
dx

Therefore, the integrals become:

= p0

∫ θ/2T

0
x2dx +

T −1∑
t=1

pt

∫ (2t+1)θ/2T

(2t−1)θ/2T

(
x − tθ

T

)2
dx

+pT

∫ θ

(2T −1)θ/2T

(x − θ)2
dx

=
(

θ

2T

)3
[

p0

3 +
T −1∑
t=1

2pt

3 + pT

3

]
Since p0 = pT = 2T

θ and pt = T
θ by considering uniform distribution in each interval, we get:

Ex

(
x − θ

T

[
Tx

θ
+ 1

2

])2
=
(

θ

2T

)2
·
(

T + 1
3

)
= θ2

12

(
1 + T

T 2

) (30)

Similarly, we can write variance of Errl
i as:

Var
(

Errl
i

)
= (θl2)

12

(
1 + T

T 2

)
+ (θl)2

12

(
1 + L

L2

)
(31)
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A.2 Experiment Details

In our experiments, we utilized three well-known image classification datasets: CIFAR-10, CIFAR-100, and
Tiny ImageNet.

CIFAR-10. The CIFAR-10 dataset consists of 60,000 color images with dimensions of 32 × 32 pixels.
These images are equally divided into 10 different classes. We used 50,000 images for training the models
and 10,000 images for testing their performance.

CIFAR-100. Similar to CIFAR-10 in terms of image size and total number of images, the CIFAR-100
dataset contains 60,000 color images of 32 × 32 pixels. However, these images are categorized into 100
classes, each containing 600 images. The dataset is split into 50,000 training images and 10,000 test images.

Tiny ImageNet. The Tiny ImageNet dataset is a subset of the ImageNet dataset. It comprises 110,000
color images with dimensions of 64 × 64 pixels, organized into 200 different classes. Each class has 500
training images, 50 validation images, and 50 test images. We utilized the 100,000 training images and
evaluated model performance on the 10,000 test images.

We utilized the Cutout data augmentation technique (DeVries & Taylor, 2017) alongside standard augmen-
tation methods to enhance model performance and mitigate overfitting. Our architecture incorporates the
residual learning framework from (He et al., 2016), enabling stable training of deeper networks. For opti-
mization, we used momentum-based SGD (batch size: 128) with L2 regularization (weight decay: 1 × 10−4).
The learning rate was initialized at 0.01 and automatically reduced by a factor of 10 at the 150th and 180th

epochs during the 200-epoch training cycle. All implementations were developed in PyTorch and executed
on NVIDIA GeForce RTX 4090 GPUs.

18


	Introduction
	Background and Related Works
	SIPHER Methodology
	Threat Model
	ANN-SNN Conversion
	SNN Inference and Robustness Analysis

	Experimental Results
	Experiment Setup
	Evaluation Metric
	Resilience Evaluation
	Comparison with Existing Defenses

	Analysis
	Conclusion
	Appendix
	Proof of the Conversion Error Variance Between ANN Inference with QCFS and SNN Inference
	Experiment Details


