
Paraphrase Identification Datasets:
Usage Survey and Generalization Patterns

Anonymous ACL submission

Abstract

We perform a survey to identify the most com-001
monly used paraphrase identification datasets.002
We then look deeper at the top three English003
datasets containing sentential paraphrases, com-004
paring various qualitative and quantitative char-005
acteristics of the datasets. In addition, we inves-006
tigate the generalization performance of mod-007
ern models trained on these datasets, show-008
ing that models do not generalize well across009
datasets, showing a weakness in real-world gen-010
eralisation ability. Lastly, we test some meth-011
ods to improve generalisation ability, showing012
that MNLI pre-training and improved label con-013
sistency are useful.014

1 Introduction015

Understanding paraphrasing and the related phe-016

nomenon is a foundational aspect of natural lan-017

guage understanding. In natural language, the same018

semantic meaning can often be conveyed using a va-019

riety of expressions, while similar expressions can020

convey different meanings. In education, students021

and learners are often encouraged to paraphrase022

ideas to test and reinforce the accuracy and com-023

pleteness of their understanding (Kletzien, 2009;024

Hirvela and Du, 2013). Natural language process-025

ing (NLP) systems also need to handle paraphrases026

to achieve robust real-world performance. This027

has not been achieved even by cutting-edge NLP028

systems such as ChatGPT (OpenAI, 2022), pub-029

licly noted by its authors to be sensitive to input030

phrasing.031

Paraphrase Identification is the task of determin-032

ing if a pair of sentences are paraphrases of each033

other. Such a paraphrase identification system has034

many downstream applications where recognizing035

equivalent texts is important. For example, we may036

be required to evaluate if two generated textual037

summaries of a document are semantically equiva-038

lent, and not merely similar.039

To identify paraphrases, a typical approach is to 040

train a classifier model on a paraphrase identifica- 041

tion dataset. Due to the high intrinsic performance 042

of recent state-of-the-art NLP models, the commu- 043

nity is adopting an increasingly data-centric view 044

of how to improve performance on various NLP 045

tasks. Thus, we would like to take an updated and 046

closer look at datasets used to train such models 047

for the paraphrase identification task and examine 048

how they can be employed more effectively. 049

A variety of different paraphrase identification 050

datasets exist. In Section 3, we look at the us- 051

age levels of various openly available datasets, 052

finding that usage is skewed towards the MRPC 053

dataset. In Section 4, we analyse the top high- 054

quality English-language datasets containing sen- 055

tential paraphrases, the Microsoft Research Para- 056

phrase Corpus (Dolan and Brockett, 2005), Quora 057

Question Pairs (Shankar et al., 2017) and Para- 058

phrase Adversaries from Word Scrambling (Zhang 059

et al., 2019), showing various similarities and dif- 060

ferences between them. In addition, in Section 5 061

we investigate the often poor generalization perfor- 062

mance of models trained on the datasets. Lastly, 063

in Section 6, we investigate methods to improve 064

the generalization ability of models trained on cur- 065

rent paraphrase identification datasets. We show 066

that we can improve generalization performance, 067

without needing larger models or datasets, by per- 068

forming MNLI pre-training and enhancing label 069

consistency of the datasets. 070

2 Related Work 071

There is some prior work in this area in the form 072

of survey papers. In our paper, we aim to provide a 073

more updated data-centric investigation of the most 074

commonly used paraphrase identification datasets 075

and their efficacy for training modern paraphrase 076

identification models. 077

In On Paraphrase Identification Corpora (Rus 078

et al., 2014), the authors analyzed some paraphrase 079
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identification datasets. The two largest paraphrase080

identification datasets analyzed were MRPC and081

SemEval-2013 Task 7 Student Response analysis082

(SRA) (Dzikovska et al., 2015), of which SRA is083

no longer being used in a contemporary context.084

The authors made recommendations targeted at ad-085

vancing our understanding of what a paraphrase is086

and developing future paraphrase datasets. We note087

that several of the recommendations have not been088

further explored, such as creating more precise089

definitions for paraphrases and unified annotation090

guidelines for consistent labelling of datasets.091

In other survey papers, it is common to find092

a large focus on studying various modelling ap-093

proaches. In A survey on paraphrase recognition094

(Magnolini, 2014), the authors focus primarily on095

studying the effectiveness of various methods of096

text classification applied to the paraphrase recog-097

nition task. Although they analyze some prior pro-098

posed definitions of paraphrases and how they are099

constructed, they do not perform an analysis of100

datasets, choosing to focus on the effectiveness of101

various contemporary models on the MRPC task.102

The model-centric focus is also true for more recent103

survey papers including A survey on word embed-104

ding techniques and semantic similarity for para-105

phrase identification (Kubal and Nimkar, 2019),106

Corpus-based paraphrase detection experiments107

and review (Vrbanec and Meštrović, 2020), and108

Evaluation of state-of-the-art paraphrase identifi-109

cation and its application to automatic plagiarism110

detection (Altheneyan and Menai, 2020).111

2.1 Paraphrase Identification Task112

2.2 Task Definition113

Paraphrase identification is the task of identifying114

whether a pair of sentences are paraphrases. It is115

typically a binary classification task guided by the116

definition of a paraphrase, which will be discussed117

in greater detail in the next section.118

2.3 What is a paraphrase?119

There is no universally accepted and precise defini-120

tion of what constitutes a paraphrase (Zhou et al.,121

2022). Differing definitions can be obtained from122

many sources such as online sources, dictionaries123

and various publications. Often, there can be dis-124

agreements on which sentences are paraphrases125

due to subjective differences in personal opinions126

(Roig, 2001) or interpretations (Rus et al., 2014).127

One key element of subjectivity is how "close" or128

"precise" the meaning of two sentences need to 129

be in order to be considered a paraphrase. This 130

impacts the usefulness of current paraphrase identi- 131

fication datasets as annotation guidelines and anno- 132

tators’ interpretation of those guidelines can vary 133

significantly. Thus, there is a need to have a less 134

subjective framework to more precisely define what 135

is considered a paraphrase. 136

In the NLP research community, several defini- 137

tions have been proposed: 138

1. Paraphrasing can be seen as bidirectional tex- 139

tual entailment (Androutsopoulos and Malaka- 140

siotis, 2010) 141

2. Paraphrases are differently worded texts with 142

approximately the same content and have a 143

symmetric relationship (Gold et al., 2019) 144

3. A sentence is a paraphrase of another sentence 145

if they are not identical but share the same 146

semantic meaning (Liu and Soh, 2022) 147

In our paper, we prefer the third definition as it 148

captures the most important aspects of paraphras- 149

ing: we are looking at two non-identical sentences 150

(different structure and/or different vocabulary) that 151

express the same semantic meaning. However, the 152

definitions are generally in agreement with each 153

other except for the second definition. In this work, 154

we do not consider "approximately" equivalent text 155

to be equivalent for the purposes of paraphrase 156

identification, and it introduces an additional as- 157

pect of ambiguity and subjectivity, namely how 158

approximate or close enough the meaning has to 159

be in order to be considered a paraphrase. 160

3 Datasets Survey 161

3.1 Overview of English-language Datasets 162

Microsoft Research Paraphrase Corpus 163

(MRPC) The MRPC ((Dolan and Brockett, 164

2005)) dataset contains sentence pairs which 165

were collected from various online news articles. 166

Similar sentences are automatically mined from 167

different articles and labelled by human annotators. 168

Sentences in MRPC are often formal reporting 169

and journalism-style text. This dataset is widely 170

used, both independently and as part of the GLUE 171

benchmark. MRPC contains 4076 training and 172

1725 test examples, with approximately 50% 173

labelled as paraphrases. 174
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Quora Question Pairs (QQP) The QQP175

((Shankar et al., 2017)) dataset contains 404,290176

question pairs collected from the Quora platform.177

The questions contain a large variety of different178

content and textual styles written by social media179

users, and pairs of questions are labelled by hu-180

man annotators. Approximately 40% of the data is181

annotated as a "duplicate" or paraphrase.182

Paraphrase Adversaries from Word Scrambling183

(PAWS) The PAWS dataset ((Zhang et al., 2019))184

contains sentence pairs extracted from Wikipedia.185

It consists of procedurally generated sentences cre-186

ated from sentences mined from Wikipedia and187

labelled by human annotators. The sentences are188

written factually and in a formal writing style.189

While it is less commonly used than MRPC, it is190

high-quality and much larger. PAWS contains ap-191

proximately 45% paraphrases with 49,401 training,192

8000 development and 8000 test examples.193

Paraphrase Database (PPDB) The PPDB194

dataset proposed in (Ganitkevitch et al., 2013) con-195

tains over 220 million paraphrase pairs. Each para-196

phrase pair contains a set of associated scores in-197

cluding paraphrase probabilities and monolingual198

distributional similarity scores. Despite its size and199

variety, this dataset only contains phrasal and lexi-200

cal paraphrases without any sentence paraphrases.201

Thus, it is not commonly used as it is not appro-202

priate to be used as training or testing data for sen-203

tential paraphrases, which are the dominant type of204

paraphrases encountered.205

Twitter URL The Twitter URL dataset ((Lan206

et al., 2017)) is constructed by collecting large-207

scale sentential paraphrases from Twitter by link-208

ing tweets through shared URLs. Due to the nature209

of how the dataset is collected, the text is usually210

short and of extremely varying qualities. The an-211

notation of the dataset is also noisy when even212

high-confidence annotations have a large amount213

of subjectivity.214

ParaNMT ParaNMT ((Wieting and Gimpel,215

2017)) is a dataset of more than 50 million un-216

cased sentential paraphrase pairs. The pairs were217

generated automatically by using back-translation218

to translate the non-English side of a large Czech-219

English parallel corpus. Due to the relatively low220

quality of the generated text, this dataset is not221

suitable to be used without extensive cleaning and222

post-processing.223

TaPaCo TaPaCo ((Scherrer, 2020)) is a para- 224

phrase corpus extracted from the Tatoeba database. 225

Sentences in this database are simple sentences 226

geared towards language learners. The paraphrase 227

corpus is created by populating a graph with 228

Tatoeba sentences and equivalence links between 229

sentences “meaning the same thing”. This graph 230

is then traversed to extract sets of paraphrases. A 231

manual evaluation performed on three languages 232

shows that between half and three-quarters of in- 233

ferred paraphrases are correct and that most re- 234

maining ones are either correct but trivial or "near- 235

paraphrases". The corpus contains a total of 236

200k–250k sentences per language. However, due 237

to its highly simplistic nature and lack of consistent 238

annotation, this dataset is not very useful as well. 239

3.2 Appropriateness of Image Captioning 240

Datasets 241

MSCOCO, proposed in (Lin et al., 2014), was orig- 242

inally described as a large-scale object detection 243

dataset. It additionally contains human-annotated 244

captions of over 120K images, and each image 245

is associated with five captions from five differ- 246

ent annotators. In most cases, annotators describe 247

the most prominent object or action in an image. 248

MSCOCO’s image captioning data is a common 249

source of paraphrase data for tasks such as para- 250

phrase generation. However, in almost all cases, 251

the contents of the captions vary widely with differ- 252

ent features of the image described. As such, this 253

dataset is not appropriate for most paraphrasing- 254

related tasks. 255

3.3 Usage Levels 256

We use the openly available citation counts from 257

Google Scholar as a proxy for measuring the us- 258

age of various paraphrase identification datasets. 259

Another statistic, dataset usage counts on Paper- 260

sWithCode, are also based on citation counts and 261

exhibit the same trends. However, we did not use 262

the PapersWithCode data as we were not able to 263

obtain the raw data for dataset usage counts. We 264

summarize the statistics that we collected in Table 265

1 and visualized in Figure 1 (next page). 266
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Dataset Size Sentential? Citations
MRPC 6k Yes 1624
PPDB 220m No 945
PAWS 65k Yes 457

ParaNMT 50m Uncased 332
QQP 405k Yes 179

TwitterURL 2.9m Yes 168
TaPaCo 250k Yes 47

Table 1: Summary comparison of the major paraphrase
datasets

Figure 1: Citation counts of the top datasets containing
paraphrases

3.4 Most Notable Datasets267

Based on the citation counts (up to end of May268

2024), there are 3 major English paraphrase identi-269

fication datasets in modern use. They are:270

1. Microsoft Research Paraphrase Corpus271

(MRPC) with 1624 citations1272

2. Paraphrase Adversaries from Word Scram-273

bling (PAWS) with 457 citations2274

3. Quora Question Pairs (QQP) with 179 cita-275

tions3276

Figure 2: Citation counts per calendar year

1View MRPC Google Scholar Page for latest statistics
2View PAWS Google Scholar Page for latest statistics
3Due to the lack of an officially provided citation, this

dataset has been cited in varying ways. We document how we
compute the total amount of citations in Appendix A.

In Figure 2, we can visualize the trend of dataset 277

usage over time. We can see MRPC (including us- 278

age as part of GLUE) has been consistently a large 279

majority of the usage, even after the introduction 280

of newer datasets like PAWS and a steep increase 281

in research activity. 282

4 Comparisons between Notable Datasets 283

Each of the above datasets has different character- 284

istics due to differences in domain, data collection 285

methodology, and data annotation. In the overview, 286

we have already provided some information on the 287

different text domains and data collection method- 288

ology. In this section, we will focus on differences 289

in data annotation and other characteristics. 290

4.1 Data annotation 291

All three datasets follow the same basic structure, 292

where each example consists of a pair of sentences 293

and a binary label indicating if they are a para- 294

phrase. However, there are differences due to the 295

inconsistencies in the annotation guidelines pro- 296

vided to annotators. However, such differences are 297

difficult to quantify. 298

In MRPC, annotators were instructed to label 299

two sentences as paraphrases if they "mean the 300

same thing", with the interpretation of that instruc- 301

tion being left up to individual annotators. In ad- 302

dition, the "degree of mismatch allowed" before a 303

sentence pair was disqualified as a paraphrase is 304

also left to individual annotators. As such, there 305

is great ambiguity in the labelling of MRPC. Sen- 306

tences referring to the same subject but containing 307

different information are often labelled as para- 308

phrases, but sometimes not as well. This weakness 309

is acknowledged by the authors of the dataset as 310

well. 311

To illustrate the problem, we show the following 312

sentence pair, which is labelled as a paraphrase in 313

MRPC: 314

1. Scientists have figured out the complete genetic code of 315
a virulent pathogen that has killed tens of thousands 316
of California native oaks 317

2. The East Bay-based Joint Genome Institute said 318
Thursday it has unraveled the genetic blueprint for the 319
diseases that cause the sudden death of oak trees 320

Despite the clear information mismatch (marked 321

in bold) and missing information (marked in red), 322

this is labelled as a paraphrase. 323

In QQP, we do not have much information on 324

the labelling process. According to the informa- 325

tion provided via Quora (Shankar et al., 2017) and 326
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Kaggle4 when the data was released, the question327

pairs are labelled by human experts, however, the328

process was acknowledged to be "noisy", with "in-329

herently subjective" labels, and with reasonable330

possibility for disagreements. However, the authors331

believe that on a whole, the dataset can "represent332

a reasonable consensus". In our inspection of the333

data, we believe that the annotation is indeed done334

with reasonable consistency, although subjectivity335

remains.336

PAWS has the most rigorous labelling process337

of all 3 datasets. Each sentence pair is presented to338

five annotators with an extremely high agreement339

of above 90% on average. Therefore, we have the340

highest confidence in the consistency and quality341

of labelling in PAWS, which is confirmed by our342

own inspections. However, some element of sub-343

jectivity can still exist, highlighting the challenge344

of precise definitions. For example, in the below345

sentence pair, labelled as a non-paraphrase, it is346

challenging to outline the differences in meaning,347

which is visualised in Figure 3.348

1. John Barrow Island is a member of the Queen Eliza-349
beth Islands and the Canadian Arctic Archipelago in the350
territory of Nunavut351

2. John Barrow Island is a member of the Canadian Arctic352
Archipelago and the Queen Elizabeth Islands in the353
Nunavut area354

Figure 3: Visualisation of meaning in sentence pair

4.2 Data characteristics355

The combination of different domains, data col-356

lection and annotation methods results in differing357

data characteristics. We would like to use quantifi-358

able metrics to analyze the different characteristics359

of these datasets.360

Thus, we explore using two metrics, word posi-361

tion deviation and lexical deviation (Liu and Soh,362

2022), for our analysis. Word position deviation363

(WPD) is a measure of the difference in sentence364

structure. On the other hand, lexical deviation (LD)365

measures the difference in the vocabulary used.366

This allows us to obtain a more holistic view of367

differences in the sentence pairs.368

4Kaggle: QQP Dataset Description

First, we compute WPD and LD for each of the 369

datasets: MRPC, QQP and PAWS and visualize 370

them in Figures 4 and 5. 371

Figure 4: Distribution of WPD in each dataset

Figure 5: Distribution of LD in each dataset

From the comparison, we can see that each of 372

the datasets has a remarkably similar distribution 373

of WPD, but PAWS has a different distribution of 374

LD as compared to MRPC and QQP: PAWS has 375

relatively low LD while MRPC and QQP are much 376

higher. By considering the above characteristics, 377

we can come to several preliminary conclusions. 378

Firstly, we expect the datasets to contain similar 379

levels of structural variations in the paraphrases. 380

Hence, there is limited benefit to combining the 381

datasets in an attempt to increase the diversity of 382

structural paraphrases due to the lack of structural 383

paraphrases in the datasets. Additionally, this also 384

means that for structural paraphrases, all datasets 385

would likely perform similarly. 386

Next, the main difference between the datasets 387

is in terms of vocabulary, since PAWS has the 388

least amount of LD, followed by QQP and MRPC. 389

Based on what we know of MRPC and PAWS, we 390

can make the following hypothesis that MRPC and 391

PAWS will be challenging in terms of vocabulary, 392

but in different ways. MRPC will be more chal- 393

lenging based on its diversity of vocabulary. On the 394

other hand, PAWS will be more challenging as the 395

classifier cannot rely on recognising similar words, 396

since similar words are present in both paraphrase 397

and non-paraphrase pairs. 398

Lastly, there is a reasonable chance the much 399

higher LD in MRPC and QQP compared to PAWS 400
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is a side effect of a less rigorous annotation process,401

leading to less semantic equivalence for sentences402

labelled as paraphrases.403

5 Generalisation Testing404

In this section, we will perform experiments to test405

the generalisation ability of models. Our method406

of doing so is to train a model on one dataset, and407

then evaluating on another. For example, we can408

train a model on the MRPC training dataset and409

evaluate it on the PAWS test set.410

5.1 Experiment Setup411

For all our experiments, we used a modern412

DeBERTa-Large (He et al., 2020) pre-trained lan-413

guage model, with strong performance for English414

language sequence classification tasks. We per-415

formed the training using the HuggingFace Trans-416

formers library (Wolf et al., 2020) and PyTorch417

(Paszke et al., 2019). We used a learning rate of418

5e-6, the Adam optimizer (Kingma and Ba, 2017),419

a batch size of 128, and training for up to 10 epochs.420

We use validation scores to select optimal check-421

points for evaluation on the held-out test set.422

For comparison within our experiments, the423

main metric of comparison will be the Macro F1424

score on the respective test sets, as the different425

datasets have different proportions of examples la-426

belled as paraphrases. Thus, the Macro F1 score427

will let us evaluate the datasets more holistically as428

the score will not be affected by the proportion of429

paraphrases in the test set. The implementation we430

use is from the Scikit-learn (Pedregosa et al., 2011)431

sklearn.metrics package.432

Train-test splits Each of the three component433

datasets is separated beforehand into a fixed train-434

ing, validation and test dataset. This split is main-435

tained across all the experiments in the paper.436

PAWS has a predetermined dataset split for train-437

ing, validation and test sets which we use for our438

experiments. MRPC has a predetermined test set439

but does not have a predetermined validation set.440

We split the original training set into a training441

set (90%) and a validation set (10%), keeping the442

proportion of the labels in the original training set.443

Lastly, QQP does not have a publicly labelled test444

set, nor does it have a predetermined validation445

set. We split the original training set into a training446

set (80%), validation set (10%) and test set(10%),447

keeping the proportion of the labels constant.448

5.2 Results 449
Test Macro F1

Model Training MRPC QQP PAWS

DeBERTa
MRPC 85.53 72.06 32.89
QQP 67.16 91.10 45.49

PAWS 68.51 76.49 94.83

450

Table 2: Results from generalization experiment

As summarized in Table 2 When trained and 451

evaluated on the same task, the models exhibit 452

very good performance, scoring a range of between 453

85.53 and 94.83 Macro F1 score on the test set. 454

However, when evaluated on other test sets, the 455

performance drops drastically, falling to between 456

32.89 to 76.49. In general, the generalization abil- 457

ity of MRPC and QQP is especially poor. 458

6 Improving Generalisation 459

In this section, we test three ideas for improving the 460

generalisation performance: performing pretrain- 461

ing in the MNLI task, combining the datasets, and 462

improving labelling consistency in the datasets. 463

6.1 MNLI pretraining 464

In this section, we test the same DeBERTa model 465

which has been fine-tuned on a text entailment task, 466

MNLI (Williams et al., 2018) beforehand. Some 467

previous works (Ko and Choi, 2020; Arase and 468

Tsujii, 2021) have suggested that such models can 469

perform better on paraphrase identification tasks. 470

In addition, we hypothesize that DeBERTa-Large- 471

MNLI would require less data, and thus perform 472

better on smaller datasets. Thus, we seek to val- 473

idate if MNLI pretraining would be effective in 474

improving the model’s performance and general- 475

ization abilities on the datasets. 476

In Table 3 provide a summary table below to 477

show the overall performance with and without 478

the MNLI pretraining. The full set of results is 479

available in Appendix A.3. 480

Test Macro F1 (Mean)
Model Same Task Other Tasks

DeBERTa 90.42 60.43
DeBERTa-MNLI 91.39 69.69

481

Table 3: Aggregated results showing the performance
difference with and without the MNLI pretraining

6.2 Combining Datasets 482

We will create a combined version of all three 483

datasets and evaluate a model trained on them on 484

each individual dataset. We use this to test if com- 485

bining the datasets is effective in improving the 486

performance of the model. 487
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Since all the datasets follow the same basic struc-488

ture (a pair of sentences and a binary label), it is a489

reasonable assumption that these datasets should all490

be interoperable. For example, we should be able491

to combine all datasets to create a more effective492

paraphrase identification dataset.493

In this experiment, we will test this hypothesis494

by training on all three datasets simultaneously,495

instead of only training on one dataset. After train-496

ing, we evaluate each individual evaluation set. We497

maintain the existing train-valid-test splits.498

Test Macro F1 (Mean)
Model MRPC QQP PAWS

DeBERTa 85.46 91.29 93.95
DeBERTa-MNLI 86.44 91.12 94.69

499

Table 4: Results from combined dataset experiment

Our results are summarized in Table 4. Green500

indicates improvement and red indicates regression501

when compared to training and evaluating on indi-502

vidual datasets. We can make one key observation:503

Combining datasets does not improve the individ-504

ual task performances for 2 out of 3 tasks, despite505

the larger dataset size and increased diversity of506

data. In fact, there is a slight regression in perfor-507

mance on 2 tasks (MRPC and PAWS), even though508

the original training data is included. This also509

leads us to expect the resulting model will continue510

to generalise poorly when tested on data it is not511

trained on.512

6.3 Improving Label Consistency513

We use the method proposed in Towards Better514

Characterization of Paraphrases (Liu and Soh,515

2022) to rectify the labelling in MRPC and QQP516

and re-run the above experiments to measure the517

differences when the labelling is made more con-518

sistent.519

In this experiment, we test the impact of im-520

proving the labelling consistency between the three521

datasets using the method proposed in Liu and Soh522

(2022), running the automated correction procedure523

on the MRPC and QQP datasets. Following that,524

we repeat the generalization experiment, as well as525

the combined dataset experiment, keeping all other526

factors the same. We will then compare the results527

between the original and rectified datasets.528

We report the performance of the trained529

DeBERTa-Large and DeBERTa-Large-MNLI mod-530

els in terms of the Test F1 score on each of the531

various rectified datasets, along with PAWS. In Ta-532

ble 5, we use the following colours to mark the533

significant changes of at least 5.0 Test Macro F1 534

score. Green indicates an improvement and red 535

indicates a regression when compared to training 536

on the original datasets. 537

Test Macro F1
Model Training MRPC-R1 QQP-R1 PAWS

DeBERTa
MRPC-R1 88.14 75.98 56.10
QQP-R1 85.46 89.66 61.73
PAWS 61.41 73.54 94.83

DeBERTa-MNLI
MRPC-R1 89.38 78.83 76.62
QQP-R1 87.87 89.88 75.86
PAWS 68.92 75.58 94.91

538

Table 5: Results from rectified dataset experiment

When evaluated on the same task, the perfor- 539

mance did not change significantly: MRPC shows 540

a slight improvement, while QQP shows a slight re- 541

gression. However, there was a significant improve- 542

ment (>5.0 F1) for 6 out of the 12 generalization ex- 543

periments. Overall, the mean Test Macro F1 score 544

increased by 5.89 for the DeBERTa-Large model 545

and 5.06 for the DeBERTa-Large-MNLI model. 546

Test Macro F1 (Transfer)
Model Before After

DeBERTa 60.43 69.04
DeBERTa-MNLI 69.69 77.28

547

Table 6: Aggregated results

In Table 6, we report some aggregated statistics 548

to compare the mean generalization (transfer) per- 549

formance before and after the dataset rectification. 550

We see that the mean Macro Test F1 generaliza- 551

tion performance increased by approximately 8.60 552

F1 for the DeBERTa-Large model and 7.59 F1 for 553

the DeBERTa-Large-MNLI model. This is much 554

higher than the overall increase in performance 555

since the performance in the individual datasets did 556

not change much. 557

Test Macro F1 (Mean)
Model MRPC-R1 QQP-R1 PAWS

DeBERTa 87.22 89.88 93.96
DeBERTa-MNLI 89.33 89.83 94.56

558

Table 7: Results using combined rectified dataset

In Table 7, we look at the performance of the 559

model trained on the combined dataset after rec- 560

tification. There was a notable improvement for 561

MRPC-R1 over MRPC (+2.89 F1), and a regres- 562

sion for QQP (-1.41 F1). 563

7 Discussion 564

7.1 Impact of MNLI fine-tuning 565

In our experiments, we chose to test the DeBERTa- 566

Large model with and without MNLI pre-training, 567

looking at the impact of this factor on task perfor- 568

mance. 569
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Overall, the DeBERTa-Large-MNLI model is the570

better-performing model across most tasks. The571

model trained on MRPC benefits the most from572

the MNLI pretraining while exhibiting the weakest573

original baseline performance. There is one ex-574

ception where the normal DeBERTa-Large model575

performs better, which is when the model is trained576

and evaluated on QQP. Currently, we do not have a577

hypothesis as to why this is the case. Despite that,578

this indicates that MNLI pre-training is likely ben-579

eficial for improved paraphrase recognition perfor-580

mance. This performance improvement is also con-581

sistent even when combined with other approaches,582

such as combining datasets and improving the label583

consistency.584

7.2 Impact of labelling consistency585

One of the key issues we hope to learn more about586

is the impact of current levels of label consistency587

in paraphrase classification datasets. Our results588

show that not only is good label consistency key to589

having a useful dataset, but it can be more crucial590

than simply having a larger dataset.591

In our experiments, the MRPC dataset provides592

the least generalization performance, likely due to593

the large amount of inconsistency in annotation594

combined with the small number of examples. On595

the other hand, PAWS provides the greatest gener-596

alization performance due to its labelling consis-597

tency and larger size. Finally, when we attempt598

to improve the consistency of the labels, we see599

improvements across 8 out of 12 different experi-600

ments.601

While having a larger dataset is theoretically602

useful, there is no benefit if the labelling is not con-603

sistent. In our combined dataset experiments, we604

show that although we can use a larger combined605

dataset, we see mostly a minor reduction in perfor-606

mance in individual task evaluation. Thus, simply607

having a larger dataset is not useful.608

Our results also highlight the need for a more609

standardized and less subjective annotation frame-610

work for paraphrase recognition tasks. With a bet-611

ter annotation framework, it would be possible to612

collect more consistent labels to create a larger and613

more diverse paraphrase corpus that works better614

than the current approach of combining existing615

datasets.616

8 Limitations and Future Work 617

Due to limitations on computing resources and the 618

already large number of existing experiments, we 619

only performed our experiments on the DeBERTa- 620

V3-Large model. We believe that the same trends 621

in results would hold for different combinations 622

of hyper-parameters and pretrained large language 623

models, although the exact performance may vary. 624

In future work, more experiments can be conducted 625

to further validate our results with multiple sets of 626

hyper-parameters and different pretrained models. 627

9 Ethical Considerations 628

To the best of our knowledge, we do not introduce 629

any ethical concerns or risks in this work. 630

10 Conclusion 631

In this paper, we took another look at the para- 632

phrase identification task. We looked at usage 633

trends and took a deep dive into commonly used 634

English-language datasets for this task. We high- 635

lighted some issues, including inconsistent stan- 636

dards used to label these datasets, as well as inter- 637

esting similarities and differences in dataset charac- 638

teristics. We also studied how well models trained 639

on these datasets performed when evaluated on 640

other datasets, showing that generalization perfor- 641

mance is relatively low. We conclude that cur- 642

rent paraphrase identification datasets have vari- 643

ous shortcomings that can be improved with bet- 644

ter annotation processes. In addition, we demon- 645

strated that better generalization performance can 646

be achieved by improving labelling consistency and 647

using a model pretrained on the MNLI task, while 648

other strategies such as combining existing datasets 649

have limited utility. 650
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A Appendix 796

A.1 Quora Question Pairs citations 797

A large number of publications (102) cite Quora 798

question pairs (Chen et al., 2017). However, this 799

is not correct, since this is not the paper that in- 800

troduced the QQP dataset, but an early paper that 801

demonstrates some techniques to tackle the dataset. 802

The dataset was first introduced in First Quora 803

Dataset Release: Question Pairs (Shankar et al., 804

2017), which is a blog post on the Data@Quora 805

blog. 806

Therefore, we aggregate the total number of 807

QQP citations as the sum of citations of the above 808

paper and the blog post, which are referenced with 809

three differing titles. The four Google Scholar 810

URLs are as follows: 811

1. https://scholar.google. 812

com/scholar?cluster= 813

3336862162093221896&hl=en& 814

as_sdt=2005&sciodt=0,5 815

2. https://scholar.google. 816

com/scholar?cluster= 817

5155042585544784702&hl=en& 818

as_sdt=2005&sciodt=0,5 819

3. https://scholar.google. 820

com/scholar?cluster= 821

11073074702727464584&hl=en& 822

as_sdt=2005&sciodt=0,5 823

4. https://scholar.google. 824

com/scholar?cluster= 825

5249091588465214420&hl=en& 826

as_sdt=2005&sciodt=0,5 827

A.2 Pre-trained Models used 828

We used two pre-trained models in our experi- 829

ments. 830

1. DeBERTa-Large, a 350M-parameter pre- 831

trained language by Microsoft proposed in 832

DeBERTa: Decoding-enhanced BERT with 833

Disentangled Attention (He et al., 2020). The 834

model is available on the HuggingFace Hub 835

at microsoft/deberta-large. 836

2. DeBERTa-Large-MNLI, the DeBERTa-Large 837

model fine-tuned on MNLI by Microsoft. The 838

benchmark results are as reported in the De- 839

BERTa paper. The model is available on the 840

HuggingFace Hub at microsoft/deberta-large- 841

mnli. 842
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A.3 MNLI Experiments Results (Section 6.1)843

Test Macro F1
Model Training MRPC QQP PAWS

DeBERTa
MRPC 85.53 72.06 32.89
QQP 67.16 91.10 45.49

PAWS 68.51 76.49 94.83

DeBERTa-MNLI
MRPC 88.37 77.41 55.21
QQP 69.50 90.88 66.40

PAWS 70.40 79.15 94.91

844

Table 8: Results from dataset generalization experiment

A.4 Hardware used845

All the training was done on a single NVIDIA RTX846

3090 with 24GB of VRAM. The training was done847

in automatic mixed-precision mode with mixed848

FP32 and FP16 computations. The total estimated849

GPU hours taken for the full set of experiments850

(19× 2 experiments) is approximately 120 hours.851

A.5 Code and Raw Data852

After the review period, the code and data will be853

available publicly on GitHub.854
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