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Abstract

While Large Language Models (LLMs) have001
made significant strides in replicating human-002
like abilities, there are concerns about a reduc-003
tion in the linguistic diversity of their outputs.004
This results in the homogenization of view-005
points and perspectives, as well as the underrep-006
resentation of specific demographic groups. Al-007
though several fine-tuning and prompting tech-008
niques have been suggested to tackle the issue,009
they are often tailored to specific tasks or come010
with a substantial increase in computational011
cost and latency. This makes them challeng-012
ing to apply to applications that demand very013
low latency, such as chatbots and virtual assis-014
tants. We propose Possibility Exploration Fine-015
Tuning (PEFT), a task-agnostic framework that016
enhances the text diversity of LLMs without in-017
creasing latency or computational cost. Given018
the same prompt, models fine-tuned with PEFT019
can simultaneously generate multiple diverse020
responses, each corresponding with a control-021
lable possibility number. Experiments with022
Mistral 7B and LLAMA 2 on open-domain dia-023
logue generation demonstrate that PEFT signif-024
icantly enhances output diversity, as shown by025
a lower similarity between candidate responses.026
As PEFT focuses more on semantic diversity027
rather than lexical diversity, it can remarkably028
reduce demographic bias in dialogue systems.029

1 Introduction030

LLMs represent a significant advancement in the031

field of artificial intelligence, specifically in natural032

language processing (NLP). These models are de-033

signed to perform various tasks, from text classifi-034

cation to question-answering and logical reasoning,035

through natural language prompts, even without036

task-specific training (Achiam et al., 2023; Tou-037

vron et al., 2023; Jiang et al., 2023). The recipe038

for their success includes very large models trained039

on vast amounts of unfiltered internet data, which040

raises critical concerns about the perpetuation and041

amplification of biases or the degradation of con- 042

tent diversity (Gallegos et al., 2023). One of the 043

primary concerns is that LLMs tend to be inherently 044

conservative in their output. They are designed to 045

predict the most likely words or sequences based 046

on patterns observed in their training data. As a 047

result, the generated text tends to closely align with 048

the dominant narratives, ideas, and writing styles 049

present in the datasets they were trained on. This 050

can lead to a homogenization of content, where 051

creative outliers and genuinely novel ideas are un- 052

derrepresented. Studies by (Santurkar et al., 2023; 053

Durmus et al., 2023) highlight that LLMs generate 054

an unequal representation of views. Hence, future 055

LLMs trained on such homogenized content may 056

exacerbate the issue, perpetuating this cycle. The 057

decline in diversity also presents significant chal- 058

lenges in other NLP areas, such as synthetic dataset 059

production (Chung et al., 2023) or open-domain 060

dialogue generation (Lee et al., 2023). 061

Diversity in text generation has been extensively 062

studied. Several approaches have been proposed, 063

such as retraining the models on more balanced 064

datasets (Zmigrod et al., 2019; Garimella et al., 065

2022; Solaiman and Dennison, 2021), modify- 066

ing the optimization objectives (Woo et al., 2023; 067

Garimella et al., 2021; Shao et al., 2019), or us- 068

ing a conditional variational inference framework 069

(Bao et al., 2020). Post-editing approaches, such 070

as modifying the decoding algorithms (Su et al., 071

2022; Holtzman et al., 2019; Fan et al., 2018) or 072

optimizing the input prompts (Hayati et al., 2023; 073

Lahoti et al., 2023; Mattern et al., 2022), can also 074

be used to increase text diversity and do not require 075

additional training. However, these methods either 076

increase model complexity, failing to achieve a sat- 077

isfactory level of diversity, or significantly increase 078

inference latency and computational cost. 079

This paper introduces Possibility Exploration 080

Fine-Tuning (PEFT), a straightforward fine-tuning 081

framework designed to enhance the text diversity 082
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of pre-trained LLMs. Our objective is to gener-083

ate multiple distinct candidate responses to a sin-084

gle prompt, ensuring minimal semantic similar-085

ity among them. This is achieved by fine-tuning086

LLMs using a Possibility Exploration (PE) dataset,087

where each prompt is paired with several unique088

responses. Additionally, we propose negative fine-089

tuning frameworks to further boost diversity and090

allow for greater control over the generated con-091

tent. One major advantage of our approach is that it092

does not necessitate any architectural changes, mak-093

ing it versatile and applicable to any pre-trained094

LLMs. With PEFT, models can produce multiple095

responses simultaneously or generate a single cre-096

ative response without any additional latency.097

To demonstrate the effectiveness of our ap-098

proach, we focus on applying PEFT to open-099

domain dialogue generation tasks, where diversity100

and latency are key considerations. Experiments101

using Mistral 7B and LLAMA 2 reveal that our102

method significantly increases the diversity of gen-103

erated responses compared to the base model with-104

out fine-tuning. In persona generation test, PEFT is105

effective in significantly reducing the overrepresen-106

tation of dominant demographic groups, offering107

an alternative to enhance fairness in LLMs.108

2 Related work109

Early methods to increase diversity involved modi-110

fying the conventional maximum likelihood train-111

ing objective of text generation models. Shao112

et al. (2019) proposes a planning-based hierarchical113

variational model for generating long and diverse114

texts. Variational frameworks, employed by Du115

et al. (2022) and Bao et al. (2020), utilize randomly116

sampled latent variables to control the content of117

responses. Lee et al. (2023) introduces an empiri-118

cal Bayes framework to develop a bayesian open-119

domain dialogue agent, achieving superior results120

in both diversity and coherence when compared121

to variational frameworks. These strategies, how-122

ever, significantly elevate training complexity and123

inference latency, and necessitate specific model124

architectures that might not be able to leverage125

existing pre-trained LLMs.126

Another direction of research has been to im-127

prove training data by mitigating biases related to128

gender, race, etc., aiming to generate more repre-129

sentative datasets. Techniques include creating new130

examples for underrepresented groups (Zmigrod131

et al., 2019; Qian et al., 2022), upsampling low-132

bias examples (Garimella et al., 2022; Han et al., 133

2021), or building a new dataset from curated ex- 134

emplary samples (Solaiman and Dennison, 2021). 135

Our proposed method aligns with this direction but 136

is broader in scope, not limited to mitigating biases 137

and stereotypes but enhancing overall text diversity 138

for any open-ended text generation task. 139

A common strategy for enhancing text diversity 140

modifies the decoding process. Techniques like 141

diverse beam search (Vijayakumar et al., 2016), 142

nucleus sampling (Holtzman et al., 2019), Top-K 143

sampling (Fan et al., 2018), and logit suppression 144

(Chung et al., 2023) aim to produce a broader set of 145

outputs by not solely focusing on the most probable 146

tokens. Contrastive search decoding (Su and Col- 147

lier, 2022), in particular, has shown to improve both 148

diversity and coherence. We demonstrate that mod- 149

els fine-tuned with PEFT can be combined with 150

these decoding methods to further enrich diversity. 151

Recent studies explore prompt optimization to 152

improve diversity, including iterative prompting to 153

uncover varied responses to the same input. Hay- 154

ati et al. (2023) introduces criteria-based diversity 155

prompting to extract and ground diverse perspec- 156

tives from LLMs. Lahoti et al. (2023) proposes 157

a technique called, collective critiques and self- 158

voting, to enhance text diversity concerning gender 159

and culture. However, iterative prompting tech- 160

niques substantially increase computational costs 161

and latency, which may not be suitable for applica- 162

tions like dialogue systems. In contrast, our method 163

can generate multiple responses simultaneously or 164

produce a single creative response without addi- 165

tional latency. 166

3 Methodology 167

3.1 Problem definition 168

Given the prompt P , our goal is to generate a list 169

of candidate responses, L, where each response is 170

semantically distinct from the others. This is cru- 171

cial for applications such as brainstorming tools, 172

creative writing assistants, or other prompting tech- 173

niques that require reasoning over multiple solu- 174

tions (Muralidharan and Thomas, 2024; Wang et al., 175

2022). In scenarios that require a single but cre- 176

ative response R, such as dialogue modeling, one 177

can simply sample a response from the list L. If 178

the list L is sufficiently diverse, then the response 179

R will likely be unique. A proficient generation 180

model should produce responses that are diverse 181

in content and contextually relevant to the given 182
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prompt. Latency is also critical for applications183

like real-time chatbots or interactive storytelling,184

where the model must generate responses quickly185

to ensure seamless user interaction.186

3.2 Decoding methods187

Temperature sampling (Holtzman et al., 2019; Fan188

et al., 2018) adjusts the randomness of the gener-189

ated text by modifying the distribution of predicted190

probabilities with a temperature parameter ; higher191

temperatures lead to more creative outputs. To192

generate N diverse responses for a single prompt,193

we can set a high temperature value and generate194

responses N times.195

Diverse Beam Search (DBS) (Vijayakumar et al.,196

2016), an alternative to beam search that decodes a197

list of diverse outputs by introducing mechanisms198

to explicitly encourage diversity among the can-199

didates in the beam. This is typically achieved200

by partitioning the beam into several groups and201

adding a diversity-promoting term to the scoring202

function that guides the selection of candidates.203

3.3 List Prompting204

Decoding methods, such as temperature sampling,205

do not account for semantic differences at the sen-206

tence level, as they generate responses indepen-207

dently. As a result, while the responses may vary in208

wording, their semantic meanings may remain sim-209

ilar. Inspired by recent work on diverse perspective210

generation by Hayati et al. (2023), we introduce211

List Prompting as a general framework for multi-212

response generation using the following template:213

I want to <task description>. List a diverse set of214

<N> possible responses:215

An example of List Prompting for dialogue gen-216

eration is shown in Figure 1. As we can see, the217

generation of later candidates is influenced by ear-218

lier generated candidates, ensuring they are seman-219

tically different at the sentence level. Note that the220

latency of this method increases proportionally to221

the number of generated responses.222

4 Possibility exploration fine-tuning223

4.1 One-to-many dataset224

Despite the inherent one-to-many (OTM) mapping225

nature of open-ended text generation, where each226

input prompt can yield multiple correct responses,227

current LLMs are predominantly fine-tuned on228

instruction-following or task-specific datasets that229

enforce a one-to-one (OTO) mapping. This means230

Figure 1: An example of List Prompting for open-
domain dialogue generation

that each input prompt is accompanied by a sin- 231

gle response. We refer to this approach as one-to- 232

one fine-tuning (OTOFT). Although several studies 233

have shown that OTOFT can improve the accu- 234

racy and performance of LLMs for specific tasks, 235

its impact on the diversity of the output remains 236

under-researched. 237

To address the one-to-many nature and po- 238

tentially increase output diversity, we propose a 239

method called one-to-many fine-tuning (OTMFT). 240

OTMFT uses a OTM dataset to fine-tune LLMs 241

for specific tasks. An OTM dataset is derived from 242

a standard one-to-one mapping dataset. For each 243

root pair of prompt-response (p, r), we generate N 244

child samples (p, r1), (p, r2), . . . , (p, rN ), where 245

each response ri is a valid reply to the prompt 246

p and is semantically distinct from all other re- 247

sponses. This generation process can be conducted 248

by human annotators or advanced LLM models. In 249

this study, we utilize GPT-4o and List Prompting 250

techniques to generate multiple distinct responses 251

for the same prompt. 252

OTMFT employs standard likelihood training, 253

where all training samples corresponding to the 254

same prompt are batched together. This fine-tuning 255

process helps to flatten the probability distribu- 256

tion, allowing decoding techniques like temper- 257

ature sampling to generate more diverse responses. 258

4.2 Possibility exploration dataset 259

Before presenting PEFT, we first introduce the Pos- 260

sibility Exploration (PE) dataset. We accompany 261

each OTM training sample (p, ri) with a possibility 262

number ki, indicating that the response ri is the ki- 263
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Figure 2: An simplified example of a PE training batch
with added possibility numbers. Full template can be
found in Appendix A.2.2.

th possible response out of all possible responses264

for prompt p. The inclusion of a possibility num-265

ber in each prompt helps in the following ways:266

(1) It assists the model in understanding the rea-267

sons behind differences in responses, even when268

the same prompt is given; (2) It provides a degree269

of control over the inference process, allowing the270

possibility number k to be changed to elicit dif-271

ferent responses; (3) It enables negative training272

(PEFT), which further enhances the dissimilarity273

between responses.274

Given an OTM batch of training samples275

(p, r1), (p, r2), . . . , (p, rN ), we construct a PE276

training batch by incorporating an additional in-277

struction into the prompt p, as shown in Figure 2.278

Specifically, we instruct the model to contemplate279

all possible responses for the given prompt and then280

produce a response corresponding to possibility281

ki, where ki is an integer randomly sampled from282

[1, ..,M ], with M being a hyper-parameter and283

M > N . Consequently, a PE batch of training sam-284

ples will be (p, k1, r1), (p, k2, r2), . . . , (p, kN , rN ).285

Figure 2 shows an example of PE training batch for286

open-domain dialogue generation task.287

4.3 PEFT288

We propose PEFT, which is based on unlikelihood289

training (Welleck et al., 2019). This approach aims290

to increase the dissimilarity between responses and291

enhance the impact of the possibility number. Un-292

likelihood training involves providing the model293

with both positive samples, which the model is en-294

couraged to generate, and negative samples, which295

the model should avoid generating.296

We use the PE batch of training samples297

(p+, k+1 , r
+
1 ), . . . , (p

+, k+N , r+N ) as described in298

Section 4.2 as positive samples. For each positive299

sample (p+, k+i , r
+
i ), we generate N − 1 corre-300

sponding negative samples (p−, k−i , r
−
i ) by keep-301

ing p− = p+ and r−i = r+i , while setting the302

possibility number k−i = k+j , where j = 1, .., N303

and j ̸= i. For example, as shown in Figure 2, the 304

target response I’m a doctor. is considered a pos- 305

itive response when the possibility number k = 4 306

and a negative response when k = 8 or k = 1. 307

In other words, we want each target response r to 308

be accompanied by only one possibility number k, 309

and vice versa. 310

The training with positive samples can be done 311

with standard maximum likelihood estimation 312

(MLE) as follow: LMLE(θ, p
+, k+, r+) = 313

−
|r+|∑
t=0

log θ(r+t |p+, k+, r
+
<t) 314

where θ is the model parameters, p+ is the prompt, 315

k+ is the possibility number, r+ is the response, 316

and r+t is the t-th token of r+. 317

Training with negative samples can be 318

done with unlikelihood objective as follow: 319

LUL(θ, p
−, k−, r−) = 320

−
|r−|∑
t=0

β(r−t ) log(1− θ(r−t |p−, k−, r
−
<t)) 321

where r− is the negative response and β(r−t ) is a 322

candidate-dependent scale that controls how much 323

the token t-th should be penalized. We set β = 1 324

for the first token of each word in r−. The β values 325

for the remaining tokens are set to 0. This helps to 326

avoid the generation of out-of-vocabulary words. 327

We train the model with a mixture of likelihood 328

and unlikelihood losses to avoid degradation as 329

follows: 330

L = LMLE(θ, p
+, k+, r+)+αLUL(θ, p

−, k−, r−) 331

where α is the weight importance for unlikeli- 332

hood loss. In this study, we set α = 0.5. Note 333

that all positive and negative samples of the same 334

prompt should be included in the same batch. 335

To generate L different responses during infer- 336

ence, we first sample L possibility numbers from 337

the range [1..M ] and then perform response gener- 338

ation independently and simultaneously for each 339

sampled number. 340

5 Experiments 341

5.1 Tasks 342

We choose open-domain dialogue generation as the 343

fine-tuning task because it necessitates both low 344

latency and diverse outputs, which is the main aim 345
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of this study. Open-domain dialogue generation,346

often manifested as social chitchat modeling in347

NLP, refers to the ability of text generation mod-348

els to generate coherent, human-like conversations349

across a wide range of topics.350

Multiple responses generation. The task is to pre-351

dict multiple possible responses for the next turn352

in a given dialogue context between two people.353

To create fine-tuning data for OTMFT and PEFT,354

we extract 1,000 dialogue contexts from Blended-355

SkillTask (Smith et al., 2020), ConvAI (Logacheva356

et al., 2018), TopicalChat (Gopalakrishnan et al.,357

2023), EmpatheticDialogues (Rashkin et al., 2018),358

and WizardOfWikipedia (Dinan et al., 2018), en-359

suring the number of samples per dataset is evenly360

distributed. For each dialogue context, we use361

GPT-4o and List Prompting to generate 4 differ-362

ent responses, resulting in a total of 4,000 context-363

response pairs. For OTOFT, 4,000 dialogue con-364

texts are sampled, with each context accompanied365

by a single response that is also generated by GPT-366

4o. Hence, the total amount of data for OTOFT,367

OTMFT, and PEFT is equivalent. For the test set,368

300 dialogue contexts are used.369

Persona generation. Aside from improving the di-370

versity of generated texts, we are also interested in371

evaluating the effectiveness of PEFT in debiasing372

dialogue systems or LLMs in general. We designed373

a test called the persona-generation test, in which374

the chatbot is asked to play the role of a random375

individual and then engage in a conversation with376

another person. The persona attributes of the chat-377

bot, such as age and gender, are gradually revealed378

throughout the conversation. Since the chatbot has379

the freedom to determine its own personality and380

demographic information, we want to analyze if381

there is significant bias in the generated personas.382

We conducted 300 conversations for each chatbot383

and then aggregated the results for final assess-384

ment. Details of the experiment can be found in the385

Appendix A.3. The chatbots used for this persona-386

generation test are the same as those used for the387

multiple responses generation task. However, we388

only sampled a single response from all generated389

responses at each turn.390

5.2 Metrics391

5.2.1 Diversity392

To measure lexical diversity, we utilize Distinct-393

1 and Distinct-2 scores (Liu et al., 2016), which394

account for the percentage of unique 1-grams or395

2-grams in the entire collection of generated re- 396

sponses. For semantic diversity, we employ SBERT 397

(Reimers and Gurevych, 2019) to compute the pair- 398

wise similarity between generated responses of 399

each input prompt. The pairwise similarity is av- 400

eraged across the test set, which is then used to 401

calculate diversity as 1− similarity. 402

For the persona generation test, we use Shan- 403

non entropy (Shannon, 1948) to measure the ran- 404

domness/diversity of the generated personas. As- 405

sume we generate a set of N personas, denoted as 406

P = {P1, P2, ..., Pn}. Each persona Pi contains a 407

set of attribute values Ai = {a1i , a2i , ..., ami }, where 408

aji represents a particular attribute value (such as 409

female) corresponding to the j-th attribute (such as 410

gender). Let Aj = {aj1, a
j
2, ..., a

j
n} be a collection 411

of all values of the j-th attribute, extracted from 412

P . Shannon entropy can be applied to measure the 413

randomness score of the j-th attribute as follows: 414

H(Aj) = −
K∑
k

P (ajk)log(P (ajk)) 415

where H(Aj) represents the entropy of Aj , ajk 416

represents each possible value of Aj , P (ajk) rep- 417

resents the appearance ratio of the value ajk, and 418

K is the number of distinct values of Aj . This pa- 419

per only focuses on evaluating specific attributes: 420

age group, gender, current location, occupation 421

sector, and highest education level. The extrac- 422

tion/normalization of these attributes from the gen- 423

erated conversations is done by GPT-4o. See Ap- 424

pendix A.3.1 for details. 425

5.2.2 Coherence score 426

Given recent studies (Zheng et al., 2024) suggest- 427

ing that LLMs can rival human performance in 428

evaluating the quality of synthesized texts, we use 429

GPT-4o and LLAMA 3 as coherence evaluators. 430

Previous studies often use the average rating (on 431

a scale of 1 to 10) as the final measure of coher- 432

ence. However, we found that automatic coherence 433

evaluators tend to assign high coherence scores 434

to safe and conservative responses, while giving 435

lower scores to unconventional, creative but still 436

coherent responses. Therefore, we propose using 437

the percentage of incoherent responses as a coher- 438

ence indicator. A response is considered incoherent 439

if it receives a coherence rating of less than 6 (on 440

a scale of 1-10) from both GPT-4o and LLAMA 441

3. Using the percentage of incoherent responses 442

is also more intuitive for determining whether a 443

5



Methods Dist-1 ↑ Dist-2 ↑ Diversity ↑ Incoherence ↓ Latency ↓
Base model
DBS 0.108 0.452 0.356 2.2% 3x
List Prompting 0.151 0.565 0.583 7.9% 3.7x
Sampling (t=1.50) 0.135 0.547 0.383 3.6% 1x
OTOFT 1x
Sampling (t=1.00)
Sampling (t=1.25)

0.139
0.154

0.595
0.655

0.495
0.535

2.6%
4.5%

OTMFT 1x
Sampling (t=0.75)
Sampling (t=1.00)

0.133
0.150

0.529
0.604

0.522
0.565

3.1%
4.0%

PEFT 1x
Sampling (t=0.50)
Sampling (t=0.75)

0.130
0.149

0.484
0.561

0.530
0.585

2.3%
3.9%

Table 1: Performances of different decoding and fine-tuning methods for Mistral 7B in multiple response generation.

response generation model is suitable for deploy-444

ment. More details on coherence evaluators can be445

found in Appendix A.2.3.446

5.3 Parameters settings447

We use the Huggingface repository1 to conduct our448

experiments, employing Mistral 7B Instruct and449

LLAMA 2 7B Instruct as the pre-trained LLMs450

for fine-tuning. Each model is fine-tuned for one451

epoch using Qlora (Dettmers et al., 2024). The452

learning rate is set to 5e-5, with a batch size of 4453

and a gradient accumulation of 2.454

The number of possible target responses per in-455

put prompt, denoted as N , is set to 4 for all ex-456

periments. Additionally, for the multiple response457

generation task with Mistral 7B, we report the re-458

sults with N = 2 and N = 6. The maximum value459

for the possibility number in PEFT is set to 9.460

During inference and testing, each model is461

asked to generate 5 different responses per input462

prompt. We then calculate the diversity and coher-463

ence scores of these responses.464

5.4 Comparison methods465

Base model. We perform response generation us-466

ing the original LLMs with zero-shot prompting467

and list prompting. For zero-shot prompting, we468

employ various decoding methods, including DBS,469

and temperature sampling. As we prioritize diver-470

sity, each decoding algorithm is configured with471

parameters that maximize output diversity without472

spoiling output coherence. For DBS, we employ473

hamming diversity as the objective term and set the474

1https://github.com/huggingface

diversity penalty to 5.0. For temperature sampling, 475

we set the temperature value t to 1.5 for Mistral and 476

1.25 for LLAMA 2. We do not include contrastive 477

search for comparison as the method is determin- 478

istic and can only generate a single response per 479

prompt. The zero-shot prompt template can be 480

found in Appendix A.2.1. 481

OTOFT. We fine-tune the base model using a one- 482

to-one dataset with a MLE objective. 483

OTMFT. We fine-tune the base model using a one- 484

to-many dataset with a MLE objective. 485

PEFT. We fine-tune the base model using a possi- 486

bility exploration dataset with both MLE and un- 487

likelihood objectives. 488

When comparing different fine-tuning tech- 489

niques, we use temperature sampling as the 490

decoding method with temperatures t = 491

{0.5, 0.75, 1.0, 1.25}. For ease of comparing 492

the diversity-coherence trade-offs between differ- 493

ent methods, only optimal temperatures for each 494

method are reported. 495

6 Experiment results 496

The experiment results are reported in Table 1-4. 497

Base LLMs without fine-tuning suffers signifi- 498

cantly from low diversity and bias. 499

As shown in Table 1, despite having hyperpa- 500

rameters designed to maximize diversity, the Mis- 501

tral base model achieves relatively low diversity 502

scores at 0.356 with DBS and 0.383 when using 503

temperature sampling set at 1.5. Appendix A.1 504

provides examples demonstrating that most gen- 505

erated responses, while varied in wording, are se- 506

mantically similar. Surprisingly, the LLAMA 2 507
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Figure 3: Persona demographic distributions extracted from 300 conversations with Mistral base and its fine-tuned
models. All models use temperature sampling with t = 1.0.

Methods Diversity Incoherence
Base model
DBS 0.422 7.0%
List Prompting 0.645 17.2%
Sampling (t=1.25) 0.479 8.9%
OTOFT
Sampling (t=1.00)
Sampling (t=1.25)

0.513
0.556

5.3%
9.3%

OTMFT
Sampling (t=0.75)
Sampling (t=1.00)

0.536
0.579

4.7%
7.2%

PEFT
Sampling (t=0.50)
Sampling (t=0.75)

0.530
0.583

3.8%
6.3%

Table 2: Performances of different decoding and fine-
tuning methods for LLAMA 2 in multiple response
generation.

model achieves a higher diversity score of 0.479508

compared to Mistral, despite being less capable509

in general benchmarks (Jiang et al., 2023). This510

suggests that a model’s higher accuracy does not511

necessarily correlate with greater diversity.512

In the context of persona generation test, there is513

a noticeable sampling bias in the outputs of the Mis-514

tral base model. The bias predominantly favors cer-515

tain demographic groups. For instance, more than516

75% of the generated personas are located in the517

U.S., which is a significant overrepresentation, con-518

sidering that the U.S. accounts for only about 4%519

Responses/prompt Diversity Incoherence
OTMFT
N = 2 0.449 1.9%
N = 4 0.479 2.1%
N = 6 0.489 2.4%
PEFT
N = 2 0.501 2.2%
N = 4 0.530 2.3%
N = 6 0.548 2.5%

Table 3: Results of number of responses (N ) per input
in the training set when fine-tuning with OTMFT and
PEFT. Mistral is used as the base model and temperature
sampling (t = 0.5) is used for decoding.

of the global population. Also, there is a high fre- 520

quency of personas possessing a Bachelor degree. 521

This creates a skew towards more educated individ- 522

uals and underrepresents those with lower educa- 523

tional backgrounds, such as high school diplomas 524

or vocational training. 525

Switching between various decoding methods or 526

tweaking parameters, such as increasing the tem- 527

perature, can enhance diversity but not significantly. 528

This is because diversity-focused decoding algo- 529

rithms like temperature sampling and diverse beam 530

search aim to boost diversity at the individual to- 531

ken level rather than in the overall semantics of 532

the sentence. Additionally, higher lexical diversity 533

does not always equate to higher semantic diversity. 534

For example, the Mistral base model with high- 535
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Methods
Shannon entropy ↑

Age Gen Loc Edu Occ Avg
Base 1.3 1.0 1.6 0.9 2.5 1.5
OTOFT 1.2 1.7 2.1 1.2 3.0 1.8
OTMFT 1.4 1.7 2.5 1.6 3.4 2.1
PEFT 1.9 1.9 3.1 1.9 3.7 2.5

Table 4: Persona generation test with Mistral base and
its fine-tuned models. Age, Gen, Loc, Edu, Occ, and
Avg refer to the age group, gender, location, highest
education, occupation sector, and average, respectively.
All models use temperature sampling with t = 1.0.

temperature sampling (t = 1.5) achieves a lexical536

diversity Dist-2 score of 0.547, which is notably537

higher than the 0.484 score for PEFT (t = 0.5).538

However, the latter model has a higher semantic539

diversity score of 0.530 compared to 0.383 for the540

former. Similar lexical-semantic discrepancies are541

observed when comparing the lexical and semantic542

diversity scores from different fine-tuning methods,543

as noted in Table 1.544

We observe that using List Prompting signif-545

icantly improves diversity for both Mistral and546

LLAMA 2 models. This is because each candidate547

response is generated conditionally based on the548

previous ones, ensuring they are different. How-549

ever, the use of List Prompting also results in a550

noticeable decline in coherence. The incoherence551

scores increase to 7.9% for Mistral and 17.2% for552

LLAMA 2. We believe this issue stems from the553

general performance of Mistral and LLAMA 2 in554

following instructions, rather than from the prompt-555

ing technique itself.556

Fine-tuning LLMs not only improves coherence557

but also diversity558

As shown in Table 1, fine-tuned models achieve559

significant improvement in diversity over the base560

model despite using a lower temperature t. This561

results in better diversity-coherence trade-offs. For562

example, when using temperature sampling (t =563

1.0), Mistral OTOFT significantly improves the564

diversity of the Mistral base model (sampling565

t = 1.5), increasing it from 0.383 to 0.495 while566

decreasing the incoherence rate from 3.6% to 2.6%.567

When comparing against DBS and List Prompt-568

ing of the base model, OTOFT achieves a signif-569

icantly better diversity-coherence trade-off while570

also providing more than a 3x increase in decoding571

speed. Similar improvements are also observed in572

LLAMA 2 experiments in Table 2.573

When comparing OTOFT and OTMFT, the latter574

showed a clear improvement in both coherence 575

and diversity scores, as demonstrated in both the 576

Mistral and LLAMA 2 models. 577

PEFT surpasses OTMFT in both coherence- 578

diversity trade-offs and data efficiency 579

When using temperature sampling with t = 580

0.75, PEFT further enhances the diversity of 581

OTMFT, raising it from 0.522 to 0.585. This comes 582

with an increase in the number of incoherent re- 583

sponses, from 3.1% to 3.9%. At a lower temper- 584

ature sampling of t = 0.5, PEFT achieves a di- 585

versity/incoherence score of 0.530/2.3%, which 586

is an improvement over OTMFT’s 0.522/3.1% at 587

t = 0.75. This demonstrates a better coherence- 588

diversity trade-off for PEFT. 589

We also examine how varying the number of 590

responses per input N in the training set affects 591

the overall performance of OTMFT and PEFT. We 592

found that increasing N boosts diversity but re- 593

duces coherence, with N = 4 appearing to obtain 594

the best diversity-coherence trade-off. However, 595

using PEFT with N = 2, it achieves a better di- 596

versity and coherence score compared to OTMFT 597

with N = 6. This indicates that PEFT is more data- 598

efficient than OTMFT, requiring three times less 599

training data while achieve superior performance. 600

In persona generation tests, PEFT outperforms 601

OTMFT, achieving an average entropy score of 2.5 602

compared to OTMFT’s 2.1. PEFT exhibits supe- 603

rior performance across all attributes, with signif- 604

icantly better entropy scores than the base model. 605

This demonstrates that an improvement in seman- 606

tic diversity can lead to a reduction in bias and an 607

enhancement in the fairness of LLMs. 608

7 Conclusion 609

This paper investigates the degradation of diver- 610

sity in LLMs through the lens of open-domain dia- 611

logue systems. We found that instruction-following 612

LLMs suffer from low diversity and exhibit bias 613

when performing zero-shot generation. To address 614

this issue, we propose and evaluate various fine- 615

tuning techniques, including One-to-One, One-to- 616

Many, and Possibility Exploration Fine-Tuning. 617

Our results indicate that fine-tuning LLMs not only 618

increases diversity but also enhances coherence 619

scores, with PEFT achieving the best trade-off be- 620

tween coherence and diversity. Additionally, mod- 621

els fine-tuned with PEFT showed a significant re- 622

duction in bias, indicating a promising alternative 623

approach to improving fairness in LLMs. 624
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Limitations625

The main limitation of our work is the necessity for626

fine-tuning LLMs. This introduces two significant627

barriers: (1) the requirement to collect task-specific628

data, and (2) the fine-tuning of the original LLMs,629

which often demands substantial computational re-630

sources. Additionally, many off-the-shelf LLMs do631

not permit fine-tuning. As PEFT is task-agnostic,632

our future direction involves performing PEFT dur-633

ing the instruction tuning phase of LLMs. This634

approach entails extending the existing instruction-635

following datasets into a PEFT-like format and sub-636

sequently fine-tuning the base LLMs on this ex-637

panded dataset. By adopting this method, we aim638

to generate multiple diverse responses in a PEFT-639

style for any given task in a zero-shot setting.640

Ethical considerations641

Deploying AI responsibly requires a balance be-642

tween creativity and safety in content generated643

by language models. Diversity is crucial to pre-644

vent monotonous and generic conversations, but645

it poses the risk of producing offensive or unsafe646

language when less common responses are chosen.647

This underscores the need for effective filtering of648

potentially harmful text. Advanced classifiers can649

be used to manage this careful filtration process650

by flagging and intercepting inappropriate content651

before it reaches the end user.652
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A Appendix838

A.1 Examples of generated responses839

Table 5 shows various examples of generated re-840

sponses using different decoding and fine-tuning841

methods.842

A.2 Prompt templates843

A.2.1 Zero-shot response generation with844

base LLMs845

We convert the dialogue context into a conversation846

between people, Person A and Person B, where847

Person A always has the last turn. We then ask848

LLMs to generate the next response for Person B849

using the following template:850

Given this conversation:851

...852

Person B:853

Person A:854

Imagine you are person B and act as if you were855

a real individual. Please write the next response856

for person B. Keep the response short with no more857

than 25 words.858

859

A.2.2 PEFT response generation template860

Given this conversation:861

...862

Person B:863

Person A:864

Imagine you are person B and act as if you were865

a real individual. Think about all the possibilities866

in which person B might respond next and then867

provide the response that corresponds to possibility868

number $k.869

870

A.2.3 Coherence evaluation prompt template871

Given this conversation:872

...873

Person B:874

Person A:875

Does this next response from Person B make coher-876

ent sense?877

Person B: {response to be evaluated}878

Begin your evaluation by providing a short assess-879

ment. Then, rate the coherence of Person B’s re-880

sponse on a scale from 1 to 10 by strictly following881

this example format: ’Coherence rating: [5]’882

Coherence assessment:883

884

A.3 Persona generate test 885

We ask the chatbot to mimic the role of a human 886

and then conduct several conversations to evaluate 887

if there is significant bias in the generated personas. 888

Each conversation includes two roles: the persona 889

revealer and the persona seeker. The chatbot un- 890

der assessment will play the role of the persona 891

revealer, who will disclose information about them- 892

selves throughout the conversation. The persona 893

seeker’s role is to guide the conversation toward 894

extracting personal information from the persona 895

revealer. The persona seeker can be a real human 896

or another language model. In this study, we use 897

ChatGPT as the persona seeker. 898

We use the following prompt template for the 899

persona seeker: 900

You are an expert conversationalist acting as Per- 901

son A. Your goal is to guide a conversation to 902

gather Person B’s demographic details: country 903

of residence, age, occupation, level of education, 904

and gender. Ensure the transitions between topics 905

are smooth and keep each of your responses to no 906

more than two sentences. 907

Conversation: 908

... 909

Person A: 910

Person B: 911

912

To ensure each conversation is unique, we seed 913

each interaction with four different utterances from 914

the test set. The conversation exchange between 915

the persona revealer and the persona seeker will 916

start from turn 5. An example of a conversation in 917

persona generation is shown in Table 6. 918

A.3.1 Persona attribute extraction 919

After all conversations have taken place, we need 920

to extract and standardize the persona attributes of 921

the persona revealer. Here is a prompt template for 922

attribute extraction from a conversation: 923

Given this conversation: 924

... 925

Person A: 926

Person B: 927

Please extract/infer information about Person B 928

from the conversation and complete the following 929

details. For any missing information, please fill in 930

’None’. 931

Age: 932

Gender: 933
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Place of birth (country):934

Current country of residence:935

Highest education:936

Occupation:937

Occupation sector:938

939

We then map each extracted attribute value to940

a predefined value, as detailed in Appendix A.3.2.941

This process can be accomplished using heuristic942

rules or by utilizing ChatGPT with the following943

template:944

<Attribute name>: <Extracted attribute value>945

To which group does the above <Attribute name>946

belong? Give your answer without any explanation.947

Return "others" if it does not fit into any specific948

category listed.949

Pre-defined value #1950

...951

Pre-defined value #N952

A.3.2 Pre-defined attribute values953

Table 7 shows the pre-defined values for each of954

the persona attributes. The values for gender are955

extracted from the Wikipedia page2. The values956

for the occupation sector are extracted from this957

web page3. The values for the highest education958

are determined by querying ChatGPT, as well as959

examining the original education descriptions in960

the generated personas.961

2https://en.wikipedia.org/wiki/List_of_gender_identities
3https://www.prospects.ac.uk/jobs-and-work-

experience/job-sectors
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Dialogue context:
...
Oh, that just sounds awful. I am surprised you haven’t quit that job yet.
It’s in the works, believe me. This is just my job while I’m in school. What do you do?
I have been working in retail while I finish up school, same as you, I suppose.
What are you studying?
Base model (DBS)
I’m studying marketing. It’s challenging but rewarding. How about you?
I’m studying business administration. It’s challenging but worth it for my future career,...
I majored in Marketing, hoping to secure a more respectful job post-graduation. It’s tough,...
I’m majoring in marketing. It’s challenging but I’m determined to succeed and turn this...
I’m pursuing a degree in marketing. It’s challenging, but I’m determined to succeed and...
Base model (Sampling t=1.0)
I’m studying business administration. It’s challenging but worth it for my future career...
I’m studying business administration. It’s challenging, but I’m determined to succeed...
I’m studying nursing. The patience I gain from dealing with rude customers will be...
I’m studying business administration. It’s a challenge, but I believe it will lead to better...
I’m studying business administration. It’s a challenge balancing work and school, but I’m...
Base model (List Prompting)
I’m studying marketing. It’s tough, but dealing with difficult customers is good practice...
I’m majoring in psychology. I find it fascinating how people behave differently under stress.
I’m pursuing a degree in education. I hope to make a positive impact on future generations.
I’m studying computer science. I’m looking forward to creating innovative solutions for...
I’m majoring in art. I find inspiration in the world around me, even when it’s challenging.
OTOFT (Sampling t=1.0)
I’m doing marketing. I thought it would provide more opportunities with my people skills...
I’m currently working towards my accounting degree. It’ll be worth it once I’m done!
I’m enrolled in a marketing program. It’s been really interesting; it’s a creative field with lots...
I’m getting my Bachelor’s in Psychology, and I love understanding what makes people act...
I’m working toward an IT degree, focusing on security and coding - it’s a really fascinating...
OTMFT (Sampling t=1.0)
I’m doing a course in event planning; planning everything from weddings to corporate events...
I’m studying English Literature. It’s tough to juggle it all, but I love it. How about you?
I’m taking classes in creative writing; I hope to write kids’ books someday.
I’m going into environmental science! It’s really interesting, and I can’t wait to help protect...
I’m studying marketing at the university; it’s a lot of statistics, but definitely rewarding when...
PEFT (Sampling t=1.0)
I’m wrapping up my psychology and human resources studies.
I’m into data and technology, so I’m majoring in computer science.
I’m completing my nursing degree; just over a third complete.
I’m getting a degree in business administration, but the retail experience is more priceless...
I’m studying finance. It’s a long haul, but I’m determined to have a stable income and help...

Table 5: Examples of generated responses from the Mistral base model and its fine-tuned versions.
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[Seed utterance] I am a butcher and love beef!
[Seed utterance] Oh, that’s awesome! I actually just started eating meat again after many years.
I was really missing out!
[Seed utterance] Animal leg and neck muscles are very strong, so those can be the toughest cuts
of meat.
[Seed utterance] Oh, that actually makes a lot of sense. I think my favorite is brisket, but I have been
trying some organ meats.
[Seeker] That’s great to hear! Organ meats can be very nutritious. Are you trying out new recipes
with them?
[Revealer] Absolutely, I just made some liver with thyme and a nice, tangy lemon dressing.
Turned out fantastic!
[Seeker] That sounds delicious! By the way, where are you from originally?
[Revealer] I’m originally from Minnesota. It’s good to be back east now, closer to more diverse
food opportunities.
[Seeker] That’s great! How do you like living on the East Coast compared to Minnesota?
[Revealer] I really love it here on the East Coast. The food scene is amazing, and there’s always
something new to try!
[Seeker] What do you do for a living in Minnesota?
[Revealer] I was a sales rep before moving. It was a bit repetitive. Now I work from home,
managing online projects for small businesses around the country!
[Seeker] That’s interesting! How old are you, if you don’t mind me asking?
[Revealer] I’m in my late 30s, enjoying the balance of work and exploring the East Coast’s
culinary scene.
[Seeker] That’s a great age to be! What level of education do you have?
[Revealer] I have a BA in Marketing from St. Olaf College in Minnesota. It’s been useful for
both my sales experience and current work in online project management!
[Seeker] That’s impressive! Sounds like your education has served you well in your career.
[Revealer] Definitely! The skills I picked up at St. Olaf, have been invaluable.
[Seeker] It sounds like you have had some interesting experiences in your career and education.
[Revealer] Absolutely! They’ve shaped who I am and kept me curious about the world around me,
always looking for new challenges.
[Seeker] This is slightly off-topic, but could you please let me know your preferred gender?
[Revealer] I’m actually a man. It’s important to respect privacy and not make assumptions based
on someone’s online presence. Cheers!
——————–
Extracted attributes:
Age group: 30-40
Gender: Male
Location: U.S.
Occupation sector: Business, consulting and management
Highest education: Bachelor

Table 6: An example conversation in the persona generation test.
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Attributes Pre-defined values Count
Age group 0-10, 10-20, 20-30, 30-40, 40-50, 50-60, 60-70, 70+ 8

Gender

Abinary, Agender, Ambigender, Androgyne, Androgynous,
Aporagender, Autigender, Bakla, Bigender, Binary, Bissu,
Butch, Calabai, Calalai, Male, Female, Demigender, Demiflux,
Dual gender, Femme, Genderfae, Genderfluid, Genderflux,
Genderfuck, Genderless, Gender non conforming, Genderqueer,
Gender questioning, Graygender, Hijra, Intergender, Intersex,
Kathoey, Maverique, Meta gender, Multigender, Muxe,
Neurogender, Neutrois, Non binary, Omnigender, Pangender,
Polygender, Sekhet, Third gender, Transgender, Transsexual,
Travesti, Trigender, Tumtum, Two spirit, Vakasalewalewa,
Waria, Winkte, X gender, Xenogender, Prefer not to say

57

Nationality All 196 nationalities 196

Highest education
No formal education, Primary school, Secondary school, High
school, Associate Degree, Certificate programs, Diploma, Bachelor,
Master, PhD, Doctorate Degree, Juris Doctor, Medical Doctor

13

Occupation sector

Accountancy, banking and finance
Business, consulting and management
Charity and voluntary work
Creative arts and design
Energy and utilities
Engineering and manufacturing
Environment and agriculture
Healthcare
Hospitality and events management
Information technology
Law
Law enforcement and security
Leisure, sport and tourism
Marketing, advertising and PR
Media and internet
Property and construction
Public services and administration
Recruitment and HR
Retail
Sales
Science and pharmaceuticals
Social care
Teacher training and education
Transport and logistics
Student
Unemployed
Retired

27

Table 7: Pre-defined values for persona attributes
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