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Abstract

Retrieval-Augmented Large Language Mod-
els (LLMs), which integrate external knowl-
edge, have shown remarkable performance in
medical domains, including clinical diagno-
sis. However, existing RAG methods often
struggle to tailor retrieval strategies to diag-
nostic difficulty and input sample informative-
ness. This limitation leads to excessive and
often unnecessary retrieval, impairing compu-
tational efficiency and increasing the risk of
introducing noise that can degrade diagnos-
tic accuracy. To address this, we propose
ICA-RAG (Information Completeness Guided
Adaptive Retrieval-Augmented Generation), a
novel framework for enhancing RAG reliabil-
ity in disease diagnosis. ICA-RAG utilizes an
adaptive control module to assess the neces-
sity of retrieval based on the input’s informa-
tion completeness. By optimizing retrieval and
incorporating knowledge filtering, ICA-RAG
better aligns retrieval operations with clinical
requirements. Experiments on three Chinese
electronic medical record datasets demonstrate
that ICA-RAG significantly outperforms base-
line methods, highlighting its effectiveness in
clinical diagnosis.

1 Introduction

Large Language Models (LLMs) (Achiam et al.,
2023; Saab et al., 2024) have demonstrated ex-
ceptional capabilities in medical tasks, including
clinical diagnosis (Zhou et al., 2024a). How-
ever, their adoption faces challenges such as hal-
lucination—the generation of plausible but incor-
rect information (Maynez et al., 2020; Huang
et al., 2023b)—and the resource-intensive nature
of knowledge updates (Zhang et al., 2023b; Ka-
sai et al., 2024). Retrieval-augmented generation
(RAG) (Lewis et al., 2020) offers a solution by in-
tegrating trustworthy external documents to reduce
hallucinations and ensure up-to-date information.
While researchers have extensively explored
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Figure 1: Illustration of three different RAG paradigms
for solving clinical diagnosis task.

RAG to enhance LLLM accuracy in high-risk do-
mains (Zhou et al., 2024b), not all medical cases
require this approach. Many common diseases
or cases with mild symptoms and clear diagnoses
can be accurately addressed by LLMs without re-
trieval (Jeong et al., 2024). However, most ex-
isting RAG methods lack selective retrieval logic,
instead performing retrievals for all queries indis-
criminately. This approach not only increases com-
putational and time costs but may also introduce
errors through low-quality retrievals (as shown in
Figure 1.a), potentially degrading rather than im-
proving performance.

To improve the efficiency of retrieval sys-
tems, researchers have proposed adaptive RAG
paradigms (Jeong et al., 2024; Su et al., 2024; Yao
et al., 2024), which establish control logic to acti-
vate the retrieval system only when certain condi-
tions are met. There are two common approaches
in these paradigms: (1) setting judgment conditions
based on LLM’s output text or probability distribu-



tions (Yao et al., 2024; Su et al., 2024); (2) training
a relatively smaller judgment model to determine
whether to perform retrieval at a lower cost (Jeong
et al., 2024). Figure 1-(b) and (c) provide corre-
sponding examples of these approaches.

However, the former approach has limitations as
LLMs tend to be overconfident, generating high-
confidence probability distributions even when
lacking relevant knowledge (Huang et al., 2023a;
Xu et al., 2024). Additionally, these methods typi-
cally require access to LLM output probability dis-
tributions (logits), limiting adaptability for API ser-
vices or closed-source model applications. While
the latter approach relies heavily on input content
characteristics. For instance, Jeong et al. (Jeong
et al., 2024) define "simple questions" as single-
hop queries (e.g., "When is Michael F. Phelps’s
birthday?") and "difficult questions" as multi-hop
queries (e.g., "What currency is used in Bill Gates’s
birthplace?"). Such question-answering tasks have
distinct difficulty gradients, making them relatively
easy for models to differentiate.

Unlike single-hop or multi-hop question answer-
ing tasks, input texts in the medical domain typi-
cally do not exhibit obvious structural patterns that
can be captured, making it extremely challenging
for smaller language models to understand the diffi-
culty of answering them. Therefore, the successful
experiences from this approach cannot be directly
transferred to other tasks.

Based on above analysis, we proposed a disease
diagnosis approach ICA-RAG, using adaptive re-
trieval decision optimization, specifically tailored
for complex structured and long-context medical
texts. The core innovation introduces a retrieval
decision optimization module based on input in-
formation completeness. This module segments
long inputs into text units, employs a classification
model to predict each unit’s importance, and calcu-
lates global information completeness to determine
retrieval necessity. Since the classifier already iden-
tifies important text units, these can be prioritized
during retrieval, minimizing interference from ir-
relevant information. Through a single prediction
round, this module achieves both retrieval decision
optimization and query selection, effectively ad-
dressing the limitations in existing RAG paradigms.

Our main contributions are as follows:

* We propose ICA-RAG, a framework for adap-
tive retrieval-augmented disease diagnosis
without the need for tuning backbone LLM:s.

* We desgined a novel data annotation method-
ology that employs masking operations to
elicit varied responses from LLMs, thereby
acquiring label information. Concurrently, we
have optimized the retrieval process to better
accommodate clinical scenarios with complex
context.

* We conducted extensive experiments on three
Chinese EMR datasets to demonstrate the ef-
fectiveness of our ICA-RAG framework.

2 Related Work

2.1 RAG in Clinical Disease Diagnosis

To improve diagnostic accuracy, model reliability,
and reduce hallucination issues without retraining,
recent studies widely adopt Retrieval-Augmented
Generation (RAG) to integrate external medical
knowledge (Wen et al., 2023; Wu et al., 2024; Shi
et al., 2023; Thompson et al., 2023; Zhao et al.,
2024b). Most research uses basic retrieval meth-
ods (Ge et al., 2024; Shi et al., 2023; Zhang et al.,
2023a; Zhao et al., 2024b; Oniani et al., 2024),
typically leveraging embedding models to encode
external knowledge and task queries into vector
representations. Relevant knowledge is retrieved
via vector similarity and used in LLMs through
tailored prompts for diagnosis generation. Besides,
knowledge graphs are also widely employed (Wen
et al., 2023; Wu et al., 2024; Gao et al., 2023).

2.2 Adaptive-RAG

Adaptive Retrieval-Augmented Generation (RAG)
dynamically determines whether a large language
model (LLM) requires external knowledge re-
trieval to mitigate inaccuracies. FLARE (Jiang
et al., 2023b) and DRAGIN (Su et al., 2024) ac-
tivate search engines when the LLM generates
low-confidence tokens. Wang et al. (Wang et al.,
2024a) use a prompting mechanism for LLMs to
autonomously decide on retrieval. Self-Awareness-
Guided Generation (Wang et al., 2023c) trains
a classifier to assess output authenticity, while
Adaptive-RAG (Jeong et al., 2024) evaluates query
complexity to determine retrieval necessity. Mallen
et al. (Mallen et al., 2023) propose activating re-
trieval based on entity frequency in queries, though
this may fail for complex, multi-step reasoning
tasks. Asai et al. introduce Self-RAG (Asai et al.,
2023), which trains a model to dynamically re-
trieve, critique, and generate text.
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Figure 2: The overall architecture of our proposed framework ICA-RAG. It consists of three stages. Stage(a)
involves inference & Retrieval Decision Making Based on Fine-Grained Information Density. Stage (b) focuses on
knowledge retrieval and integration. Note that Stage (b) and (c) is activated only when the score computed in Stage

(a) falls below a predefined threshold.

3 Methods

In this section, we first present the formal definition
of disease diagnosis task and the task settings for
adaptive-RAG-based disease diagnosis. Then we
will introduce the details of each components of
our proposed ICA-RAG framework.

3.1 Preliminaries

Direct Disease Diagnosis via LLM: Given a token
sequence X = [x1, T, ..., T,] representing input
text, LLM-based text generation can be formalized
as y = LLM(x, prompt), where prompt is a task-
specific template and y = [y1,¥2, ..., Yn] is the
generated output. For disease diagnosis, the input
x is patient information Q, and the output y is
the predicted diagnosis D, formalized as: D =
LLM(Q, prompt).

RAG-based Disease Diagnosis: This approach
retrieves relevant knowledge d from an exter-
nal knowledge source K using a retrieval mod-
ule Retriever. The diagnosis is then gener-
ated by incorporating this knowledge: D =
LLM(Q, d, prompt), where d = Retriever(IC, Q).
In this paper, we use a document knowledge base
KB as the external knowledge source, detailed in

Appendix C.1.

Adaptive-RAG-based Disease Diagnosis: This
paradigm introduces a control function F' that eval-
uates input Q to determine whether retrieval is nec-
essary:

if F(Q) =

otherwise

B LLM(Q, prompt),
LLM(Q, d, prompt),
ey
where d = Retriever(KC, Q). The control function
F' can be implemented through various approaches,
such as LLM token probability distributions, confi-
dence levels, or a smaller trained decision model.

3.2 Retrieval Decision Optimization Based on
Input Information Completeness

3.2.1 Calculation of Input Information
Completeness

Although smaller language models can evaluate the
complexity of input questions and make retrieval
decisions (Jeong et al., 2024), they struggle with
long, complex medical diagnostic contexts. These
models often rely on superficial features rather than
semantic understanding when processing extensive
inputs. Training larger models specifically for this

(Activate)
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Figure 3: Details of our proposed annotation strategy. During the annotation process, we adopt different annotation

strategies based on the responses generated by the LLM.

purpose (Asai et al., 2023) is resource-intensive
and contradicts RAG paradigm objectives.

To address this limitation, we segments the input
Q into manageable text units (defaulting to sen-
tences): Q = {s;}/" , and trains a language model
Classifier to predict each unit’s importance. As
shown in the left half of Figure 2.Stage (a):

l; = Classifier(s;) Vie {1,2,..,n} (2)
This approach transforms complex document com-
prehension into simpler sentence-level tasks. Each
text unit s; receives one of three labels {A, B, C}:
A for information critical to diagnostic decisions,
B for information that positively contributes to re-
trieval without directly inferring the correct result,
and C for relatively unimportant information.

Based on the classification results, we calculate
the global information completeness of input Q as
follows:

(a Il = A) 3)

where [; is the classification result of text unit s;, v,
5, and ~y are weights for the three category labels,

and I(-) is an indicator function that returns 1 when
the condition is true and O otherwise. The denomi-
nator « - n in the equation represents the maximum
information completeness (when all sentences are
classified as A), serving as normalization. Inputs
with more critical clues increase the LLM’s poten-
tial for accurate diagnosis. When Io, exceeds 61,
the input contains sufficient information for direct
diagnosis:

Dyinar = LLM(Q, promptiag) )

If I,omm falls between 67 and 65, the retrieval
program activates (see Section 3.3). When o,
is below 65, a warning signal is issued alongside
normal retrieval and reasoning, indicating sparse
critical information and potential misdiagnosis risk.

3.2.2 Annotation Method for Classifier
Training Data Based on Masking
Strategy

In the first part of this subsection, we detailed the
implementation approach of the retrieval decision
optimization module based on input information
completeness. However, due to the lack of anno-
tated datasets meeting our requirements for train-
ing importance classification models, we propose a



simple yet effective strategy to construct and anno-
tate training datasets. Inspired by dynamic token
deletion from single-stage Weakly Supervised Ra-
tionale Extraction (Jiang et al., 2023a), we annotate
the importance category of each text unit by sequen-
tially masking them, as illustrated in Figure 3.

For a given input Q, we set the doctor’s
diagnostic result R as the reference answer,
then segment Q into multiple text units Q =
[s1,892,...,8,]. We sequentially mask each
text unit s; to obtain the masked input Q' =
[81, 59y ety Sim1ySidly s Sn]. The LLM then per-
forms diagnostic reasoning based on both Q and
Q' to generate predicted diagnoses:

D = LLM(Q, prompt 4;,,) (©6)
D= LLM(Qlypromptdiag) (7

where D and D’ represent the diagnostic results
based on the complete and masked inputs, respec-
tively. The prompt template prompt 4, is detailed
in Table 7 in Appendix G. By comparing these di-
agnostic results with the standard answer R, we
present two annotation strategies:

Annotation Strategy (1). If D ~ R (the LLM
makes correct predictions with complete input): If
D’ ~ R also holds, indicating that masking s; does
not significantly impact the reasoning process, then
s; is labeled as C (non-critical information). If D!
differs from D resulting in an incorrect diagnosis,
s; is labeled as A (critical diagnostic information).
This strategy is illustrated in the upper part of Fig-
ure 3.

Annotation Strategy (2). If D # R (the LLM
cannot make correct predictions with complete in-
put): In this case, we implement annotation by
searching the knowledge base. We use s; as the
retrieval query with the BM25 method. If docu-
ments corresponding to the disease in R can be
retrieved, s; is labeled as B (valuable diagnostic
information). Otherwise, s; is labeled as C (low im-
portance). This strategy is illustrated in the lower
part of Figure 3.

3.3 Knowledge Retrieval and Reranking
Based on Document Segmentation and
Mapping

Considering the complex structures, large con-

text spans, and semantic discontinuities in clinical

texts, we adapt the RAG process following Zhao et
al. (Zhao et al., 2024a). This approach divides doc-
uments in the knowledge base KB into text chunks

with length restrictions, using sentences as the min-
imum segmentation unit (details in Appendix C.1).
Figure 2.Stage-b illustrates our retrieval and rerank-
ing workflow.

Given an input text Q = {s;}! ; with n sen-
tences, we first perform sentence-level importance
classification and calculate overall information
completeness Ipom as described in Section 3.2.1
(1). When I o, falls below a preset threshold, the
retrieval module Stage-b activates. To optimize
retrieval efficiency, we only retain sentences with
label = A and label = B, excluding those with
label = C (shown on the left side of Figure 2.Stage-
b). This exclusion is justified as label = C sen-
tences typically contain non-pathological descrip-
tions that contribute minimally to retrieval and may
introduce noise.

The retrieval algorithm operates on knowl-
edge base KB through chunk-level retrieval and
document-level reranking. Each sentence s; € Q
serves as a query to retrieve the top m relevant text
chunks:

Ci; = Retriever(s;,m) Vie {1,2,...,n} (8)
where C; = {¢; ; };”:1, and ¢; ; is the j-th chunk re-
trieved using s;. All text chunk sets are merged into
C = |J;"; C;. Each chunk ¢ € C is mapped to its
original document doc € KB. For each document
doc, a score Sy, counts the number of retrieved

chunks from that document:

Saoe = Y _I(c € doc) )

ceC

where [(-) is the indicator function, returning 1 if
c belongs to doc and 0 otherwise. Documents are
reranked based on Sy, and the top £ documents
with highest scores are selected as the final retrieval
results: K,erank = {dOC(l), dOC(Q), ey dOC(k)},
where doc(;) represents the document with the I-th
highest score.

3.4 Knowledge Filtering and Diagnosis
Generation Based on Prompt Guidance

Despite optimizing the retrieval process, retrieved
documents may not always be relevant, particularly
in clinical diagnostic tasks requiring complex rea-
soning. Drawing inspiration from medical "differ-
ential diagnosis" procedures, where doctors exam-
ine potentially confusing diseases based on patient
symptoms and test results, we designed a prompt
template prompt 4 to filter irrelevant information.



This template guides the LLM to identify conflicts
between patient information and document descrip-
tions, determining which documents to retain. The
process is illustrated in Figure 2.Stage-c, with the
complete prompt template detailed in Table 9 in
Appendix G.

Given the reranked knowledge document set
Krerank = {doc(yy,docyy, ... ,docgy}, we fil-
ter documents by evaluating their relevance
to the diagnosis. The filtering function
V(Q, docyy, promptayy) is defined as:

True, if (support)
V(Q, doc;y, promptgir) =
(Q (@) P pdlﬁ) {False, otherwise
(10)

where (support) represents the LLM output when
provided with query Q, document doc(;), and
prompt template promptgy. The term (support)
indicates that the LLM determines doc ;) is critical
for diagnosis. The final reference knowledge docu-
ment set JC* retains only documents that satisfy the
filtering condition:

K* = {doc(;y € Kyerank | V (-, doc;y,-) = True}

1D

The final RAG-based diagnostic process is for-
malized as:

Dfinal - LLM(Q7 ,C*yprompt'rag) (12)

where prompt,.4 represents the RAG-based diag-
nostic prompt template. The complete content of
this prompt template can be found in Table 8 in
Appendix G.

4 Experimental Setup
4.1 Datasets

We evaluated our framework using three Chinese
EMR datasets: CMEMR (Jia et al., 2025), Clini-
calBench (Yan et al., 2024), and CMB-Clin (Wang
et al., 2023a), to assess its ability in analyzing com-
plex clinical information and making accurate di-
agnoses. For the task setup, all three datasets are
configured into end-to-end diagnostic tasks, where
patient information (such as chief complaints, med-
ical history, and examination findings) serves as
input, with physicians’ diagnostic conclusions as
ground-truth labels. Details can be found in Ap-
pendix B.

4.2 Baseline Methods

We compare our approach with three categories
of methods. Details of all the baselines below are

shown in Appendix A.

Non-Retrieval methods: We include Chain-of-
Thought (CoT) (Wei et al., 2022a), Self-Consistent
Chain of Thought(Sc-CoT) (Wang et al., 2023b)
and Atypical Prompting (Qin et al., 2024).
Standard-Retrieval methods: We include two
representative RAG methods: RAG? (Rationale-
Guided RAG)(Sohn et al.,, 2024) and Lon-
gRAG (Zhao et al., 2024a).

Adaptive-Retrieval methods: We include
Adaptive-RAG (Jeong et al., 2024), DRAGIN (Su
et al., 2024), and SEAKR (Yao et al., 2024).

4.3 Evaluation Metric

Following (Fan et al., 2024), we use the Interna-
tional Classification of Diseases (ICD-10) (Percy
et al., 1990) to standardize disease terminologies.
We extract disease entities from diagnostic results
and EMR labels, then perform fuzzy matching with
a threshold of 0.5 to link them to ICD-10, creating
normalized sets Sp and Sg. These sets are used
to calculate set-level metrics Precision, Recall, and
F1-score. Details are shown in Appendix D.

4.4 Implementation Details

We choose qwen2.5-7B-instruct as the backbone
model for inference in our experiments by de-
fault. For the classifier we choose BERT-base-
Chinese (Devlin et al., 2019). For the retriever
we use BM25(Robertson et al., 2009) by de-
fault. For the external knowledge corpus we use
CMKD (Clinical Medicine Knowledge Database)!.
Detailed settings of each module and hyperparame-
ters are provided in Appendix C.

5 Results and Analyses

5.1 Opverall Performance

Our experiments evaluate the framework against
baselines on three Chinese EMR datasets. Table 1
highlights key findings:

(1) ICA-RAG demonstrates consistent perfor-
mance across all benchmark datasets, achieving
optimal or near-optimal F1 scores compared to
baseline methods.

(2) Compared to LongRAG, a superior conven-
tional retrieval approach, ICA-RAG improves Set-
level F1 values by 1.81%, 1.54%, and 1.72% re-
spectively on the three datasets. This indicates
that standard RAG methods without retrieval deci-
sion optimization rely excessively on knowledge

' http://cmkd. juhe.com.cn/
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CMEMR ClinicalBench CMB-Clin
Method
R(%) P(®%) Fl1(%) R(%) P(%) Fl(%) R(%) P (%) Fl (%)

Non Retrieval Methods

CoT 49.09 48.56 48.82 44.12 34.09 3846 68.03 4227 52.14
SC-CoT 49.49 4821 4884 4274 3341 3750 6927 4343 53.39
ATP 49.68 47.72 48.68 43.01 33.82 37.87 7083 44.73 54.83
Standard Retrieval Methods

RAG? 47.13 4434 4569 4243 3457 38.10 5833 3529 43098
LongRAG 49.85 4831 49.07 44.65 3502 39.25 69.44 4132 5181
Adaptive Retrieval Methods

DRAGIN 47.09 46.92 47.00 43.67 3554 39.19 59.72 36.13 45.03
Adaptive-RAG 50.23 4835 4927 4223 3461 3804 6537 4520 53.44
SEAKR 4737 4590 46.62 40.66 33.13 36,51 59.60 3434 43.57
ICA-RAG (ours) 53.42 48.58 50.88 46.63 36.24 40.79 71.62 42774 53.53

Table 1: Experimental results on CMEMR, ClinicalBench and CMB-Clin datasets. Bold indicates the best
performances and the second-best performances are underlined.

base quality in complex disease diagnosis scenarios.
They initiate retrieval even when LL.Ms can inde-
pendently complete diagnoses, reducing efficiency
and potentially introducing errors.

(3) ICA-RAG outperforms other adaptive RAG
methods significantly. Compared to the best-
performing Adaptive-RAG method, ICA-RAG ex-
hibits enhanced robustness when handling struc-
turally complex and long context inputs due to its
adaptive decision-making based on local-to-global
information completeness calculations. Most other
baselines, on the other hand, are designed primar-
ily for simpler question answering tasks, so their
performance fluctuations when applied to disease
diagnosis without appropriate adaptations.

5.2 Ablation Study

Table 2: Ablation study on CMEMR dataset. w/o de-
notes removing the corresponding module.

Method R (%) P (%) Fl1 (%)
ICA-RAG 5342 48.58 50.88
w/o Decision  49.74 46.52 48.07
w/o Chunk 5226 47.53 49.78
w/o M-rerank 52.22 4720 49.59
w/o Diff 5270 47.29 49.85

To analyze the contribution of different modules
in ICA-RAG to its performance, we conducted ab-
lation experiments on the CMEMR dataset: (a) w/o
Decision: removing the retrieval decision optimiza-

tion module; (b) w/o Chunk: replacing ICA-RAG’s
document segmentation and mapping-based knowl-
edge retrieval with direct retrieval of complete doc-
uments; (c) w/o M-rerank (Mapping-based Rerank):
replacing ICA-RAG’s text chunk mapping-based
reranking with the bge-reranker-v2-m3 model; (d)
w/o Diff: removing the LLM knowledge filtering
module based on differential diagnosis prompting.
The results are shown in Table 2, leading to the
following conclusions:

(1) Without the retrieval decision optimization
module, ICA-RAG’s F1 value dropped by 2.81%.
This occurs because all inputs undergo retrieval
indiscriminately, forcing samples that LLM could
diagnose independently to undergo unnecessary
retrieval, reducing efficiency and increasing error
risk from irrelevant information.

(2) Replacing ICA-RAG’s document segmen-
tation and mapping-based retrieval with original
retrieval decreased F1 by 1.1%. This demonstrates
that general RAG methods struggle with sparse in-
formation distribution and semantic incoherence
in clinical texts, hampering accurate matching be-
tween inputs and knowledge base documents.

(3) Substituting ICA-RAG’s reranking method
with the bge-reranker-v2-m3 model reduced per-
formance, validating ICA-RAG’s reranking design.
ICA-RAG’s approach relies solely on numerical
calculations from retrieval results without addi-
tional models, reducing memory overhead while
maintaining higher compatibility with the retrieval
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on the CMEMR Dataset.

workflow.

(4) Removing the differential diagnosis-based
knowledge filtering mechanism meant all retrieved
documents were provided to the LLM without dis-
crimination. This increased the difficulty of LLM’s
reasoning and raised the probability of exceeding
input length limits, negatively impacting overall
performance.

5.3 Analysis of Retrieval Decision
Optimization Effects

We compare our method with other retrieval-based
baselines in terms of efficiency and diagnostic per-
formance, as shown in Figure 4. Based on the
experimental results, the following conclusions can

be drawn:

(1) As illustrated in Figure 4.a, our method
demonstrates significant time efficiency advantages
compared to non-adaptive RAG methods (RAG?
and LongRAG), reflecting the improvements from
decision optimization.

(2) Compared to adaptive RAG methods
(SEAKR, DRAGIN, and Adaptive-RAG), our ap-
proach shows competitive time consumption, only
slightly higher than Adaptive-RAG but lower than
SEAKR and DRAGIN. Unlike SEAKR and DRA-
GIN, which require access to LLMs’ output proba-
bility distributions, our method maintains adaptabil-
ity for closed-source LLMs and API-based deploy-
ments. While both Adaptive-RAG and our method
employ classifiers for decision optimization, our
BERT-Base classifier (110M parameters) is more
lightweight than Adaptive-RAG’s T5-Large (770M
parameters).

(3) Figure 4.b demonstrates that our method
achieves superior diagnostic performance. Overall,
the proposed approach better balances efficiency
and performance compared to baseline methods.

6 Conclusion

In this paper, we propose ICA-RAG, an adaptive
retrieval decision optimization method for disease
diagnosis that addresses the rigid retrieval strategy
issue in traditional retrieval-augmented methods.
ICA-RAG establishes a decision mechanism based
on input information completeness to flexibly deter-
mine retrieval necessity, and introduces a retrieval
and reranking strategy using document segmenta-
tion and mapping. Experimental results demon-
strate ICA-RAG’s strong adaptability in complex
clinical scenarios. Future work may explore fur-
ther optimization of the retrieval process and ICA-
RAG’s application to other medical tasks.

Limitations

Although our classification data annotation strategy
is straightforward and effective, it still exhibits cer-
tain shortcomings in practical application. Due to
the potential presence of repetitive content within
the input patient information, LLLMs may still ar-
rive at a correct diagnosis even after masking a
critical sentence. This can result in inaccurate anno-
tation labels, necessitating manual inspection and
revision on top of our proposed annotation strat-
egy. Moreover, clinical medical texts, particularly
EMRs, often contain abbreviations, synonyms, and



aliases. And the manner in which identical pa-
tient information is recorded can vary significantly
among different physicians, leading to a high de-
gree of inconsistency. This issue to some extent
hampers the search accuracy of our retrieval system.
In the future, we aim to explore more effective pre-
processing strategies for medical texts to enhance
retrieval quality.

Ethical Consideration

In this paper, we focus on the medical domain,
specifically on enhancing the reliability and effi-
ciency of retrieval-augmented generation (RAG)
systems for disease diagnosis using large language
models (LLMs). Our goal is to support better-
informed decision-making by adaptively determin-
ing the necessity of information retrieval based
on the information completeness of the input data.
While our results demonstrate significant improve-
ments in diagnostic accuracy and efficiency with
the ICA-RAG framework, we need to stress that
LLMs, even when augmented with retrieval mech-
anisms, should not be solely relied upon without
the oversight of a qualified medical expert. The in-
volvement of a physician or an expert is essential to
validate the model’s recommendations and ensure
a safe and effective decision-making process.

Moreover, we acknowledge the profound ethical
implications of deploying Al in healthcare. It is cru-
cial to recognize that LLLMs are not infallible and
can produce erroneous outputs, even with advanced
retrieval mechanisms. Transparency in how these
models, including the decision-making process of
ICA-RAG (e.g., why retrieval was or was not trig-
gered), reach their conclusions, and incorporating
continuous feedback from healthcare profession-
als are vital steps in maintaining the integrity and
safety of medical practice.
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A Details of Baseline Methods

In this section, we provide a detailed introduction to
the three categories of baseline methods used in this
paper, namely Non-Retrieval methods, Standard-
Retrieval methods and Adaptive-Retrieval methods,
Their methodological descriptions and implemen-
tation details are listed below.

A.1 Non-Retrieval Methods

These methods do not rely on external knowl-
edge, but rather leverage the internal knowledge
of LLMs through prompt optimization for rea-
soning. This chapter selects the classic Chain
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of Thought (CoT) (Wei et al., 2022b) and Self-
Consistent Chain of Thought (SC-CoT) (Wang
etal., 2023b) as baselines. Additionally, we include
a method called Atypical Prompting (ATP) (Qin
et al., 2024), which is designed specifically for the
medical domain and enhances reasoning capabil-
ities by focusing on non-typical factors such as
scenarios and symptoms.

A.2 Standard-Retrieval Methods

In this category, "Standard" corresponds to "Adap-
tive" mentioned later, referring to the RAG method
that initiates retrieval for all inputs uniformly with-
out Adaptive settings. This paper selects two rep-
resentative baselines: RAG? (Rationale-Guided
RAG) (Sohn et al., 2024) and LongRAG (Zhao
et al., 2024a).

RAG? (Rationale-Guided RAG) (Sohn et al.,
2024) enhances the original input by utilizing ratio-
nales generated by LLM based on the input ques-
tion, and then performs subsequent retrieval opera-
tions with the enhanced input. This approach was
tested on medical question-answering tasks.

LongRAG (Zhao et al., 2024a) designs a strat-
egy that integrates global information perspective
and factual detail perspective for long-text retrieval
tasks. It improves the overall understanding and
processing capability for long texts by prompting
LLM to extract global information and analyze re-
trieved document information.

A.3 Adaptive-Retrieval Methods

This paradigm enhances retrieval flexibility and
controllability by presetting conditions or intro-
ducing additional models. Retrieval is only acti-
vated when the input meets preset conditions; other-
wise, results are directly inferred by the LLM. We
selected three representative baselines, including
Adaptive-RAG (Jeong et al., 2024), DRAGIN (Su
et al., 2024), and SEAKR (Yao et al., 2024).

Adaptive-RAG (Jeong et al., 2024) labels train-
ing data based on the correctness of LLM responses
to certain samples, and trains a classification model
to determine the complexity of multi-hop question
answering problems to decide whether to perform
retrieval.

DRAGIN (Su et al., 2024) measures uncertainty
by calculating the entropy of token probability dis-
tributions, utilizing the Transformer’s self-attention
mechanism to quantify the influence of tokens on
subsequent content.
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SEAKR (Yao et al., 2024) introduces self-aware
uncertainty, determining whether to activate the
retrieval model based on this value.

A.4 Settings of Baseline Methods

To ensure a fair comparison, we implement all
baseline methods using the same backbone LLM,
retriever, and external knowledge corpus by de-
fault. For baseline methods that require training a
classifier (RAG? (Sohn et al., 2024) and Adaptive-
RAG (Jeong et al., 2024)), we adopt the same lan-
guage model as used in our framework, namely
Mengzi-T5-base (Zhang et al., 2021).

B Details of Datasets

CMEMR (Jia et al., 2025) CMEMR is sourced
from a Chinese medical website’ and comprises
10,450 electronic medical records (EMRs) span-
ning 15 departments. During the collection process,
records with missing critical information or other
deficiencies were excluded via screening. The offi-
cial repository for this dataset has not provided a
formal license.

ClinicalBench (Yan et al., 2024) ClinicalBench
originates from authentic EMRs from officially cer-
tified Grade A Class III hospitals in China, encom-
passing 1,500 records across 24 departments. The
creators of this dataset have furnished a comprehen-
sive data usage license, which explicitly stipulates
that the dataset is limited to non-commercial aca-
demic research use.

CMB-Clin (Wang et al., 2023a) CMB-Clin is
a constituent dataset of CMB benchmark, primar-
ily derives its content from official medical text-
books. It comprises diagnostic procedures for vari-
ous disease types, compiled into 74 complete med-
ical records and 208 associated clinical diagnostic
questions. The official repository for this dataset is
licensed under the Apache-2.0 license.

For language, all these datasets are in Chinese.
According to the source papers of the above three
datasets, their construction processes all strictly
adhered to privacy protection principles, with the
personally identifiable information and sensitive
data such as treatment locations being concealed or
removed. During experiments, we have strictly ad-
hered to the stipulations set forth by the creators of
each dataset, employing these datasets exclusively
for the purpose of experimental evaluation.

https://bingli.iiyi.com/
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C Implementation Details

C.1 Details of the Retrieval Module

We employ the CMKD (Clinical Medicine Knowl-
edge Database) as the external knowledge corpus.
Knowledge documents for all 5,200 diseases were
obtained from the official website. An example is
provided in Chinese (Figure 7) and English (Fig-
ure 8) version. Following (Zhao et al., 2024a), we
preprocess the documents in the knowledge base
by segmenting them into chunks prior to retrieval.

Specifically, we impose a length constraint on
the chunks, using sentences as the minimum seg-
mentation unit. A sliding window is then applied
to extend the context by merging overlapping con-
tent from the end of the previous sentence, thereby
preventing semantic discontinuity at truncation
points. Short chunks at the end of a document
are merged with preceding chunks to ensure bet-
ter semantic coherence. Furthermore, since the
knowledge documents for each disease are inher-
ently semi-structured, containing fixed fields such
as "Etiology," "Clinical Manifestations," "Labora-
tory Tests," and "Other Auxiliary Examinations,"
we terminate the current chunk at the end of the
text corresponding to each field during the segmen-
tation process. By default, we set the chunk size
to 200 words after segmenting the documents of
CMKD.

During the retrieval process, we set the default re-
triever as the sparse retriever bm25(Robertson et al.,
2009), and all retrievers are implemented using the
retriv library®. The number of text chunks m re-
trieved for each sentence s; is set to 100, and the
number of documents after mapping text chunks
to documents and reranking k is set to 5. During
retrieval, chunks with similarity scores below 50%
are discarded.

C.2 Details of the Classifier

We adopt BERT-Base-Chinese (Devlin et al., 2019)
as the foundation model for our classifier, train-
ing it for 2 epochs with a learning rate of 3e-5
and AdamW (Loshchilov and Hutter, 2019) op-
timizer. For training data, we extract samples
from existing medical record datasets. Since the
CMEMR dataset provides comprehensive depart-
mental coverage and is significantly larger than
ClinicalBench and CMB-Clin datasets, we sam-
ple 5% of CMEMR records according to depart-
mental proportions (CMEMR ypset, 316 samples)

3 https://github.com/AmenRa/retriv
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for entity weight calculation. These samples are
completely excluded from subsequent experiments,
with testing conducted only on the remaining 95%
of CMEMR. For ClinicalBench and CMB-Clin
datasets, all samples are used for evaluation.

In the annotation process, we follow the strategy
described in Section 3.2.2. For scenario (1), even
when the LLM makes correct predictions after re-
moving sentence s;, this sentence may still contain
valuable information due to content redundancy
across sections (e.g., symptoms appearing in both
chief complaint and present illness history). To
prevent information loss and annotation errors, we
implement an additional retrieval step for sentences
labeled as label = C. If documents corresponding
to diseases in R can be retrieved using s;, we up-
date its label to B.

C.3 Details of LLM Inference Settings

We conducted our experiments using a single
NVIDIA GeForce RTX 3090 GPU. Due to memory
constraints, for inference with large-scale backbone
models (such as Qwen2.5-14B), we utilized the
API provided by the Siliconflow platform*. During
inference, we set the maximum generation length
of the LLM to 2048. To ensure reproducibility, we
set do_sample to False by default.

C.4 HyperParameters

When calculating the information density based on
the classifier’s predictions, the weights «, 5, and
for labels A, B, and C are set to 1.0, 0.5, and 0.1,
respectively. The thresholds #; and 6, are set to
0.3 and 0.1, respectively.

For the retrieval process, the number of chunks
m retrieved for each sentence s; is set to 100,
and the number of documents k after chunk-to-
document mapping and re-ranking is set to 5. Dur-
ing retrieval, chunks with a similarity score below
50% to the given query s; are discarded.

D Evaluation Metrics Calculation

To enhance evaluation rigor, we follow Fan et
al. (Fan et al., 2024) by adopting the International
Classification of Diseases (ICD-10) (Percy et al.,
1990) to link natural language diagnoses with stan-
dardized clinical terminology. For predicted dis-
ease entities D and reference diagnoses R, we em-
ploy fuzzy matching (threshold 0.5) to map these
entities to standardized disease sets S and Sr.

https://www.siliconflow.cn/
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Based on the above setup, this chapter redefines
the following statistical values:

True Positives (TP): The number of standard
disease terms in the prediction results Sy that cor-
rectly correspond to the reference diagnosis Sg.

False Positives (FP): The number of standard
disease terms that appear in the prediction results
S but do not correctly match with the reference
diagnosis SR.

False Negatives (FN): The number of standard
disease terms that appear in the reference diagnosis
Sr but are omitted in the prediction results Sp.

Finally, based on the above statistical values, this
chapter can calculate set-level evaluation metrics
for the two sets Sz and Sg: Set-level Recall, Set-
level Precision, and Set-level F1 score:

TP
t-level R = ————— 1
Set-level R TP+ FN (13)
TP
level P = ————— 14
Set-leve TP+ FP (14)
2x P xR
Set-level 1 = ———— 15
et-leve PR (15)

In all experiments of this paper, any metrics related
to "P", "R", and "F1" refer to the set-level metrics
defined above.

E Detailed Experimental Results

E.1 The Effects of Different Classification
Models

To verify the universality and robustness of our pro-
posed retrieval decision optimization module based
on input information completeness across various
classification models, we evaluated two additional
pre-trained language models: Struct-BERT (Wang
et al., 2020; Yin et al., 2019) and T5 (Zhang et al.,
2021). We trained these models on our annotated
data and assessed their text unit importance classi-
fication accuracy and final diagnostic performance.
As shown in Table 3, BERT-base achieved the high-
est classification accuracy (86.28%), while the gen-
erative T5-base model performed slightly lower
than the self-encoding architectures of BERT and
StructBERT, despite having more parameters. Nev-
ertheless, all models maintained robust classifica-
tion performance, with trends consistent with their
final diagnostic performance. These results demon-
strate the strong cross-model adaptability and ro-
bustness of ICA-RAG’s adaptive retrieval decision
optimization module.

To further analyze the rationality of ICA-RAG’s
text unit importance categorization, Figure 5
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Table 3: Performances of different classification models
on CMEMR dataset.

Model Acc (%) R (%) P (%) FI (%)
BERT 86.28 53.42 4853 50.88
StructBERT  85.28 53.09 48.61 50.75
T5 84.34 5250 48.20 50.25

presents the confusion matrices for the three mod-
els. The matrices reveal that label B is frequently
misclassified as label A, while label C is rarely mis-
classified. This pattern is intuitive—models can
easily distinguish between expressions like "nor-
mal diet and sleep" and "obvious purpura on both
lower limbs" based on their importance difference.
However, differentiating between similarly patho-
logical information such as "obvious purpura on
both lower limbs" and "multiple thyroid nodules"
proves challenging. This indicates current limita-
tions in distinguishing between decisive and impor-
tant information, highlighting directions for future
improvements.

E.2 The Effects of Different Retrievers

To further investigate the retrieval module design
and verify the universality of our method, we com-
pare our approach with other RAG methods us-
ing multiple retrievers: the sparse retriever BM25
(our default choice), and three dense retrievers:
E5 (Wang et al., 2024b), BGE-m3 (Xiao et al.,
2024), and CoROM (Long et al., 2022). Results
in Table 4 show that our method achieves optimal
performance across different retrievers with mini-
mal variation (maximum difference of only 0.96%
in Set-level F1 scores). This validates the rational-
ity of our document segmentation and mapping-
based knowledge retrieval strategy, which reduces
document-level search to simpler text segment
matching tasks. Furthermore, it demonstrates that
our adaptive control module can selectively retain
or filter information without additional overhead,
maintaining high stability across different retriev-
ers and facilitating broader application scenarios.

E.3 Performance Analysis Across Different
LLMs for Inference

Table 5 demonstrates the performance of differ-
ent foundation models as inference models on
the CMEMR dataset. Considering that the offi-
cial LLaMA models from metaAl perform poorly
on Chinese tasks, we use the Chinese versions of
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Figure 5: Classification accuracy comparison between ICA-RAG and other two baseline methods Adaptive-
RAG (Jeong et al., 2024) and RAG? (Sohn et al., 2024). We also provide the confusion matrix across three labels

(Right).
Meth;)ds bm25 BGE E5 CoROM Backbone R (%) P (%) Fl (%)
Ili:n(;R AG jggg iégg ig?g jggz Qwen2.5-7B-Instruct 53.42 48.58 50.88
Adaptive RAG 4927 4810 4383 478 Qwen2.5-14B-Instruct  56.68 51.49 53.96
DRAGIN 4700 4551 4762 4225 GLM4-9B-Chat 4348 41.56 42.50
SEAKR 46.62 43.07 4431  45.18 LLaMA3-8B-Chinese  46.66 38.87 42.41
ICA-RAG(ours) 50.88 50.21 51.17 50.34 LLaMA3.1-8B-Chinese 45.58 47.81 46.67

Table 4: Performance comparison (in F1-score) of using
different retrievers on CMEMR dataset. Bold indicates
the best performances.

LLaMA3> and LLaMA3.1° released by Wang et al.
for our experiments. The experimental results indi-
cate that the inference capabilities of these LLMs
significantly influence diagnostic performance in
three aspects:

(1) Under the same conditions, larger models
generally yield better performance. For instance,
when the parameter size of the Qwen2.5 model
increases from 7B to 14B, its performance on the
CMEMR dataset improves by 3.08%. (2) With
the iterative upgrades of model versions, diagnos-
tic performance also shows qualitative improve-
ments. For example, from LLaMA3 to LLaMA3.1,
the Set-level F1 increases by 4.26%. (3) When
pre-training corpora, training strategies, and model
architectures differ, model performance varies ac-
cordingly. For instance, although GLM4-9B-Chat
has 1~2B more parameters than Qwen2.5-7B and
LLaMA3.1-8B, its actual diagnostic performance
lags significantly behind the other two models.
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Table 5: Performance comparison of different inference
LLMs on CMEMR dataset. Bold indicates the best
performances.

E.4 Results on Different Clinical Departments

To investigate ICA-RAG’s performance in diagnos-
tic tasks across different medical departments, we
compared it with several representative baseline
methods on samples from major departments in the
CMEMR dataset. The results in Figure 6 reveal
that:

(1) ICA-RAG consistently outperforms other
baseline methods using adaptive retrieval strategies
across all departments, confirming its effectiveness
in various departmental diagnostic tasks.

(2) All methods, including ICA-RAG, show rel-
atively lower diagnostic performance in dermatol-
ogy, oncology, and obstetrics and gynecology. This
can be attributed to the high feature overlap in der-
matological conditions, the heavy reliance on imag-
ing information in oncology, and the unique nature
of obstetric cases where routine pregnancy exami-
nations are often analyzed through a pathological
diagnostic framework. These observations provide
valuable directions for future improvements.

https://huggingface.co/shenzhi-wang/
Llama3-8B-Chinese-Chat
https://huggingface.co/shenzhi-wang/Llama3.
1-8B-Chinese-Chat
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Figure 6: Diagnostic performance of ICA-RAG (ours)
and selected baseline methods on samples from major
clinical departments in the CMEMR dataset.

F Case Study

Table 6 presents representative case studies demon-
strating the practicality of our proposed ICA-RAG.
The results show that ICA-RAG conducts fine-
grained importance assessment of patient infor-
mation, accurately determining if the current data
suffices for diagnosis and initiating retrieval when
appropriate. Unlike previous Adaptive-Retrieval
methods, our approach warns when I, falls
below a threshold, indicating potential diagnostic
failure. This meets clinical requirements for balanc-
ing accuracy and reliability, highlighting practical
significance.

G Prompt Templates
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Document Example (Chinese)

CTEDIEEF Y N3
(% %] : Viral Myocarditis
(ICD% ] : 141.0%

(%] wheE AR
WEIE: & PO WL K (viral myocarditis) & — A% 5 & & B A X 69 By FROME SRR M KOE M
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LK, RXARFEZEFH ALY, RBALRGE LR % L%
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TﬁAéz MTHSREREEANINETTOAER, ARRERRSREALKL
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o SR K AE %
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@&,cﬁﬁéé«RMMﬁ,m@@&‘uPRM%%%&%%,@ﬁ%an TR Ak IR
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. J/

Figure 7: A document example from CMKD (in Chinese).
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Data Example (English)

[Disease Name]: Viral Myocarditis

[English Name]: —

[ICD Code]: 141.0%*

[Classification]: Cardiovascular Medicine

Overview: Viral myocarditis is a localized or diffuse inflammatory myocardial disease associated
with viral infections, and it is the most common infectious myocarditis. In recent years, with the
improvement of detection techniques, it has been found that various viruses can cause myocarditis,
and its incidence has been increasing year by year, making it a common and frequently occurring
disease worldwide.

Epidemiology: ... Viral myocarditis can occur in all age groups, but clinically, it is more common
in children and adults under 40 years old. Since many viral infections have distinct seasonal
distribution characteristics, such as influenza virus infections occurring mostly in winter and
enterovirus infections occurring mostly in summer and autumn, the incidence of viral myocarditis
also has obvious seasonal characteristics, with higher incidence in summer and autumn and lower
incidence in winter and spring....

Etiology: ... It has been confirmed that viruses that can cause myocarditis include: (1) Picor-
naviruses: enteroviruses such as Coxsackie, ECHO, poliovirus, rhinovirus, etc.; (2) Arboviruses:
such as yellow fever virus, dengue virus, sandfly fever virus, epidemic hemorrhagic fever virus,
etc.;...

Clinical Manifestations: ... Among patients who seek clinical consultation, about 90% report
arrhythmia as their main complaint or initial symptom, often complaining of palpitations, fatigue,
chest tightness, dizziness, etc. In severe cases, syncope or Adams-Stokes syndrome may occur.
Some patients may experience varying degrees of chest pain, which may be due to:...

Laboratory Tests: ... Elevated serum cardiac troponin I (cTnl) or troponin T (¢cTnT) (based on
quantitative measurements) is of significant value....

Other Auxiliary Examinations: ... X-ray examination shows that about 1/4 of patients have varying
degrees of cardiac enlargement and weakened pulsations, with the degree of enlargement consistent
with the degree of myocardial damage. Sometimes pericardial effusion (viral myopericarditis) can
be seen, and severe cases may show signs of pulmonary congestion or pulmonary edema due to
left heart dysfunction....

Differential Diagnosis: 1. Rheumatic myocarditis: For those with typical rheumatic fever man-
ifestations, the differentiation is not difficult. Generally, the following points can be used for
differentiation: rheumatic myocarditis often has a history of streptococcal infections such as
tonsillitis or pharyngitis, elevated anti-streptolysin O (ASO), significantly increased erythrocyte
sedimentation rate (ESR), positive C-reactive protein (CRP), and common ECG changes such
as prolonged P-R interval. Throat swab cultures often grow streptococci, and there is often pol-
yarthritis. Since rheumatic myocarditis often involves endocarditis, the systolic murmur of mitral
regurgitation is usually more pronounced, and diastolic murmurs (Carey Coombs murmur) may
appear due to valve edema and inflammation. If the heart is not significantly enlarged but the
murmur is loud, rheumatic myocarditis is more likely....

Treatment: (1) Use of drugs that improve myocardial cell nutrition and metabolism: These
drugs include vitamin C, vitamin B, coenzyme A 50~100U, or inosine 200~400mg, administered
intramuscularly or intravenously once or twice daily; cytochrome C 15~30mg, administered
intravenously once or twice daily. This drug should be skin-tested first, and only those without

allergies can be injected....
\ J

Figure 8: A document example from CMKD (translated).
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Case 1: Non-retrieval

[Patient Info]:

<Chief Complaint>: Pain in the right upper abdomen for 2 days... <History of Present Illness>:
...Persistent pain with paroxysmal exacerbation, accompanied by nausea and vomiting (vomitus
consisted of gastric contents), as well as abdominal distension and poor appetite... <Physical
Examination>: ...No abdominal muscle tension or palpable masses... <Auxiliary Examination>:
...Color ultrasound indicates gallbladder sludge and stones...

[10rm]: 0.63 [Activate_Retreival]: False [Raise_Warning]: False

[LLM Diagnosis]: Gallstones and acute cholecystitis (v")

Case 2: Retrieval

[Patient Info]:

...<History of Present Illness>: ...Previously treated at a local hospital with enteric-coated aspirin
tablets and isosorbide mononitrate, but no significant improvement was observed...<Physical
Examination>: ...The heart rhythm is regular, and no pathological murmurs are heard in any of
the valve auscultation areas... <Auxiliary Examination>: ...During the Bruce protocol exercise
test, at 2 minutes and 14 seconds, tall tent-shaped T waves appeared in the precordial leads,
accompanied by upsloping ST-segment elevation in the corresponding leads (Figure 2). Simul-
taneously, the patient experienced chest tightness...

[1orm]: 0.47 [Activate_Retreival]: True [Raise_Warning]: False
[Retrieved Documents]: ...Transient episodes of chest pain induced by exercise or other
conditions that increase myocardial oxygen demand... In some patients with spontaneous angina,
transient ST-segment elevation occurs during episodes, known as variant angina. New-onset
exertional angina, worsening exertional angina, and spontaneous angina are often collectively
referred to as "unstable angina."...

[LLM Diagnosis]: Coronary heart disease, unstable angina (v")

Case 3: Warning

[Patient Info]:

<Chief Complaint>: Recurrent pain in both knees for 8 years, worsening over the past month....
<Past Medical History> Previously healthy, preoperative blood tests and coagulation function
tests were normal, and color Doppler ultrasound of the arteries and veins of both lower limbs
showed no abnormalities. <Physical Examination>: ...No localized redness or swelling in the
bilateral knee joints, with normal muscle tone....

[norm]: 0.27 [Activate_Retreival]: True [Raise_Warning]: True

[Retrieved Documents]: Knee synovitis: The common sites of disease are the knee and hip
joints, and the general symptoms are joint pain and significant limitation of movement...
[LLM Diagnosis]: Knee synovitis (X)

Table 6: Case Study. For clarity, only part of the key information of the selected samples is presented.
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[Role]<SYS>

You are an outstanding Al medical expert. You can perform a preliminary disease diagnosis
based on the patient’s Information.

[Role]<USR>

Below is a medical record summary of a patient from the ${department}. Please act as the
attending physician and provide a diagnosis based on your expertise and knowledge.
[Medical Record Summary]:

HitHt

${summary}

HiHH

[Requirements]:

1. You need to comprehensively analyze the patient’s symptoms, medical visits, medical history,
and various examination results.

2. Please provide your diagnosis using the following template.

[Output Template]:

Diagnosis: [Predicted Disease 1: [Disease Name 1]; Predicted Disease 2: [Disease Name 2]; ...;
Predicted Disease n: [Disease Name n]]

Please strictly adhere to the output template and do not include any irrelevant information!

Table 7: The default prompt template for LLM direct diagnosis. The presence of a "$" symbol indicates a placeholder
variable that needs to be filled with specific content.

[Role]<SYS>

You are an outstanding Al medical expert. You can perform a preliminary disease diagnosis
based on the patient’s Information.

[Role]<USR>

Below is a medical record summary of a patient from the ${department}. Please act as the
attending physician and provide a diagnosis based on your expertise and knowledge.
[Medical Record Summary]:

it

${summary}

HitH

Additionally, by searching the medical knowledge base, you have identified several suspected
diseases and have extracted relevant information from them as follows, for reference:
[Knowledge Document]:

${External Knowledge Documents}

[Requirements]:

1. You need to comprehensively analyze the patient’s symptoms, medical history, examination
results, and other relevant information.

2. You should make full use of your medical knowledge and may refer to the knowledge
documents you retrieved. Please note! The knowledge in the documents may contain errors or
misleading information, so you must carefully evaluate and avoid blindly following them!

3. After the above analysis and thinking process, please provide your diagnosis using the
following template.

[Output Template]:

Diagnosis: [Predicted Disease 1: [Disease Name 1]; Predicted Disease 2: [Disease Name 2]; ...;
Predicted Disease n: [Disease Name n]]

Please strictly adhere to the output template and do not include any irrelevant information!

Table 8: The default prompt template for RAG-based LLM diagnosis. The presence of a "$" symbol indicates a
placeholder variable that needs to be filled with specific content.
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[Role]<SYS>

You are an outstanding Al medical expert. You can perform a preliminary disease diagnosis
based on the patient’s Information.

[Role]<USR>

Below is a medical record summary of a patient from the ${department}.

[Medical Record Summary]:

HitHt

${summary}

it

Based on the above, you tried to search in the medical knowledge base and retrieved the
following document from the knowledge base:

${External Knowledge Documents}

[The Conception of Differential Diagnosis]

When analyzing the given documents, you may refer to the method of "differential diagnosis"
in clinical medicine: by analyzing the degree of concordance between the patient’s onset
cause, presenting symptoms, examination indicators, and the characteristics of the diseases
described in the current document, you can determine the relevance of the document for
reference. Additionally, you need to compare whether there are contradictions or significant
inconsistencies between the patient’s condition and the descriptions in the document. If such
inconsistencies exist, you should consider that the current document may not provide accurate
diagnostic guidance.

[Requirements]:

Your task is to match the patient’s condition with the description in the knowledge base
document, analyzing any content that matches or conflicts. Then, use your knowledge to
think critically and ultimately determine whether the knowledge base document is valuable for
diagnosis. If you think it is valuable, select "True"; if you think it is misleading or irrelevant,
select "False".

Please output in the following JSON format and do not output anything else:

n,on

{"status": "the value of status"}

Table 9: The default prompt template for LLM filtering the retrieved document via differential diagnosis prompt.
The presence of a "$" symbol indicates a placeholder variable that needs to be filled with specific content.
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