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Abstract

Charts are high-density visualization carriers for complex data, serving as a crucial
medium for information extraction and analysis. Automated chart understand-
ing poses significant challenges to existing multimodal large language models
(MLLMs) due to the need for precise and complex visual reasoning. Current
step-by-step reasoning models primarily focus on text-based logical reasoning for
chart understanding. However, they struggle to refine or correct their reasoning
when errors stem from flawed visual understanding, as they lack the ability to
leverage multimodal interaction for deeper comprehension. Inspired by human
cognitive behavior, we propose ChartSketcher, a multimodal feedback-driven step-
by-step reasoning method designed to address these limitations. ChartSketcher
is a chart understanding model that employs Sketch-CoT, enabling MLLMs to
annotate intermediate reasoning steps directly onto charts using a programmatic
sketching library, iteratively feeding these visual annotations back into the reason-
ing process. This mechanism enables the model to visually ground its reasoning
and refine its understanding over multiple steps. We employ a two-stage training
strategy: a cold start phase to learn sketch-based reasoning patterns, followed by
off-policy reinforcement learning to enhance reflection and generalization. Experi-
ments demonstrate that ChartSketcher achieves promising performance on chart
understanding benchmarks and general vision tasks, providing an interactive and
interpretable approach to chart comprehension.

1 Introduction

Charts are widely used as data visualization methods in scientific papers and business reports.
Automated chart understanding is a key step in achieving automated data analysis. Recent advances
in MLLMs [1, 24, 37, 44, 49] have shown substantial progress in chart understanding tasks. These
include proprietary models like GPT-4o [37] and Gemini-2.0 [43], as well as open-source models such
as Qwen-2VL [49] and InternVL-2.5 [4]. The use of MLLMs has become a mainstream approach for
chart understanding.

However, existing MLLMs face significant challenges in chart understanding, which involves the
systematic interpretation and analysis of visual data representations. Chart understanding requires
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Alright, to solve this problem, I think 
I need to first determine where 2015 
is… It can be inferred that 2015 is 
between 2014 and 2016…

Let me check my drawing... Wait, I 
think I mislabeled the position on the 
x-axis. This is clearly 2014, not 2015. 
Let me correct that…

Ah, looks much better. I correctly 
marked the objects. Now, I'll continue 
marking the positions for Good and 
Bad…

Okay, we've successfully marked all the data points. Their values 
are now displayed, with Good and Bad being 57 and 42 
respectively, so their difference is 57-42=15.

Can you tell me what the difference 
is between Bad and Good for the 
economic conditions in 2015?

ChartSketcher

Sketch Solution Check & Reflection Continue Reasoning

Question Input Final Answer

Figure 1: The overview of the proposed ChartSketcher. Dashed lines indicate intermediate reasoning
and reflection processes, with corresponding sketch outputs shown for each step.

high-precision visual reasoning capabilities to process complex elements such as overlapping data
points, multiple intersecting trend lines, and dense numerical information, demanding simultaneous
comprehension of both spatial relationships and their semantic meanings. For example, in Figure 1,
answering “What is the value of ‘Good’ in 2015?” requires identifying that 2015 lies between the
marked years 2014 and 2016. Models must precisely locate and identify these visual elements while
understanding their quantitative relationships to correctly determine that the ‘Good’ value in 2015 is
57. This visual reasoning process requires analysis of visual dependencies and precise numerical
understanding at each step. Such complex visual reasoning tasks pose significant challenges to exist-
ing approaches. MLLMs [3, 5, 46] have attempted to achieve fine-grained visual reasoning through
long chains of thought. For example, multimodal reasoning models like QvQ [46] demonstrate the
capability to generate long-chain reasoning text. However, their effectiveness remains limited in
visually intensive scenarios like charts. This limitation stems from their predominant focus on textual
logical processes rather than visual information processing, causing reduced interpretability for users
and an inability to correct errors originating from flawed multimodal understanding. Recent attempts,
such as VisualCoT [40], Refocus [10] and SketchPad [14], propose image cropping techniques to
enhance visual understanding by focusing on key regions. However, the inherent constraints of
cropping mechanisms prevent simultaneous analysis of multiple regions, thereby limiting the model’s
capacity for complex visual reasoning. As illustrated in Appendix A, this represents a challenging
case in existing MLLMs. The development of visual reasoning models that focus on processing
complex elements requires urgent exploration.

Interestingly, when humans encounter complex visual information, they often create sketches to mark
and organize key details. This process helps them break down problems and focus on critical areas
within the image. For example, when determining the value of ‘Good’, humans typically start by
locating the relevant position on the x-axis, then trace vertically upward to identify the corresponding
value on the colored line: a natural way of decomposing the visual reasoning process. This behavior
reflects a subconscious strategy humans use to enhance visual focus and understanding.

Drawing inspiration from natural human behaviors, we propose ChartSketcher, a multimodal
feedback-driven step-by-step reasoning method that addresses these visual reasoning limitations in
chart understanding. Specifically, ChartSketcher employs Sketch-CoT, enabling MLLMs to explicitly
annotate their intermediate reasoning processes on images and feed the visual annotations back
to themselves, achieving stable step-by-step multimodal reasoning. Moreover, by incorporating
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reflection processes between steps and leveraging reinforcement learning, we endow MLLMs with
human-like reflection capabilities. The model not only marks the visual reasoning process on images
but can also identify reasoning errors and promptly correct mistakes from previous steps. As illus-
trated in Figure 1, our approach demonstrates powerful visual reasoning capabilities across diverse
scenarios. The implementation of ChartSketcher follows a two-stage training pipeline: a cold start
phase and an RL phase. In the cold start phase, we transfer reasoning and reflection patterns from
LLM to MLLM through cross-modal distillation, creating 300K fine-grained annotated chart under-
standing samples. The subsequent RL phase employs MCTS and diverse data sampling techniques
with over 50K step-by-step reasoning examples to enhance the model’s capabilities through off-policy
reinforcement learning.

Our main contributions can be summarized in three aspects:

• We propose ChartSketcher, a novel multimodal feedback reasoning approach that enhances
MLLMs’ visual reasoning capabilities through iterative Sketch-CoT and self-reflection mech-
anisms. Code and data available at https://github.com/MuyeHuang/ChartSketcher.

• We construct a comprehensive dataset of 300K annotated samples for cold start training and
50K curated samples for reinforcement learning. The dataset is designed to support chart
step-by-step reasoning.

• We conduct extensive experiments across multiple datasets to demonstrate the effectiveness
of ChartSketcher. Through comprehensive ablation studies, we investigate the importance
of each training stage and validate the contribution of key components in our work.

2 Related Work

Chart Understanding. Chart Understanding aims to comprehend the visual context of charts to
address specific tasks, such as QA or summarization. FigureQA [18] stands as a pioneering work,
introducing a chart understanding pipeline capable of handling binary classification tasks for chart-
related questions. Subsequent works [28, 22, 26, 23] further enhanced chart understanding capabilities
by employing multi-component pipelines. For instance, DePlot [62] leveraged multiple components
combined with the mathematical capabilities of LLMs to achieve performance improvements on
PlotQA [35]. With the advent of MLLMs, approaches utilizing MLLMs as the primary component
have become mainstream in the field [30, 31, 2, 15, 52, 51]. ChartLlama [12], through clever data
construction and fine-tuning of LLaVA [24], built a robust chart-expert model. Leveraging the
powerful language capabilities inherent in MLLMs, recent studies have employed multi-task training
methodologies to bolster chart understanding across a variety of tasks. ChartAssistant [34] utilized
unified multi-task training to improve overall performance. TinyChart [61] utilizes the Program-of-
Thoughts technique to enhance numerical reasoning capabilities in chart QA tasks. ChartMoE [56]
employed a Mixture of Experts approach to model different chart types effectively, thereby enabling
understanding across diverse chart categories.

Multimodal Reasoning. Models such as OpenAI-o1 [36] and Deepseek-R1 [7] have demonstrated
the strong reasoning capabilities of LLMs [11, 57, 39, 53, 47, 54], often enhanced through RL.
However, the reasoning capabilities of MLLMs remain an area of active investigation. Current
approaches often focus on training MLLMs using CoT techniques [50, 58] to generate step-by-step
reasoning sequences across diverse tasks. These methods [8, 25, 27, 6] predominantly concentrate
on CoT techniques within the textual modality, relying heavily on the MLLM’s underlying LLM
backbone to perform multi-step inference. VisualCoT [40] introduced a method involving cropping
critical regions to aid the model in focusing on pertinent visual areas. While prior work predominantly
focuses on text-based CoT methods or region-limited approaches, these techniques struggle with
scenarios requiring attention to multiple distinct visual elements. Our work addresses this limitation
by integrating self-prompted visual markers and multimodal feedback into the CoT process, enabling
more comprehensive and robust multimodal reasoning.

3 ChartSketcher

We propose ChartSketcher, which enables step-by-step reasoning in multimodal chart understanding
by sketching directly on chart images. In the following sections, we will present the implementation
details of ChartSketcher, including its architecture and training specifics.
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First, I should …
<err code_0>
Oh, I think I made a mistake …
<code_0>
Ah, that’s better. Next, I’ll …
<code_1>
Finally, the answer is …

Qwen 2.5
Intentionally

Created Errors

Sketch-CoT
Rendering

ChartSketcher

RL Optimization

Multiple QA Data

Question: What is the value of  …

Cold Start

First, I should carefully review …
<code_0>
Alright, I will proceed step by step to…
<code_1>
Finally, the answer is…

First, I should carefully 
review… <code_0_0>

First, I should carefully 
review… <code_0_1>

First, I should carefully 
review… <code_0_2>

Next, I should carefully 
review… <code_1_0>

Second, I should carefully 
review… <code_1_1>

Wait, I made a mistake…
<code_1_2>

Alright, the answer is…

Alright, the answer is…

Alright, the answer is…

Next, I should carefully 
review… <code_2_0>

…

Maybe the answer is…

Construction of  RL DataKTO Training

Sketch-MCTS

Sketch-CoT Data Synthesis Reflective Reasoning Data Synthesis

❌
❌

❌

❌

❌

Figure 2: Overview of ChartSketcher Training Process. The upper part illustrates the cold start
phase, focusing on knowledge distillation and pattern learning. The lower part shows the offline RL
optimization process, which is conducted on diverse datasets. In the figure, <code> indicates that
ChartSketcher is calling the Programmatic Sketching Library to draw. When ChartSketcher no longer
outputs <code>, it indicates that the reasoning process has ended.

3.1 Architecture

Enabling the model to reason while sketching, much like a human, is the core objective of ChartS-
ketcher. To enable the MLLM to perform Sketch-CoT reasoning, we designed two integrated modules:
a programmatic sketching library and a sketching reasoning pipeline. The details of these two modules
are introduced as follows:

1) Programmatic Sketching Library. To equip MLLMs with image sketching capabilities, we
design a simple drawing language library. The library provides basic operations to create and
manipulate geometric shapes (points, lines, circles, arrows, and their combinations) through simple
command syntax. During the reasoning process, the MLLM can insert drawing commands at any
position to create new visual elements or modify existing ones through operations like translation,
rotation, and deletion. The detailed command specifications, library guide, and supported operations
are listed in Appendix B.

2) Sketching Reasoning Pipeline. In the process of Sketch-CoT reasoning, it is necessary to view the
draft content in real time to ensure the continuity of reasoning. We have designed a visual feedback
pipeline that parses the output of the MLLM, generates sketches, and feeds the newly rendered
image back to the MLLM. This new image is then fully re-encoded to generate new visual tokens
for the next reasoning step, forming a closed loop of action, perception, and reflection. This process
operates as a "reflection and draw-feedback" loop, as illustrated in Figure 1, which terminates upon
the completion of reasoning, where no further sketching code is produced, and the pipeline exits the
loop automatically.

3.2 Training Process

ChartSketcher implements Sketch-CoT reasoning through the multi-turn dialogue mechanism of
MLLMs. Therefore, ChartSketcher primarily focuses on understanding the differences between
sequential images in a dialogue. Existing MLLMs lack capabilities for such serialized visual
understanding; therefore, we introduce a two-stage process comprising cold and RL optimization.
Cold start focuses on learning the reasoning patterns for multi-turn visual feedback, RL optimization
leverages an off-policy RL approach to further enhance reasoning capabilities. The following sections
will detail the construction of training data and the specifics of the training process for these steps.
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3.2.1 Cold Start

Cold start is designed to learn the Sketch-CoT reasoning patterns with visual feedback. It is divided
into two steps: the first step trains the model to understand and generate sequential visual reasoning
patterns, enabling it to process multi-turn visual information coherently, while the second step builds
upon this foundation by developing reflective reasoning capabilities that allow the model to evaluate
and improve its solutions based on visual feedback.

Sketch-CoT Data Synthesis. This step aims to synthesize rich Sketch-CoT data, which is used to
train the model’s reasoning patterns and its ability to read visual feedback. The detailed process is
illustrated in Appendix C. Specifically, the construction process is divided into the following three
steps:

1) Question Construction: We used the EvoChart-Corpus [15], a dataset with high-quality synthe-
sized chart images. While it provides chart images, its QA pairs are template-generated, which may
limit the diversity of reasoning chains. Therefore, we used all the images and part of the QA pairs
from EvoChart-Corpus. We then developed a seed-based method to create more diverse questions.
We used QA pairs from existing ChartQA datasets as seeds to prompt the LLM to generate similar
new questions based on the EvoChart-Corpus image and annotations. This approach helped us create
many diverse and meaningful questions.

2) Reasoning Process Construction: With annotations available, multimodal questions can be
converted into simpler text-based questions. Similarly, visual reasoning chains can also be converted
into textual reasoning chains. Inspired by this, we distilled the reasoning capabilities of the LLM into
the MLLM. Specifically, we input the questions and detailed annotations of the EvoChart-Corpus into
the LLM and prompted the model to output reasoning chains. We enforced a rule that the LLM must
output sketching code to justify its conclusions before providing any final or intermediate conclusions.
This ensures that the constructed multimodal reasoning chains are factually grounded.

3) Rendering: We used the sketching code in the reasoning chains as a boundary to segment the
reasoning process into multiple steps, adding visual feedback between these steps. All prompts can be
found in the Appendix C. Using the above methods, we constructed over 300k Sketch-CoT samples.

Reflective Reasoning Data Synthesis. This step aims to synthesize Sketch-CoT data with reflective
reasoning processes, training the model to identify errors from visual feedback and correct them in
a timely manner. To enable reflection, we manually construct erroneous reasoning processes. For
simplicity, the reflective reasoning data is built based on the previously generated correct Sketch-CoT
data. Specifically, the process involves the following steps:

1) Reflective Construction: We prompt the LLM to introduce an error in a specific step by providing
incorrect drawing coordinates. The error types can vary, such as using coordinates from other
points, coordinate drift, and more. Subsequently, the LLM reflects on and corrects these coordinates,
providing new drawing code. During the reflection process, the LLM uses conversational expressions
and human-like interjections, such as "Oh" or "Hmm," to mimic natural reasoning. Detailed examples
can be found in Figure 2.

2) Data Mixing: Through the above steps, each Sketch-CoT generates two versions: one with
reflection and one without. These two versions share the same CoT prefix. At the final step of the
prefix, if erroneous data is selected, it constitutes reflective data; otherwise, it is non-reflective data.
We mix reflective and non-reflective data at a 1:1 ratio, encouraging the model to reflect only when
errors occur, with greater focus on visual feedback information.

3.2.2 RL Optimization

After undergoing a cold start phase, ChartSketcher learns patterns from annotated synthetic data
but has not been trained on real-world unlabeled datasets. To enhance the generalization ability of
ChartSketcher, we incorporate off-policy RL optimization inspired by works on natural language. We
designed an off-policy RL strategy based on a variant of MCTS, sketch-MCTS, which can collect
high-quality RL data on datasets without bbox annotations. Our approach identifies optimal paths by
evaluating the average Q/N value of each potential solution path, selecting nodes along the optimal
trajectory as positive samples while designating low-value siblings, nodes with rendering errors,
and duplicate nodes as negative samples. To maintain sample quality, we exclude siblings with
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positive values above zero from the negative sample pool. This strategic sampling mechanism enables
effective learning from unlabeled data while preserving the model’s discriminative capabilities. The
following sections detail the sketch-MCTS algorithm that underpins this RL optimization framework.

Sketch-MCTS Algorithm. MCTS is a multi-step reasoning algorithm with single-step action
output, which implicitly considers the consequences of multi-step decision making. Our proposed
sketch-MCTS collects all implicit processes and identifies the potentially optimal answers. The
formal representation is shown in Appendix D. Sketch-MCTS modifies the original MCTS algorithm
while retaining its core principles, enabling the generation of a complete search tree in a single run.
Specifically, we made the following modifications to the MCTS algorithm:

1) Modifications to the Expansion step: We set rules to control the behavior of the Expansion step
in order to obtain more diverse paths. Expansion generates as many potential next steps as possible
by using high temperature. To limit redundant paths, we set a deduplication mechanism: if two nodes
generate identical drawing codes, the duplicate node is directly removed. Additionally, to prevent
invalid reflection, if the drawing code of a child node is a subset of its parent node’s drawing code,
the child node is considered an invalid reflection node, as it results in ineffective changes.

2) Handling of leaf nodes: In our method, the criteria for determining leaf nodes are more stringent
and explicit. A node is only marked as a leaf node if its drawing code contains errors or if it fails to
generate any drawing code (indicating the end of the solution). Furthermore, once a node is identified
as a leaf node, its correctness is immediately evaluated, and the reward is backpropagated.

3) Conditions for terminating the search: To prevent infinite searches for complex problems and
excessive searches for simple problems, we designed dual termination conditions: 1) The search
ends when a certain number of correct answers are found in the search tree. 2) The search also
terminates when the number of simulations exceeds a predefined threshold. This dual condition
adapts to problems of varying difficulty: for simple problems, the algorithm converges quickly, while
for complex problems, the algorithm can perform sufficient exploration within a reasonable range.

4 Experiments

4.1 Settings

Data Construction. During the cold start phase, our base dataset images were sourced from EvoChart-
Corpus, with seed questions from ChartQA [29] and EvoChart-QA [15]. To ensure general capability,
we incorporated 20% of VisualCoT [40] data into the training mix. For the RL phase, we conducted
training across multiple datasets, including ChartQA, ChartBench [55], and VisualCoT. For model
selection, we employed Qwen2.5-32B [39] to construct QA pairs and distill multimodal reasoning
and reflection data. We used DeepSeek-Distill-Qwen-14B [7] as the value network for Sketch-MCTS,
evaluating the correctness of final answers. We also trained a smaller, 2B version ChartSketcher-
2B to facilitate its use in scenarios with limited computational resources. ChartSketcher-72B and
ChartSketcher-2B were initialized with Qwen2VL-72B [49] and Qwen2VL-2B weights, respectively.
All prompts used in data construction are detailed in the Appendix C. We tested chart understanding
capabilities on ChartQA and other datasets [35], and evaluated general performance on Openimages
and other datasets [42, 33, 17, 20, 60, 63, 19]. The detailed composition of our training data is
presented in Table 1.

Table 1: Detailed breakdown of the training data used in each phase of ChartSketcher’s development.

Phase Method Data Source Data Type Quantity

Cold Start SFT EvoChart Synthetic Chart Data Correct Reasoning Path 155,203 (87.3%)
VisualCoT and its Annotations Correct Reasoning Path 22,510 (12.7%)

SFT Subtotal 177,713

DPO EvoChart Synthetic Chart Data Reflection Reasoning Path 147,955

RL KTO
ChartQA and ChartBench MCTS Sampled Paths 41,196 (81.6%)
General QA-Pairs* MCTS Sampled Paths 9,259 (18.4%)

RL Subtotal 50,455
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Figure 3: Analysis of CoT length and the number of rethink iterations for both correctly and
incorrectly answered questions across all listed datasets. Datasets listed on the left (blue font) are
chart-specific benchmarks, while those on the right (brown font) represent general image datasets.

Evaluation Metrics. To accurately evaluate model performance, we employ DeepSeek-Distill-Qwen-
32B [7] to assess the alignment between MLLM outputs and the QA dataset answers. To mitigate
model variance, we adopt a voting mechanism where each question is evaluated 3 times, and a correct
answer is determined by a majority vote threshold of 2. To ensure fair comparison, all experimental
results reported in this paper are based on our local reproduction of baseline methods.

Training Settings. During the cold start phase, we trained ChartSketcher for 4 epochs on data without
reflection, followed by 1 epoch using RPO [59] loss on reflection data. To reduce computational costs,
we employed LoRA [13] training in the cold phase, with a LoRA rank of 16, Alpha of 32, batch size
of 64, and learning rate of 1e-4. The RPO ratio was set to 1.0. In the RL phase, we conducted KTO
[9] training for 1 epoch, maintaining a LoRA rank of 16 and Alpha of 32, while adjusting the batch
size to 32 and reducing the learning rate to 1e-5. For the key parameters of MCTS, the maximum tree
depth is 8, the maximum number of child nodes is 3, CPUCT = 3.0, the simulation count limit is 15,
and the search exits after successfully finding 3 answers. All experiments were run on two machines:
an Atlas 800T A2 and 8 * A800-40G GPUs. For more training details, see supplementary materials.

4.2 Performance Comparison

Table 2 presents the complete results for the chart-specific benchmarks alongside selected results
from the general datasets. Compared to the baseline Qwen2VL-72B, our proposed ChartSketcher-
72B exhibits significant improvements across both chart-specific and general-purpose datasets.
Notably, even when compared to QvQ-Preview and GPT-4o, our method still maintains an advantage
on the chart-specific datasets. Meanwhile, Figure 4 demonstrates that our method offers richer
interactivity. Furthermore, ChartSketcher-2B achieves substantial improvements over its baseline
Qwen2VL-2B and chart expert model ChartGemma [31] across nearly all evaluated datasets. This
demonstrates that our approach effectively enhances performance in the specialized chart domain
without significantly compromising its general-purpose capabilities. Moreover, as shown in Figure
4, our method demonstrates better user-friendliness and greater interpretability compared to other
approaches. The complete evaluation results on all 18 datasets can be found in Appendix E.

4.3 Ablation Study

Our ablation study is conducted based on the ChartSketcher-72B model. Specifically, we investigate
the following configurations:

• w/o Rethink & RL: This setting omits the Rethink learning step during the cold start phase.
The model proceeds directly with MCTS sampling followed by SFT.

• w/ Rethink w/o RL: This setting includes the complete cold start phase (with Rethink
learning), but replaces the subsequent RL phase with SFT.
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Table 2: Experimental results on chart and vision benchmarks. PlotQA reports sampled results, and
VisualCoT shows a composite score across multiple datasets.

Model ChartQA-H ChartQA-A EvoChart-QA ChartBench PlotQA VisualCoT

Proprietary models

GPT-4o 84.32 88.48 52.80 61.47 42.96 78.45
Gemini-2.0 84.00 88.24 64.64 55.63 63.36 77.90
Claude-3.5 85.04 90.72 56.96 56.96 57.63 75.93

Open-source models and chart expert models

Qwen2VL-72B 82.48 88.56 54.00 54.77 73.76 72.14
QvQ-Preview-72B 83.20 89.76 54.32 42.40 69.04 76.52
InternVL2.5-78B 78.48 89.44 57.44 65.57 57.20 78.93
ChartGemma-2B 53.44 86.64 36.08 23.87 25.76 55.62
Qwen2VL-2B 50.48 75.84 23.84 20.27 38.80 58.33
ChartSketcher-2B 55.60 80.88 26.72 30.10 41.12 66.86
ChartSketcher-72B 85.20 92.64 63.28 68.33 76.72 76.59

Ablation study based on ChartSketcher-72B

w/o Rethink & RL 77.76 91.12 51.12 50.40 67.76 72.58
w/ Rethink w/o RL 76.64 90.56 51.36 52.93 67.68 70.95
w/o RL 77.12 88.80 39.84 52.73 67.84 68.89
w/o Feedback 81.52 91.04 57.76 56.13 72.24 75.18
w/o CoT 75.12 90.08 55.36 47.43 68.16 76.12

Model Openimages Flickr30k DocVQA Visual7W GQA Emotic

Proprietary models

GPT-4o 52.49 79.04 94.93 77.60 68.30 53.81
Gemini-2.0 57.78 79.34 95.27 77.20 68.51 41.22
Claude-3.5 62.50 75.68 97.64 73.70 60.63 35.42

Open-source models and chart expert models

Qwen2VL-72B 51.75 61.64 93.36 73.90 57.06 43.14
QvQ-Preview-72B 60.21 72.96 92.68 69.90 63.91 65.55
InternVL2.5-78B 60.85 76.39 95.16 74.40 72.19 61.59
ChartGemma-2B 49.21 57.37 57.32 57.30 51.33 53.20
Qwen2VL-2B 53.97 34.48 79.50 60.40 23.31 50.15
ChartSketcher-2B 64.23 68.95 69.82 64.90 61.25 59.45
ChartSketcher-72B 68.68 72.19 92.68 73.00 65.85 67.16

Ablation study based on ChartSketcher-72B

w/o Rethink & RL 62.33 66.04 89.08 65.80 62.17 58.54
w/ Rethink w/o RL 59.05 66.17 88.40 66.00 61.96 58.38
w/o RL 57.57 66.43 86.94 62.50 57.87 53.51
w/o Feedback 67.94 70.96 92.57 70.80 65.54 54.88
w/o CoT 62.43 69.53 92.23 67.20 62.88 64.70

• w/o RL: This represents the ChartSketcher model after completing only the cold start phase,
without undergoing the RL phase.

• w/o Feedback: In this setting, the multimodal image feedback mechanism is disabled during
inference. An empty string is used as a placeholder for the multimodal feedback input.

• w/o CoT: This baseline setting does not apply the ChartSketcher methodology. Instead, the
model is fine-tuned using SFT on the identical dataset used for training ChartSketcher.

Based on the results presented in Table 2, we can draw the following conclusions:

1) Sketch-CoT is effective. Observing the w/o CoT setting reveals a significant performance decline
compared to the baseline when Sketch-CoT is not employed. This highlights the crucial role of our
CoT approach guided by sketches and multimodal feedback.
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Question: What is the difference in the 

value of High blood sugar and High Blood 

pressure?

ChartSketcher:

1. First, I'll locate the High blood sugar data 

point.

2. Wait, I might have made a mistake... The 

coordinates I used were for Obesity instead 

of  High blood sugar. Let me correct that.

3. Alright, I've marked the High blood sugar 

point correctly now. It looks like there's a 

value label shown at this point. According to 

the label, the value for High blood sugar is 

879. Now, I'll locate the High blood pressure 

data point.

4. Okay, I've marked the High blood 

pressure point. It looks like there's a value 

label shown at this point. According to the 

label, the value for High blood pressure is 

676. The difference between High blood 

sugar (879) and High blood pressure (676) is 

203.

Question: What is the color of 

the label Conservative Party? 

ChartSketcher:

1. First, I'll locate the 

Conservative Party's data point on 

the chart.

2. Wait, hold on. That doesn't 

seem right. The coordinates I 

used were for the Labour Party 

instead of  the Conservative Party. 

Let me correct that.

3. Alright, I've marked the 

Conservative Party's point 

correctly now. The color 

associated with this point is 

olivedrab.

Question: Where is the cat sleeping belly up?

ChartSketcher:

1. First, I'll locate the area where the cat is sleeping belly up.

2. Alright, I've highlighted the area where the cat is sleeping 

belly up. Based on the visual information, it looks like the cat 

is sleeping on a carpet.

ChatGPT-4o:

The cat sleeping belly up is on the floor, lying on a brown 

carpet near a round scratching pad.

ChatGPT-4o:

1.To find the difference in the values of  High blood sugar 

and High blood pressure, follow these steps:

2.From the chart, locate the values for High blood sugar and 

High blood pressure:

High blood sugar: 879

High blood pressure: 476

Subtract the value of  High blood pressure from High blood 

sugar:

879-476=403

Final Answer:

The difference in the value of  High blood sugar and High 

blood pressure is 403.

ChatGPT-4o:

The color of  the label for the Conservative Party in the chart is green.

Question: What is the number of unsolved 

homicides in 2014?

ChartSketcher:

1. First, I‘ll locate the point for Unsolved 

Homicides in 2014.

2. Wait, I might have made a mistake... The 

coordinates I used seem to be for the 2013 

data instead of  2014. Let me correct that and 

try again.

3. Alright, I've marked the correct point for 

Unsolved Homicides in 2014. It looks like 

there's a value label shown at this point. 

According to the label, the value for 

Unsolved Homicides in 2014 is 131.

ChatGPT-4o:

The number of  unsolved homicides in 2014 is 131.

Figure 4: Four cases for ChartSketcher. The drawing code associated with each step is omitted for
clarity. Arrows indicate the visual outputs generated by specific reasoning steps. Semi-transparent
elements represent outputs that were subsequently corrected or erased by later steps.

2) The Rethink and RL phases are critical components of ChartSketcher. Removing the Rethink
step or replacing RL with SFT, as seen in the w/ Rethink w/o RL setting, results in a comprehensive
drop in performance across the board. Notably, substituting RL with SFT leads to a substantial
decrease in general-purpose capabilities, evidenced by the VisualCoT aggregate score dropping to
70.95%, which is below the baseline performance.

3) The two-stage ColdStart-RL training methodology effectively enhances model capabilities.
For instance, the model after only the cold start phase (w/o RL) performs slightly below the baseline.
This is expected, as the cold start phase primarily utilizes Out-Of-Distribution (OOD) synthetic data.
However, the subsequent RL phase rapidly elevates the model’s performance, surpassing not only the
baseline but even the QvQ-Preview model.

4) Multimodal feedback plays a significant role in multimodal reasoning. As indicated by the w/o
Feedback setting, the absence of feedback has a relatively minor impact on datasets that emphasize di-
rect information extraction with less need for complex multimodal reasoning, such as ChartQA-A and
the overall VisualCoT score. However, for datasets demanding intricate multimodal reasoning, like
EvoChart and ChartQA-H, removing feedback leads to a more pronounced performance degradation.

4.4 Analysis of Reasoning Steps

To quantitatively analyze the general patterns regarding the length of reasoning and the frequency
of rethinking employed by ChartSketcher when addressing different questions, we examined the
average CoT length and the average number of rethink iterations for both correctly and incorrectly
answered questions within the evaluation sets. The results are depicted in Figure 3. We derive the
following findings:

1) More challenging questions elicit longer CoTs. As observed in Figure 3, the average CoT length
for the more demanding datasets, EvoChart-QA and ChartBench, reaches 6-7 steps; both require
complex chart reasoning. The CoT length for correctly answered questions is consistently shorter
than that for incorrectly answered questions across all datasets. This indicates that the model tends to
employ more reasoning steps for difficult problems and attempts to refine answers through multiple
rethink iterations when facing challenges.
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2) The model utilizes rethinking to identify potential errors. Across all datasets shown in Figure
3, the average number of rethink iterations is higher for incorrect answers than for correct ones.
This suggests that when faced with difficult problems, the model not only extends the CoT through
multi-step reasoning but also actively employs the rethink mechanism in an attempt to revise its
solution. This occurs even if the model ultimately fails to provide the correct answer, demonstrating
persistent attempts at self-correction.

3) Chart-specific datasets demand more complex reasoning processes compared to general-
purpose datasets. Within the chart-specific benchmarks, even ChartQA-H, which has the highest
accuracy among them (implying relative simplicity), exhibits an average CoT length greater than that
of GQA, the general-purpose dataset with the longest average CoT. This demonstrates ChartSketcher’s
capability to engage in complex, multi-step CoT reasoning, potentially involving multiple rethink
iterations, to achieve precise inference specifically within the demanding chart domain.

4.5 Case Visualization

We select four representative examples to illustrate the visual reasoning capabilities of ChartSketcher,
as depicted in Figure 4. These cases demonstrate ChartSketcher’s ability to identify errors within
its own reasoning steps and implement timely corrections. The example presented in the top-right
indicates that ChartSketcher can rectify single-step mistakes while concurrently executing multi-
step numerical extraction and computation tasks. Interestingly, the bottom-right example reveals
that despite being a model specialized for charts, ChartSketcher retains a significant capacity for
understanding natural images. This finding broadens the potential application scope and highlights
the versatility of ChartSketcher. For more detailed case visualizations, please refer to Appendix F.

5 Conclusion

We presented ChartSketcher, a novel multimodal feedback-driven approach for chart understanding.
By enabling MLLMs to visually sketch charts during their reasoning process through a programmatic
sketching library, our method more closely mirrors human cognitive behavior in visual analysis
tasks. The two-stage training strategy combines cross-modal distillation and reinforcement learning
with Sketch-MCTS, which allows the model to effectively learn and refine sketch-based reasoning
chains. Experimental results demonstrate that ChartSketcher’s integration of visual feedback and
iterative refinement outperforms existing methods on various chart understanding benchmarks. While
our empirical results are strong, a formal theoretical analysis of the convergence and robustness of
the sketch-feedback loop remains an important avenue for future research. Future work could also
explore expanding the sketching capabilities and feedback mechanisms to tackle even more complex
visual reasoning scenarios, such as 3D or dynamic charts.
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A Challenging Case in Current MLLMs

We conducted comprehensive case testing on multiple multimodal language models, including QvQ-Preview,
OpenAI-o3-mini, GPT-4o, and Kimi-1.5-pro [45]. As illustrated in Figure 5, our analysis revealed that despite
possessing text reasoning capabilities, both QvQ and OpenAI-o3-mini produced erroneous responses even
after extended deliberative processes. Given that o3’s reasoning mechanisms are not externally observable,
we focused our analytical efforts on QvQ’s reasoning trajectory. This examination demonstrated that despite
generating elaborate chains of reasoning, QvQ consistently failed to overcome fundamental visual perception
limitations—specifically, the inability to verify the presence of "2015" within the image. Additionally, our
findings indicate that the performance of more advanced models such as GPT-4o and Kimi-1.5-pro remains sub-
optimal in this context, as they demonstrate significant deficiencies in comprehending critical visual information
essential for accurate task completion.

QvQ-Preview :
Okay, let's see. The user is asking about the value of "good" in the year 2015 based on the provided graph. First, I need to 
understand what the graph is showing. The title says "Positive economic sentiment increasing since 2016," and the subtitle 
mentions the current economic situation. There are two lines: one labeled "Bad" and another labeled "Good." The x-axis shows 
years from 2010 to 2018, and the y-axis is percentage from 0 to 100. Looking at the "Good" line, which is the green one, I need 
to find where it is in 2015. Let me check the points…………. Therefore, the answer should state that the value isn't available in 
the graph. 

The graph shows data points for even years (2010, 2012, 2014, 2016, 2018) but does not include 
a specific value for 2015 . The "Good" sentiment line decreases from 39% in 2014 to 29% in 
2016 , but without a marked data point for 2015, the exact value cannot be determined from the 
graph.
Answer: The value of  "good" in 2015 is not directly provided in the graph. The closest data 
points are 39% in 2014 and 29% in 2016.

OpenAI-o3-mini :
<The think process is invisible.>
The value of  Good in the year 2015 is 42.

GPT-4o (CoT Prompting) :
To determine the value of  "Good" in the year 2015:
1.Locate the year 2015 on the horizontal axis (x-axis) of  the chart.
2.Identify the green line representing "Good" and check its vertical position relative to the 
percentage on the left (y-axis).
3.From the chart, the green line intersects the year 2015 at 42%.
Thus, the value of  "Good" in 2015 is 42%.

Kimi-1.5-pro (CoT Prompting) :
Okay! Let's break down the image data to find the value of  "Good" in 2015.
First, we need to identify the line that represents "Good." Based on the legend and labels, the 
green line indicates the percentage of  people who rate the economic situation as "Good."
Next, we need to find the data point for 2015. However, the chart doesn't directly show the data 
for 2015. We can see the data for 2014 and 2016, which are 39% and 29%, respectively.
To estimate the value for 2015, we can simply take the average of  the values for 2014 and 2016.
The calculation is as follows:
(39% + 29%) / 2 = 34%
So, based on the chart data, we can estimate that the percentage of  people who rated the 
economic situation as "Good" in 2015 is approximately 34%.

Question: What is the value of Good in 2015?

GT: 57

Figure 5: An illustrative example of a challenge in current MLLMs

B Programmatic Sketching Library

To equip MLLMs with advanced image sketching capabilities, we designed a lightweight and versatile drawing
language library. This library supports operations to create and manipulate basic geometric shapes—such as
points, lines, circles, arrows, and their combinations—through a simple and intuitive command syntax. During
the reasoning process, MLLMs can dynamically insert drawing commands to generate new visual elements or
modify existing ones using operations like translation, rotation, and deletion. Below, we detail the pseudocode
structure, supported commands, and their usage.
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B.1 Pseudocode Overview

The pseudocode serves as a structured and concise language for defining geometric shapes and applying
transformations. It operates within a normalized coordinate system: - The top-left corner of the canvas
corresponds to (0, 0), and the bottom-right corner corresponds to (1, 1). - The horizontal axis is denoted by x,
and the vertical axis by y.

The pseudocode executes commands line-by-line, starting with the BEGIN keyword and terminating at END. Any
commands written after END are ignored.

Key Features of the Pseudocode

• Execution Blocks: Commands are executed between BEGIN and END. Lines outside this
block are ignored.

• Normalized Coordinates: The canvas is scaled to a unit square with (0, 0) at the top-left
and (1, 1) at the bottom-right.

• Dynamic Operations: Shapes can be created, modified, and deleted in real-time through
simple commands.

• Geometric Flexibility: Supports points, lines, circles, rectangles, and arrows, covering a
wide range of visual elements.

B.2 Supported Commands

B.2.1 Shape Creation

The library allows for the creation of several geometric shapes. Below are the commands and their specific
syntaxes.

Shape Creation Commands

• Point: create_point entity_id x y color Creates a point at coordinate (x, y) with
the specified color. Example: create_point p1 0.2 0.2 red

• Line: create_line entity_id x1 y1 x2 y2 color Creates a line connecting (x1, y1)
and (x2, y2) with the specified color. Example: create_line l1 0.2 0.2 0.8 0.8
blue

• Circle: create_circle entity_id cx cy radius color Creates a circle centered at
(cx, cy) with radius radius and the specified color. Example: create_circle c1 0.5
0.5 0.1 green

• Rectangle: create_rectangle entity_id x1 y1 x2 y2 color Creates a rectangle
with the top-left corner at (x1, y1) and bottom-right corner at (x2, y2). Example:
create_rectangle r1 0.1 0.1 0.4 0.4 black

• Arrow: create_arrow entity_id x1 y1 x2 y2 color Creates an arrow from (x1, y1)
(tail) to (x2, y2) (head). Example: create_arrow a1 0.3 0.3 0.7 0.7 purple

B.2.2 Transformation Operations

The library supports the following operations to manipulate existing shapes:

Transformation Commands

• Translation: translate entity_id dx dy Moves the shape identified by entity_id by
(dx, dy). Example: translate l1 0.1 0.1

• Rotation: rotate entity_id angle cx cy Rotates the shape identified by entity_id
around the point (cx, cy) by angle degrees. Example: rotate l1 45 0.5 0.5

• Deletion: delete entity_id Deletes the shape identified by entity_id. Example:
delete l1
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B.2.3 Program Control

Special commands control the execution of the pseudocode:

• Begin Command: BEGIN Marks the start of pseudocode execution. All commands following this are
executed until END is encountered. Example: BEGIN

• End Command: END Terminates pseudocode execution. Commands after END are ignored. Example:
END

B.3 Example Pseudocode

The following example illustrates the creation and transformation of shapes using the pseudocode:

Example Pseudocode

BEGIN
create_point p1 0.2 0.2 red
create_line l1 0.2 0.2 0.8 0.8 blue
create_circle c1 0.5 0.5 0.1 green
create_arrow a1 0.3 0.3 0.7 0.7 purple
translate l1 0.1 0.1
rotate l1 45 0.5 0.5
END
create_rectangle r1 0.1 0.1 0.4 0.4 black

Explanation: The above pseudocode performs the following steps:

• Creates a red point, a blue line, a green circle, and a purple arrow.

• Translates the line by (0.1, 0.1) and rotates it 45◦ around the center (0.5, 0.5).

• The rectangle defined after END is ignored.

B.4 Frequently Asked Questions
1. How can I change the color of a shape? Specify the color in the creation command. For example:

create_point p1 0.2 0.2 red

2. What does END do? The END command stops the pseudocode execution. Commands after END are
ignored.

3. What happens if I forget END? If END is missing, the parser continues parsing until the last line.
Always include BEGIN and END.

4. How do translation and rotation work? - Translation: Moves the shape by (dx, dy). - Rotation:
Rotates the shape around a specified center (cx, cy) by a given angle.

5. How do I delete a shape? Use the delete command with the shape’s identifier. For example:
delete l1

C Detailed Process of Sketch-CoT Data Synthesis

As shown in Figure 6, we present the data synthesis process during the cold start stage. The process begins with
the synthesis of data without reflection, as the synthesis of reflection-based data relies on the initial non-reflective
data.

In the non-reflective data synthesis process, we use seed techniques to augment QA pairs. Subsequently, the
reasoning process is distilled using Qwen2.5-32B. The distillation prompt is formally defined in Prompt C
below.

17



First, I should…
<code>
Alright, I will…
<code>
Finally, …

Charts
& Seeds

Query
Set

Distill
Qwen2.5

Intentionally
Created Errors

First, I should…
<err code>
Oh, I think I made a mistake…
<code>
Ah, that’s better. Next, I’ll…

Natural Speech
Particles

Distilled
Reasoning Path 

Cold Strat

Figure 6: The synthesis process of Sketch-CoT. The left side illustrates the CoT synthesis process
without reflection, while the right side demonstrates the synthesis process of CoT with reflection.

Prompt for Distilling Non-Reflective Sketch-CoT

Your task is to output a simulated human-like reasoning dialogue. Since you cannot draw directly, all
drawing operations must be expressed in pseudocode enclosed between the keywords BEGIN and END.
The following are the requirements for the simulated dialogue:
- Do not reveal the final answer before completing the reasoning process. The answer must be derived
from the reasoning steps. - The BEGIN and END markers should be embedded within the text, and I will
parse them automatically to generate the drawings. - Your output should be conversational, interspersed
with brief drawing instructions. Avoid drawing too much at once. To solve any given problem, you
must draw at least twice. - If solving a problem involving X or Y axes, you must draw auxiliary lines
on the X or Y axis to locate the target. - If the series label is shown, you do not need to align the value
to the coordinate axes to obtain the number. If the label is not shown, you can align it to the coordinate
axis or infer the value from other evidence. - The output format should be similar to: "First, I will circle
xx... BEGIN ... END. Hmm, it looks like I have drawn... Then I will... BEGIN ... END." After each drawing,
act as if you can visually interpret the content you have drawn to make the explanation vivid. - You
must not use exhaustive methods for drawing. Draw only what is relevant to the question. For instance,
if the X-axis line is missing, you need to infer the content. Partial conclusions must be derived through
drawing.
Specific instructions are as follows: 1. Check and output whether all the data points involved have
series label show information. - If series label show=True, there is no need to align the data
points to the numerical axis; simply state the values based on the series label position. - If series
label show=False, draw auxiliary lines to align the data points to the numerical axis for accurate
evaluation.
2. There is no legend area annotation, so do not use rectangle to draw the legend area. Instead, use
colors to describe the legend. 3. Do not reveal that you can see annotations or metadata.
Your output should be a string that simulates a human reasoning dialogue, with no additional content.

For reflective Sketch-CoT, we have built upon the non-reflective Sketch-CoT by introducing modifications.
Through a carefully designed prompt for Qwen2.5-32B, we enable the model to randomly introduce errors during
the reasoning process and subsequently self-correct them. The prompt ensures that errors are systematically
generated and resolved, fostering a reflective problem-solving approach. The full content of the prompt can be
found in Prompt C.
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Prompt for Reflective Sketch-CoT

I need you to modify and refine the following dialogue by injecting reflective processes, replacing the
originally completely correct solution process.
The method is as follows: Using BEGIN and END as boundaries, everything between and including
END and what comes before it is called the "former part," and everything after END is called the "latter
part." To create reflection, you first need to introduce an error.
The error type should be: coordinate errors between BEGIN and END in the former part, replacing
them with coordinates of other points. Subsequently, you should correct the error by discovering and
fixing it in the latter part, outputting new BEGIN and END commands to complete the dialogue.
Keep the language fluent and conversational. Let me further explain: The content between BEGIN and
END is an operation, and you will "see" the result of the operation after END. Therefore, your reflection
process must occur immediately after the END output, not after the erroneous reasoning concludes.
Note that there is no legend area; if you see one, you should remove it and use colors to describe the
legend instead. Do not include any comments in the instructions, as the instruction code does not
support comments. Do not include any hints that you are deliberately making errors.
The reflection must be brief and accurate, keeping the dialogue concise and organized. You should
directly modify the dialogue rather than reflecting after erroneous reasoning ends. For example:
...BEGIN instruction END Wait/Hold on/Oh/Hmm, I might have made a mistake... (explain the reason
for the mistake)... I’ll redraw it now. BEGIN instruction END...
Here is the dialogue you need to modify:

D Detailed Sketch-MCTS Algorithm

Algorithm 1 demonstrates the detailed workflow of Sketch-MCTS, along with comprehensive descriptions
of its specific parameters. Our proposed Sketch-MCTS represents a variant of the Monte Carlo Tree Search
methodology. We have modified the termination condition of MCTS to conclude when either SUCClim is
satisfied or the number of simulations exceeds SIMlim. Additionally, we have retained the low-temperature
rollout approach to evaluate the value of the current node.

Compared to methods that randomly generate N correct solution paths, our Sketch-MCTS offers the following
advantages: First, we can evaluate the value of the current step in real-time, enabling stable expansion of the
reasoning tree, whereas random rejection sampling methods of N paths are entirely stochastic. Second, we
can derive multiple correct and incorrect nodes from high-value nodes, creating step-level contrasts between
correct and incorrect samples, which is crucial for off-policy reinforcement learning. In contrast, rejection
sampling methods, with their completely independent reasoning paths between samples, cannot achieve step-
level comparative analysis. Third, we can control the length of reasoning paths during the dynamic sampling
tree process and ensure that the computational overhead of the sampling process remains manageable. Rejection
sampling methods are static processes and cannot effectively control computational costs or reasoning path
lengths.

Symbol Meaning Default value

q textual query posed by the user N/A
I chart image provided to the model N/A
y gold (reference) answer N/A
L multimodal large language model queried during search N/A
R differentiable sketch renderer (ChartSketcher back-end) N/A
u.Q / u.N cumulative reward / visit count of node u 0 / 0
CPUCT exploration constant in the PUCT formulation 1.9
λlen weighting factor for the depth-based penalty 0.05
ε small constant preventing division by zero 1× 10−8

SIM_lim maximal number of MCTS iterations 25
SUCC_lim early-stop threshold on successful terminal nodes 3
MAX_DEPTH maximal dialogue depth (assistant–user turns) 8
Cmax maximal expansions sampled per node 6
MAX_CHILD maximal non-virtual children per node 3
Thigh/Tlow sampling temperatures for expansion / rollout 0.9 / 0.4
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Algorithm 1 Sketch-MCTS
Require: visual query q, chart image I , ground-truth answer y, multimodal LLM L, sketch executorR
1: hyper–parameters Θ = {SIM_lim, SUCC_lim,MAX_DEPTH, Cmax,MAX_CHILD,
2: Thigh, Tlow, CPUCT, λlen, ε}
3: function UCB(u) ▷ depth-aware upper confidence bound

4: return u.Q

u.N + ε︸ ︷︷ ︸
exploitation

+CPUCT

√
ln
(
u.parent.N + 1

)
u.N + ε︸ ︷︷ ︸

exploration

−λlen

(
0.01u.depth + 0.3

(
e0.7max(0,u.depth−4) − 1

))
︸ ︷︷ ︸

length penalty

5: end function
6: root← NODE.INIT([ user : (q, I) ])
7: successes← 0
8: for k ← 1 to SIM_lim while successes < SUCC_lim do

Selection
9: v ← descendant of root maximising UCB(·)

Expansion
10: if ¬v.terminal ∧ ¬v.full ∧ v.depth < MAX_DEPTH then
11: sample ≤ Cmax replies {ri} ∼ L(T = Thigh)
12: for all ri do
13: append ri to dialogue; extract SKETCH-COT program
14: if no code then
15: add terminal child u; u.reward←ISRIGHT(ri, y)
16: else
17: parse & render viaR; on failure add virtual child (r = 0) continue
18: persist bitmap; send as user visual feedback
19: duplicate/subset detection→ virtualise redundant children
20: end if
21: if u.terminal ∧ u.reward = 1 then successes++
22: end if
23: end for
24: v.full←

(
#children = MAX_CHILD

)
25: end if

Rollout
26: if ¬v.terminal ∧ ¬v.rolled ∧ ¬v.virtual then
27: simulate assistant→ render→ feedback with T = Tlow
28: terminate on no-code, render-fail, or depth limit; set v.reward
29: v.rolled←true
30: end if

Backpropagation
31: for u ∈ ancestors(v) with ¬u.virtual do
32: u.N ← u.N + 1; u.Q← u.Q+ v.reward
33: end for
34: end for
35: return non-virtual child of root with maximal mean value Q/N

E Detailed experimental results

We conducted a comprehensive evaluation of ChartSketcher’s chart comprehension ability and overall per-
formance on 18 datasets. As shown in Table 8, VisCoT represents the weighted average of the remaining
12 general-purpose datasets, serving as an aggregated metric to assess the model’s general understanding
capabilities.

To further validate the robustness and generalization capabilities of our proposed ChartSketcher method, we
conducted additional experiments on the challenging ChartX dataset. ChartX serves as a diverse benchmark
for chart understanding, featuring more complex chart types and reasoning tasks. As presented in Table 3, we
compared ChartSketcher against another advanced chart understanding model, ChartVLM.

E.1 Comparison with ReFocus

In addition to evaluating on diverse benchmarks, we also conduct a direct performance comparison with ReFocus
[10]. To ensure a fair and direct comparison, we evaluated our method on the test set provided by the ReFocus
paper.
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Table 3: Performance comparison on the ChartX benchmark. This experiment is conducted to further
validate the generalization ability of our method on more diverse and complex chart datasets. SE
denotes Structural Extraction with different tolerance levels.

Model SE (Structural Extraction) QA
Strict Slight High

ChartVLM 23.18 30.68 38.30 43.84
ChartSketcher 35.65 41.74 47.06 56.94

Table 4: Performance comparison with ReFocus on its own test set (subsets of ChartQA). All models
were evaluated under the same conditions to ensure a fair comparison.

Model chartqa-vbar chartqa-hbar

Models based on Qwen2VL-2B
Qwen2VL-2B (Base) 51.31 48.65
ChartSketcher-2B 59.69 54.73

Models based on phi-3.5-4.2B
phi-3.5-4.2B (Base) 63.10 60.10
ReFocus-phi3.5-4.2B 72.20 71.00
ChartSketcher-phi3.5-4.2B 74.35 72.30

E.2 Ablation on RL Sampling Strategy

To isolate and quantify the contribution of our proposed Sketch-MCTS algorithm, we conducted an additional
ablation study. A key question raised during the review process was how our sophisticated Monte Carlo Tree
Search-based sampling strategy compares against a simpler, more “naive” reinforcement learning approach. To
address this, we designed a baseline that uses a simple rejection sampling method for collecting training data for
the RL phase. This baseline, termed “w/ naive RL”, embodies a less guided exploration strategy.

We trained a ChartSketcher-2B model with this naive RL data and compared its performance against our full
model, which leverages Sketch-MCTS. The results are presented in Table 5.

Table 5: Ablation study on the RL sampling strategy. We compare the performance of ChartSketcher-
2B trained with our proposed Sketch-MCTS against a version trained with a naive rejection sampling
method (“w/ naive RL”).

Method ChartQA-H ChartQA-A VisualCoT

ChartSketcher-2B (with Sketch-MCTS) 55.60 80.88 66.86
w/ naive RL 52.08 78.24 62.12

E.3 Analysis of Inference Efficiency

A practical consideration for any reasoning model is its inference efficiency and its handling of finite context
windows. In this section, we provide a quantitative analysis of ChartSketcher’s inference throughput.

Inference Throughput. Each step in the Sketch-CoT process requires the model to re-process the visual
feedback, which makes its inference profile distinct from models that perform purely textual reasoning. To
quantify this, we measured the inference throughput of ChartSketcher-72B and compared it against QvQ-
Preview-72B and the base Qwen2VL-72B model. All experiments were conducted using the vLLM framework
on a server with 8x A800 40G GPUs.

E.4 Comparison with Chart-Expert Models

To provide a comprehensive view of ChartSketcher’s performance within the specialized field of chart under-
standing, we compare our model with several prominent chart-expert models. These models are specifically
designed and trained for chart-related tasks, making them highly relevant baselines. For this comparison, we
use the widely-recognized ChartQA benchmark, which includes both machine-augmented (ChartQA-A) and
human-annotated (ChartQA-H) question-answering sets. The results presented in Table 7 offer a nuanced
perspective on ChartSketcher’s capabilities.
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Table 6: Inference throughput comparison. We report the average tokens per second for both the input
processing and output generation stages. The overall speed is normalized relative to ChartSketcher.

Model Input Throughput (token/s) Output Throughput (token/s) Overall Speed (Normalized)

ChartSketcher-72B 2995 329 1.00
QvQ-Preview-72B 570 1705 1.33
Qwen2VL-72B 1926 685 9.11

Table 7: Performance comparison with specialized chart-expert models on the ChartQA benchmark.

Model ChartQA-Augmented ChartQA-Human

OneChart 85.30 49.10
ChartAst 93.90 65.90

ChartSketcher-72B 92.64 85.20

Table 8: Comprehensive results on 18 benchmarks.
(a) Chart understanding Expert Benchmarks

Model ChartQA-H [29] ChartQA-A EvoChart-QA [15] ChartBench [55] PlotQA [35] VisCoT [40]

Proprietary models

GPT-4o 84.32 88.48 52.80 61.47 42.96 78.45
Gemini-2.0 84.00 88.24 64.64 55.63 63.36 77.90
Claude-3.5 85.04 90.72 56.96 57.63 60.64 75.93

Open-source / expert models

Qwen2VL-72B 82.48 88.56 54.00 54.77 73.76 72.14
QvQ-Preview-72B 83.20 89.76 54.32 42.40 69.04 76.52
InternVL2.5-78B 78.48 89.44 57.44 65.57 57.20 78.93
ChartGemma-2B 53.44 86.64 36.08 23.87 25.76 55.62
Qwen2VL-2B 50.48 75.84 23.84 20.27 38.80 58.33
ChartSketcher-2B 55.60 80.88 26.72 30.10 41.12 66.86
ChartSketcher-72B 85.20 92.64 63.28 68.33 76.72 76.59

Ablation (ChartSketcher-72B)

w/o Rethink&RL 77.76 91.12 51.12 50.40 67.76 72.58
w/ Rethink w/o RL 76.64 90.56 51.36 52.93 67.68 70.95
w/o RL 77.12 88.80 39.84 52.73 67.84 68.89
w/o Feedback 81.52 91.04 57.76 56.13 72.24 75.18
w/o CoT 75.12 90.08 55.36 47.43 68.16 76.12

(b) Generic / Document / Scene Benchmarks – Part A

Model OpenImages [20] Flickr30k [38] DocVQA [33] CUB [48] DUDE [21] GQA [17]

Proprietary models

GPT-4o 52.49 79.04 94.93 84.76 83.25 68.30
Gemini-2.0 57.78 79.34 95.27 82.72 82.09 68.51
Claude-3.5 62.50 75.68 97.64 70.93 84.40 60.63

Open-source / expert models

Qwen2VL-72B 51.75 61.64 93.36 71.14 82.75 57.06
QvQ-Preview-72B 60.21 72.96 92.68 74.19 84.41 63.91
InternVL2.5-78B 60.85 76.39 95.16 81.10 83.25 72.19
ChartGemma-2B 49.21 57.37 57.32 50.61 47.76 51.33
Qwen2VL-2B 53.97 34.48 79.50 50.20 71.31 23.31
ChartSketcher-2B 64.23 68.95 69.82 52.64 60.20 61.25
ChartSketcher-72B 68.68 72.19 92.68 68.09 79.10 65.85

Ablation (ChartSketcher-72B)

w/o Rethink&RL 62.33 66.04 89.08 71.14 82.75 62.17
w/ Rethink w/o RL 59.05 66.17 88.40 60.57 72.04 61.96
w/o RL 57.57 66.43 86.94 60.16 69.98 57.87
w/o Feedback 67.94 70.96 92.57 66.87 78.11 65.54
w/o CoT 62.43 69.53 92.23 77.64 78.28 62.88

(c) Generic / Document / Scene Benchmarks – Part B

Model TextVQA [42] TextCap [41] SROIE [16] Infographic [32] Emotic [19] Visual7W [63]

Proprietary models

GPT-4o 93.73 89.45 94.75 82.22 53.81 77.60
Gemini-2.0 91.44 89.57 93.73 84.72 41.22 77.20
Claude-3.5 94.30 89.10 95.15 78.26 35.42 73.70

Open-source / expert models

Qwen2VL-72B 94.49 87.81 94.31 78.89 43.14 73.90
QvQ-Preview-72B 89.35 84.76 94.61 84.72 65.55 69.90
InternVL2.5-78B 90.30 88.75 93.88 81.11 61.59 74.40
ChartGemma-2B 74.33 70.81 51.17 37.22 53.20 57.30
Qwen2VL-2B 88.97 80.77 94.02 47.78 50.15 60.40
ChartSketcher-2B 84.03 80.19 81.34 38.06 59.45 64.90
ChartSketcher-72B 90.11 85.58 89.65 74.44 67.16 73.00

Ablation (ChartSketcher-72B)

w/o Rethink&RL 86.50 82.42 88.34 70.83 58.54 65.80
w/ Rethink w/o RL 85.55 81.91 88.19 73.06 58.38 66.00
w/o RL 84.22 80.77 85.42 68.33 53.51 62.50
w/o Feedback 91.63 85.81 89.94 73.89 54.88 70.80
w/o CoT 90.49 85.70 94.90 78.89 64.70 67.20
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Question: In the year 1993, what is the difference between the Labor Force 
(in %) of  Femal labourers and Labor Force (in %) of  Male labourers ?

GT: 17.4

ChartSketcher：
First, I'll locate the data points for both Female and Male laborers in 1993. 
BEGIN\ncreate_point p1 0.4519 0.2635 sandybrown\ncreate_point p2 
0.4519 0.075 orange\nEND

Wait, I might have made a mistake with the coordinates for the Female 
laborers' point... Let me check that again. It seems like I used the wrong y-
coordinate. I'll correct it now.\n\nBEGIN\ncreate_point p1 0.4519 0.2635 
sandybrown\ncreate_point p2 0.4519 0.078 orange\nEND

Alright, I've marked both points correctly now. The Female laborers' point 
is at (0.4519, 0.2635) and the Male laborers' point is at (0.4519, 0.078). 
\n\nNow, I'll check if  there are any value labels shown for these points. It 
looks like the series labels are not shown for either point. So, I'll need to 
align them to the y-axis to determine their values.\n\nFor the Female 
laborers' point, I'll draw a horizontal line to the y-axis. BEGIN\ncreate_line 
l1 0.4519 0.2635 0.01 0.2635 sandybrown\nEND

And for the Male laborers' point, I'll do the same. BEGIN\ncreate_line l2 
0.4519 0.078 0.01 0.078 orange\nEND

Based on the scale of  the y-axis, the value for Female laborers in 1993 is 
approximately 58.4%, and for Male laborers, it's approximately 76.1%. 
\n\nThe difference between the two is 76.1% - 58.4% = 17.7%.

Question: What is the difference between the Area (% of  total land area) 
in Brunei Darussalam in 2007 and the Area (% of  total land area) in St. 
Vincent and the Grenadines in 2009 ?

GT: 4.413

ChartSketcher：
First, I'll locate the data points for Brunei Darussalam in 2007 and St. 
Vincent and the Grenadines in 2009. BEGIN\ncreate_point p1 0.7774 
0.5486 darkgreen\ncreate_point p2 0.7294 0.2639 darkolivegreen\nEND

Wait, I might have made a mistake with the coordinates for Brunei 
Darussalam in 2007... Let me check again. It seems I used the wrong y-
coordinate. I'll correct that now.\n\nBEGIN\ncreate_point p1 0.7774 
0.5486 darkgreen\ncreate_point p2 0.7294 0.5486 darkolivegreen\nEND

Alright, I've marked both points correctly now. The value for Brunei 
Darussalam in 2007 is 72.94%, and for St. Vincent and the Grenadines in 
2009, it's 68.46%. The difference between them is approximately 4.48%.

Figure 7: Visualization of an additional case study on PlotQA.

F Additional Cases of ChartSketcher

In this appendix, we provide a detailed account of the cases involving ChartSketcher across multiple datasets. As
shown in Figure 7, Figure 8, and Figure 9, our approach offers rich user interactivity and explicit interpretability.
Through the reinforcement learning process, ChartSketcher acquires reasoning capabilities that are absent during
the cold start phase, demonstrating more conversational expressions compared to those in the cold start phase.

It is worth noting that, like many reasoning models, our approach faces common limitations such as ineffective
self-reflection, overthinking, and infinite loops of reflection. To mitigate these issues, we lower the temperature
during reasoning and cap the maximum chain length at 12. Addressing these limitations will be a key focus of
our future work.
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Question: In United states , what is the highest bar value?

GT: 59.66

ChartSketcher：
First, I'll locate the United States on the x-axis. BEGIN\ncreate_point p1 
0.1829 0.7137 black\nEND

Alright, I've marked the United States on the x-axis. Now, I'll check the 
values for both Mean and Median bars. The Mean value is 59.66 and the 
Median value is 53. Comparing these two, the highest bar value for the 
United States is 59.66.\n\nWait, hold on. I think there might be an issue 
with my initial point placement. Let me double-check the coordinates. Oh, 
it looks like I placed the point at the wrong location. I should have used the 
correct coordinates for the United States. \n\n
BEGIN\ncreate_point p1 0.1829 0.1827 black\nEND

Okay, I've corrected the point placement. Now, checking the values again, 
the Mean is 59.66 and the Median is 53. So, the highest bar value for the 
United States is indeed 59.66.

Question: Look at Democrats, Find the ratio between the two options?

GT: 0.75

ChartSketcher：
First, I'll locate the section for Democrats on the chart. 
BEGIN\ncreate_rectangle r1 0.349 0.529 0.784 0.562 blue\nEND

Alright, I‘ve highlighted the Democrats’ section. Now, I‘ll check the values 
associated with “Should” and “Should not” options. It looks like the value 
for “Should” is 52% and for “Should not” is 39%. The ratio between 
"Should" and "Should not" is approximately 1.33:1.

Question: When does the line reach the peak?

GT: 2014

ChartSketcher：
First, I'll locate the data points for England on the chart. 
BEGIN\ncreate_point p1 0.0927 0.4155 steelblue\ncreate_point p2 0.2622 
0.3069 steelblue\ncreate_point p3 0.4316 0.2754 steelblue\ncreate_point p4 
0.6011 0.2503 steelblue\ncreate_point p5 0.7705 0.2352 
steelblue\ncreate_point p6 0.94 0.15 steelblue\nEND

Hmm, I might have made a mistake with the coordinates for the last point. 
Let me double-check that. Oh right, the correct y-coordinate should be 0.15 
instead of  0.15. I'll fix this now.\n\n
BEGIN\ncreate_point p1 0.0927 0.4155 steelblue\ncreate_point p2 0.2622 
0.3069 steelblue\ncreate_point p3 0.4316 0.2754 steelblue\ncreate_point p4 
0.6011 0.2503 steelblue\ncreate_point p5 0.7705 0.2352 
steelblue\ncreate_point p6 0.94 0.152 steelblue\nEND

Alright, I've marked all the data points for England. Now, I'll check if  there's 
a value label showing the values. It looks like the series label is not shown, 
so I'll need to align the data points to the chart's data axis to determine their 
values. \n\nFor the point in 2014, I'll draw a horizontal line to the y-axis. 
BEGIN\ncreate_line l1 0.94 0.152 0.01 0.152 steelblue\nEND

Based on the scale of  the y-axis, it can be seen that the value for England in 
2014 is about 2740. This is the highest value among all the data points, 
indicating that the line reaches its peak in 2014.

Figure 8: Visualization of an additional case study on ChartQA.
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Question: What's around the man?

GT: trees

ChartSketcher：
First, I'll locate the area around the man in the image. BEGIN
create_rectangle r1 0.428 0.168 1.000 0.546 green
END

Alright, I've highlighted the area around the man. It looks like there are trees 
in this region. According to the visual information, the man is surrounded 
by trees.

Question: What is the animal that is in the water called?

GT: elephant

ChartSketcher：
First, I'll locate the area where the animal is positioned in the water. BEGIN
create_rectangle r1 0.388 0.642 0.434 0.706 blue
END

Alright, I've highlighted the region where the animal is located. Based on 
the visual information, it looks like the animal in the water is an elephant.

Question: Where is the deep grey cat?

GT: In the cage

ChartSketcher：
First, I'll locate the area where the deep grey cat might be. BEGIN
create_rectangle r1 0.169 0.306 0.387 0.706 blue
END

Alright, I've highlighted the area where the deep grey cat is located. Based 
on the visual information, it looks like the cat is sitting inside a cage.

Question: Which kind of  furniture is not wooden?

GT: couch

ChartSketcher：
First, I'll locate the area where the furniture is positioned in the image. 
BEGIN
create_rectangle r1 0.398 0.426 0.716 0.598 blue
END

Alright, I've highlighted the area where the furniture is positioned. Now, let's 
check if  there's a label showing the type of  furniture. It looks like there's a 
label showing the value inside the sector. According to the label, the value 
associated with this furniture is a sofa. 

Figure 9: Visualization of an additional case study on general image.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The proposed ChartSketcher, with its multimodal feedback-driven reasoning and Sketch-
CoT approach, directly addresses the challenges outlined and demonstrates its effectiveness through
experiments on chart understanding and general vision tasks.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Due to space constraints in the main text, the limitations of ChartSketcher and future
directions are discussed in Appendix F.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [Yes]

Justification: Yes, the paper provides experimental evidence to support the discussion of ChartSketcher.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
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• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they appear in

the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Yes, all experiments in the paper are reproducible and will be open-sourced on GitHub.
The code is partial provided in the supplementary materials due to anonymity considerations.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: Yes, all model weights and code will be open-sourced.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).
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• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: Yes, all training hyperparameters are presented in the paper, and those that could not fit
in the main text are provided in the appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [Yes]

Justification: All experimental results are the averages obtained after running three trials.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]

Justification: Yes, we have provided detailed disclosures about the computational resources.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: This paper does not involve ethical issues. After carefully reviewing the Ethics Guidelines,
it is confirmed that it fully complies with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [Yes]

Justification: This paper does not involve societal issues; therefore, it does not generate nor require a
discussion of societal impacts.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [Yes]

Justification: Yes, we can confirm that the data released in this paper does not contain any risky data.

Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: Yes, the data used in this paper is properly licensed and credited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [Yes]

Justification: Yes, all assets will be publicly available after the review process, and some will be
provided in the supplementary materials.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.
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15. Institutional review board (IRB) approvals or equivalent for research with human subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing,
editing, or formatting purposes and does not impact the core methodology, scientific rigorousness, or
originality of the research, declaration is not required.

Answer: [Yes]

Justification: LLMs are core components of our work, and our method is based on LLMs and MLLMs.
For all LLMs and MLLMs used, we have described their usage in detail and provided citations.

Guidelines:

• The answer NA means that the core method development in this research does not involve LLMs
as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.
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