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ABSTRACT

Neural networks provide a powerful framework for learning the association between
input and response variables and making accurate predictions and offer promise in
using the rapidly growing volume of health care data to surface causal relationships
that cannot necessarily be tested in randomized clinical trials. In pursuit of models
whose predictive power comes maximally from causal variables, we propose a
novel causal regularizer based on the independence of mechanisms assumption.
We use the causal regularizer to steer deep neural network architectures towards
causally-interpretable solutions. We perform a large-scale analysis of electronic
health records. Our causally-regularized algorithm outperforms its L, -regularized
counterpart both in predictive performance as well as causal relevance. Finally, we
show that the proposed causal regularizer can be used together with representation
learning algorithms to yield up to 20% improvement in the causality score of the
generated hypotheses.

1 INTRODUCTION

In domains such as healthcare, genomics or social science there is high demand for data analysis that
reveals causal relationships between independent and target variables. For example, doctors not only
want models that accurately predict the status of patients, but also want to identify the factors that
can change the status. The distinction between prediction and causation has at times been subject
to controversy in statistics and machine learning (Breiman et al., 2001; Shmueli, 2010; Donoho,
2015). On one hand, machine learning has been focusing almost exclusively on pure prediction tasks,
enjoying great commercial success. On the other hand, in many scientific domains pure prediction
without consideration of the underlying causal mechanisms is considered unscientific (Shmueli,
2010). In this work, we propose a neural causal regularizer that balances causal interpretability and
high predictive power.

Causal Inference: Our notion of causality follows the counterfactual framework of Pearl (2000).
Thus, we will say that one random variable X causes another variable Y (which relationship we
denote as X — Y) if intervening or experimenting on X changes the distribution of Y. Consider the
problem of identifying the causal relationship between drinking red wine and heart disease (Spirtes,
2010). Regular consumption of red wine correlates with healthy heart. That might mean that drinking
red wine decreases heart attack rates. But it might be, for example, that people of high socio-economic
status tend to drink more wine, while at the same time tend to suffer fewer heart problems due to better
living conditions. To distinguish between these two possibilities, one could implement a controlled
trial in which the subjects are told to drink (or not drink) red wine, independently of any other factors
—including their socio-economic status.

Such controlled trials are often undesirable or even impossible. In healthcare, it can be due to moral
and regulatory reasons; in climate science for example, due to technological limitations (we don’t
know how to change climate). In such settings, we would like to still establish causality without
resorting to experiment. Even in applications where controlled trials are possible, the large number
of causal hypotheses can make it impossible to experimentally test all of them. Furthermore, in
domains such as healthcare, many causal factors need to occur simultaneously to have an effect on
the target variable, a scenario that we call multivariate causation. Given the exponential number of
combinations of the independent variables and different transformations, it is even more difficult to
explore all of these multivariate causation scenarios.
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Figure 1: Superior causality and predictive performance of the causal regularizer in our heart failure
study. (a) Average causality score computed using ground truth causality labels. We compute the
score for top k codes reported by three algorithms. (b and ¢) The causal regularizer is more stable in
predictive performance measured by AUC and F; metrics. See Section 3 for more details.

Analyzing causation without resorting to experiment is challenging due to unobserved confounders
(such as the possible influence of socio-economic status on heart health and wine drinking). Many
methods have been proposed for discovering causal relationships among multiple variables from
observational data only (Chickering, 2002; Kalisch & Biithlmann, 2007; Colombo et al., 2012),
demonstrating various degrees of success. These methods are based on the idea that any given set of
causal relationships among multiple variables will leave in the joint distribution well-defined markers
in the form of independence relationships among subsets of the variables. These methods, however,
are often very sensitive to small changes in the joint distribution.

Causal Regularization: Our main idea is to design a causal regularizer to control the complexity
of the statistical models and at the same time favor causal explanations. Compared to the two step
procedure of (i) causal variable selection and (ii) multivariate regression, the proposed approach
performs joint causal variable selection and prediction, thus avoiding the statistically sensitive hard-
thresholding of the causality scores in the causal variable selection step. It allows dependencies that
cannot be explained via causation to be included in the model. Our contributions are four-fold:

1. We propose a customized causality detector neural network that can accurately discriminate
causal and non-causal variables in our healthcare datasets. To this end, we propose new
synthetic dataset generation to train the causal structure detectors in (Chalupka et al., 2016;
Lopez-Paz et al., 2016) with additional prior knowledge from the healthcare domain.

2. We use the causality detector to construct a causal regularizer that can guide predictive
models towards learning causal relationships between the independent and target variables.

3. Given the fact that the causal regularizer seamlessly integrates with non-linear predictive
models such as neural networks, we propose a new non-linear predictive model regularized
by our causal regularizer, which allows neural causally predictive modeling.

4. Finally, we demonstrate that the proposed causal regularizer can be combined with neural
representation learning techniques to efficiently generate multivariate causal hypotheses.

The proposed framework scales linearly with the number of variables, as opposed to many previ-
ous causal methods. Combined with a predictive model, it efficiently screens a high-dimensional
hypothesis space and proposes plausible hypotheses.

We applied the proposed algorithm to two electronic health records (EHR) datasets: Sutter Health’s
heart failure study data and the publicly available MIMIC III (Johnson et al., 2016) dataset. Altogether,
we analyzed the influence of 17,081 independent variables on heart failure. To validate our claims,
we use expert judgment as the causal ground-truth to compare our causal-predictive solutions with
purely predictive solutions that do not take causality into account. As shown in Figure 1, a causally-
regularized algorithm outperforms its L;-regularized equivalent both in predictive performance as
well as causal performance.

2 METHODOLOGY

In order to “inject causality” into predictive models, we use the “independence of cause and mech-
anisms” (ICM) assumption, which allows us to construct a neural network causality detector, as
described in Section 2.1. We present a causal regularizer for linear models in Section 2.2. Using
this regularizer, in Section 2.3 we propose non-linear deep neural networks to learn non-linear
causal relationships between the independent and target variables. Finally, we show that the causal
regularizer can efficiently explore the space of multivariate causal hypotheses and extract meaningful
candidates for causality analysis.
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Figure 2: Some possible causal structures between two observed and one or more hidden variables.
Under the algorithmic independence assumption, we can sample from the joint distribution of X and
Y in each case and train a classifier that distinguishes between these cases based on the (automatically
learned) features of the joint distribution.

2.1 CAUSALITY DETECTION BASED ON INDEPENDENCE OF MECHANISMS

As we discussed in the introduction, the task of analysis of causal effect of multiple independent
variables on a target variable is difficult. Our approach in this paper is to reduce the problem to
analysis of the causal effect of a single independent variable X on the target variable Y, which is
known as pairwise causal analysis. In the next subsections, we will describe how to use a pairwise
causality detector to perform multivariate causality analysis.

In particular, we are interested in finding causal models where X causes Y, or Y causes X, or the two
are confounded based on joint distribution of P(X,Y"). However, even the pairwise causality analysis
is infeasible for arbitrary joint distributions. Thus, we need to resort to additional assumptions
on the nature of the causal relationships. Recently several algorithms have been proposed that
distinguish between the cause and effect based on the natural assumption that steps in the process that
generates the data are independent from each other, see (Lemeire & Dirkx, 2006; Janzing et al., 2012;
Daniusis et al., 2010; Lopez-Paz, 2016; Chalupka et al., 2016) and the references therein. In this
work, we follow (Lopez-Paz et al., 2016; Chalupka et al., 2016) to describe this causality detection
approach. In the next subsections, we describe our novel causal regularizer designed based on this
causality detection approach and its application in non-linear causality analysis and multivariate
causal hypothesis generation.

Conceptual description of the independence between the cause and the mechanism. Algo-
rithms based on the ICM, such as (Chalupka et al., 2016; Lopez-Paz et al., 2016) do not put assump-
tions on the functional form of the causal relationships between the variables of interest. Instead,
they are based on the following assumption on how causal mechanisms come to be. ICM states that
the two processes of generation of the cause and mapping from cause to effect are in some sense
independent. In our case, we assume that when X — Y (X causes Y)), the probabilities P(Y | X)
and P(X) are generated by independent higher-level distributions. This conforms to the scientific
idea of Uniformitarianism (Gould, 1965) which, putting roughly, states that the laws of nature apply
to all objects similarly. ICM can be described in both deterministic (Janzing & Scholkopf, 2010) and
probabilistic sense (Daniusis et al., 2010); this work mainly uses the probabilistic interpretation.

ICM can be used to generate all of the possible graphical models including two observed variables X
and Y and an unobserved variable H shown in Figure 2, by requiring that the probabilities in the
factorization are independent from each other. The hidden variables can represent the other observed
variables such as Z, critical in design of the regularizer in the next subsection.

Following the ICM, we assume that each cause-effect link in the world is probabilistic and can be
described by a joint distribution P(cause, effect). In addition, the link itself is sampled from a
probabilistic hyperprior. The key assumption is on the structure of this hyperprior, namely that it
decomposes into two parts II. and II,,, that have the following properties:

1. For each cause, e ffect pair, Nature samples the cause’s distribution P,y s from a hyper-
prior Hc[Pcause]-
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Given the data, perform the following steps:

1. Generate data samples S; for ¢ = 1,..., ngin from px y according to the ten cases in
Figure 2.

2. Assign label y = 0 to the cases in Figures 2b, 2d, 2g and 2i and y = 1 to the rest.

3. Train a classifier f : S — [0, 1] to classify them as causation (label=1) or not-causation
(label=0). Given the fact that this is a synthetic dataset, we know these labels and we can
use supervised learning.

4. On the test set, construct the test sample sets and use the classifier in step 3 to classify the
example.

Algorithm 1: The algorithm for constructing the causality detector. The structure of neural network
classifier is given in Appendix B.1.

2. At the same time, Nature samples the causal mechanism (the distribution of the effect
conditioned on the cause) P fcct|cause from a hyperprior Iy, [Py tect|cause)-

3. The hyperpriors are flat —for discrete cause and e ffect, they are Dirichlet distributions
with a uniformly equal to 1.

The last assumption is not crucial and can easily be changed if knowledge about hyperpriors in
a specific domain is available. In fact, we tailor the hyperpriors to our task below. These three
assumptions give us a full generative model of causal links in the world, a model under which the
likelihood ratio test can be used to differentiate between the data generated from each of the ten cases
shown in Fig. 2. Chalupka et al. (2016) developed an analytical likelihood ratio test that decides
between the causal and anticausal cases (Figures 2b and 2c¢). Taking into account the confounded
cases is, however, difficult or impossible to compute analytically. Nevertheless, it is possible to
generate samples from the generative model defined by the ICM and train a neural network to learn
to choose the max likelihood causal structure given samples from the joint P(cause, e ffect). This is
the key idea of the causality detectors in (Lopez-Paz et al., 2016; Chalupka et al., 2016).

Mathematical description of the causality detection algorithm. Formally, suppose we have m
variables X;, each with dimensionality d;. For each variable we observe a sample of size n; denoted
by S; = {(xi,j, )}, where y; are observations of a common target variable Y. Let S denote
the set of all such samples. For each sample S;, we are interested in determining the binary label
¢; € {0,1} which determines whether X; causes Y or not. In fact, we are interested in the function
approximation problem of learning the mapping f : S — {0, 1}.

Several approaches can learn such a mapping function. When X and Y are both discrete and
finite, Chalupka et al. (2016) construct the empirical joint distribution p; = p(X;,Y") and train a
supervised neural network mapping function f(p;) — ¢;. Lopez-Paz et al. (2016) learn the mapping

=200, (x5, y;) and a neural network f (ni > ¢(xi7j,yj)> — ¢;. They train both the
representation leaning function ¢(-, -) and the classification network in a joint and supervised way.

However, it is rare to have the true causal labels ¢ for training a causal detector. The key idea is to
generate a synthetic dataset composed of the cases in Figure 2 based on the ICM assumption. As
shown in Algorithm 1, the overall procedure is to generate samples from distributions px y that
are one of the ten possible cases in Figure 2. We need to select the distributions such that they
impose minimum number of restriction on the data and the synthetically-generated distributions have
statistics as similar as possible to those of our true data of interest. For example, in our dataset, the
independent variables X are counts of the number of disease codes in patients’ records (cf. Section
3). Thus, we sample X from a mixture of appropriate distributions for count data: the Zipf, Poisson,
Uniform, and Bernoulli distributions. The hidden variable H and the response variable Y are sampled
from the Dirichlet and Bernoulli distributions. Details of our sampling procedure are provided in
Appendix A.



Under review as a conference paper at ICLR 2017

2.2 THE CAUSAL REGULARIZER

As an instructive alternative to our approach, consider the two-step analysis method of first finding
the variables X; that are most likely causes of Y and then performing a sparse multivariate regression
to select the important variables. Ideally, if the ICM holds and if we had access to the true joint
distributions and could discriminate between causal and non-causal variables with perfect accuracy,
the two-step procedure would be sufficient. But real-world datasets always contain noise and selection
bias, which can perturb the causality scores generated by the neural network confounder detector.

The problem arises from the fact that our causality detection algorithm might give soft scores such as
0.5 4 ¢ or 0.5 — € to two variables X; and X3, respectively. These soft-scores can be interpreted
as the probability that each variable is the cause of Y. If we use the two-step procedure, we will
include X; in the regression model but not X5. However, X5 could possibly contribute more to the
predictive performance in presence of other variables in the multivariate regression. In other words,
any hard cut-off for the purpose of two-step causal variable selection and regression will pose the
question of “what should be the best cut-off threshold?” Note that any hard cut-off will be always
statistically unstable in presence of noise and selection bias.

Instead, we propose a causally regularized regression approach, where this trade-off is performed
naturally via a regularization parameter. We select variables that are both potentially causal with high
probability and also significantly predictive.

Causal Regularizer. Now that we have a classifier that outputs ¢; = P[X; and Y are not-causal],
we can design the following regularizer to encourage learning a causal predictive model:

_ 1 -
w argvflnln n;ﬁ(xj,yﬂw) +)\;cz|wz| , (1)
where £(X1, ..., X,,Y|w) is the loss function of logistic regression for X7, ..., X,, and Y. The
first term in Eq. (1) is a multivariate analysis term, whereas the regularizer might look like a bivariate
operation between each independent variable X; and the target variable Y for¢ = 1, ..., p. However,
we should note that in the design of the causal regularizer, we have implicitly included the other
variables as hidden variables in the analysis. Thus we are allowed to use the regularizer together with
multivariate regression. Note that the proposed causal regularizer is also a decomposable regularizer
which makes analysis of its theoretical properties easier (Negahban et al., 2012).

The two-step analysis can be cast as a special case of causally predictive modeling where we use hard
scores instead of soft scores. Consider the following setting:

w

. ) 1 n m
W = argiin | — Zlﬁ(xj,yj|w) + 'yzlci|wl| ,
j= i=

Where ¢} is defined as follows:

, 1—¢ ife; >1/2
C. =
¢ € ife; <1/2
Now, consider the limiting case of ¢ — 0 and ¢ — A. This case corresponds to the two-step
procedure with L, regularized logistic regression.

Note that the possibility of having a causal regularizer has been proposed in (Lopez-Paz, 2016, Page
181) and (Lopez-Paz et al., 2016), however a specific causal regularizer has never been developed and
evaluated. Furthermore, note that using the score of a “‘causal-anticausal”-only classifier, as e.g. in
(Lopez-Paz et al., 2016), cannot properly regularize a multivariate model such as logistic regression.
In our proposal, the rest of the observed independent variables can be considered as hidden variables
in our bivariate causality analysis which allows proper regularization. Moreover, a major novelty of
our proposed causal regularizer is to do joint causal variable selection (the L regularization) and
prediction, but the idea in (Lopez-Paz et al., 2016) cannot.

2.3 CAUSAL REGULARIZERS IN NEURAL NETWORKS

The key advantages of causal regularizer can be seen when it is used for regularizing neural networks.
We demonstrate two use cases of causal regularizer as shown in Figure 3.
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Figure 3: Two use cases of the proposed causal regularizer: (a) In the proposed architecture, applying
the causal regularizer allows identification of causal relationships in the non-linear settings, where
the causality coefficient can change from subject to subject. (b) The causal regularizer allows us
to explore the high-dimensional multi-variate combinations of the variables and identify plausible
hypotheses. Here, g generates the causal regularization coefficients for the hypotheses h. The
regularizer encourages the coordinates of h to be more causal.

Non-linear Modeling. The objective is to design a non-linear neural network in a way that we can
still identify causality. We propose the following non-linear generalized linear model:

oM E[Y]) =w'x+ 8" (a(Ex) © (Ex)) + b, 2)

where the embedding matrix £ € RY*" maps the input x € R™ to a lower dimensional representa-
tion space and the symbol ® denotes the element-wise product. The logistic sigmoid function ¢!
maps the real values to the [0, 1] interval. The term w ' x acts as the skip connection and initialized
by the result of logistic regression. The embedding allows dealing with very large set of discrete
concepts and can be initialized via techniques such as skip-gram (Mikolov et al., 2013) or GloVe
(Pennington et al., 2014). The vector at( Ex) can be computed using a multi-layer preceptron.

The model in Eq. (2) is a particular non-linear extension of logistic regression. We can reorder the
equations to write the right hand side of Eq. (2) as w(x) "x + b, where the new regression coefficient
w can change with every input. Each coordinate of the new regression coefficient can be calculated
as w;(x) = w; + (8 ® a(Ex)) " E;, where E; denotes the ith column of the embedding matrix E.
The variability of w;(x) for each input x enables us to perform individual causality analysis. For
training, we can penalize the w coefficients and minimize the following loss function

1 n - m
nZ{ﬁ(vayj)Jr/\ZCHwi(XjN }’ 3)
j=1

i=1

where £ denotes the negative log-likelihood of the model described by Eq. (2). The change of the
prediction vector with each sample x can be related to the probabilistic definition of causation (Pearl,
2000) in the sense that the strength of causality may change from a subject to another one. The fact
that in Eq. (2) the impact of each independent variable on the target is measured by w;(x) allows us
to penalize it with our regularizer and push the model to learn more causal relationships.

Multivariate Causal Hypothesis Generation. A key application of our proposed causal regular-
izer in conjunction with deep representation learning is to efficiently extract multivariate causal
hypotheses from the data. Figure 3b shows an example of causal hypothesis generation where the
hypotheses are generated via a Multilayer Perceptron (MLP). We assume that there is a representation
learning network with K -dimensional output h(x) € ZX, where Z denotes the range of the output,
for example Z = (0, 1) for sigmoid and Z = [0, o) for ReLU activation functions. Our goal is to
force each dimension of h to be causal, thus h can be used as multivariate causal hypotheses. In
particular, we aim at minimizing the following objective function:

1 n K
-2 {ﬁ(wThj +0) FAY |gi(hj,i)wi|} (4)
j=1

=1
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Our approach is to train a causality detector based on (Lopez-Paz et al., 2016) and design the
regularizer g(h(x)) based on its score. Then, as shown in Figure 3b, we can combine it with the
neural network to regularize the coefficients of the last layer of the multilayer Perceptron which
predicts the labels from h. The weights of the lower layers in h(x) are regularized using L,
regularizer to make the generated causal variables simple. To train the network, we select batches
with fixed-size of 200 examples. This number is selected to be large enough such that error rate of
the causality detector in (Lopez-Paz et al., 2016) becomes lower than 2%. We select the non-linearity
for h to be the logistic sigmoid function, thus we use Beta distribution for generating synthetic data
for training of the causality classifier.

3 EXPERIMENTS

We evaluate the proposed causal regularizer in Section 2.2 both in terms of their predictive and
causal performance. Next, we compare the quality of the codes identified as causes of heart failure
identified by different approaches. Finally, we evaluate performance of multivariate causal hypothesis
generation by qualitatively analyzing the extracted hypotheses. We defer evaluation of the causality
detection algorithms to Appendix A, as they are not the main contributions of this work.

3.1 DATA

The Sutter Health heart failure dataset consists of Electronic Health Records of middle-aged adults
collected by Sutter Health for a heart failure study. From the encounter records, medication orders,
procedure orders and problem lists, we extracted visit records consisting of diagnosis, medication
and procedure codes. We denote the set of such codes by C. Given a visit sequence vy, ..., Vy, We
try to predict if the patient will be diagnosed with heart failure (HF) and identify the key causes
of increase heart failure risk. To this end, 3,884 cases are selected and approximately 10 controls
are selected for each case (28,903 controls). The case/control selection criteria are fully described
in the supplementary section. Cases have index dates to denote the date they are diagnosed with
HF. Controls have the same index dates as their corresponding cases. We extract diagnosis codes,
medication codes and procedure codes from the 18-month window before the index date. There are
in total 17,081 number of unique medical codes in this dataset.

The MIMIC III dataset (Johnson et al., 2016) is a publicly available dataset consisting of medical
records of intensive care unit (ICU) patients over 11 years. We use a public query' to extract the
binary mortality labels for the patients. Our goal is to use the codes in the patients’ last visit to the
ICU and predict their mortality outcome. Our dataset includes 46,520 patients out of whom 5810
have deceased (mortality=1). A totoal of 14,587 different medical codes are used in this dataset.
Feature construction. Given the sequence of visits VY), . ,vgﬁ) for patients ¢ = 1,...,n, we
create a feature vector x; € NLCI by counting the number of codes observed in the records of the
ith patient. Given the large variations in the number of codes, we logarithmically bin the count data
into 16 bins. The final data is in the form of (x;, y;) where y; is ith patient’s label; heart failure and
mortality outcome in the Sutter and MIMIC III datasets, respectively.

Training details. Given the fact that we generate synthetic datasets for training the causality detector
neural networks, we can generate as many new batches of data for training and parameter tuning
purposes as required. We report the test results on a dataset of size 10,000 data points. For training and
parameter tuning of the neural network model in Section 2.2, we perform the common 75%/10%/15%
training/validation/test splits. Details of training the latter neural network are given in Appendix B.2.

3.2 EVALUATING THE PREDICTIVE PREFORMANCE OF CAUSAL REGULARIZER

In order to characterize the performance of the proposed causal regularizer, we perform penalized
logistic regression with the proposed regularizer and the commonly used L, regularizer. Table 1
shows the test accuracy of heart failure and mortality prediction in Sutter and MIMIC datasets,
respectively. We have run each algorithm ten times and report the mean and standard deviation of the
performance measures. As we can see, the proposed causal regularizer does not significantly hurt the
predictive performance, whereas the two-step procedure significantly reduces the accuracy.

1https ://github.com/MIT-LCP/mimic-code/blob/master/concepts/cookbook/mortality.sql
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Table 1: Prediction accuracy results on two datasets. (mean-tstandard deviation)

. Sutter MIMIC I
Algorithms
AUC F AUC B
Causal Logistic | 0.8289 £ 0.0064 | 0.4147 £ 0.0192 | 0.9772 £ 0.0022 | 0.7871 + 0.0097
L1 Logistic 0.8289 £ 0.0054 | 0.4109 £ 0.0150 | 0.9774 £ 0.0022 | 0.7869 £ 0.0095
Two Step 0.7276 £ 0.0086 | 0.2686 &= 0.0134 | 0.9515 £ 0.0033 | 0.6745 &= 0.0106
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Figure 4: Comparison of variable selection in logistic regression via the causal and L, regularizers

on two datsets and two accuracy measures. Note the stability of variable selection by the causal
regularizer as the penalization coefficient varies.

An interesting phenomenon, shown in Figure 4, is the relative robustness of the performance with
respect to the value of the penalization parameter compared to the L; regularization case. This
robustness comes at no surprise, because the causal regularizer assigns very small penalization
coefficients to the causal variables and as we discussed in Section 2.2, only with very high values of
penalization we can force all coefficients to become zero, see Figure 7 in Appendix A.1. Moreover,
this robustness can be attributed to the fact that the causal regularizer might match the true generative
process of the dataset better than the flat L, regularizer and puts the model under less pressure as
we increase the penalization parameter. We demonstrate the predictive gain by the non-linear causal
model in Figure 5a. Furthermore, the impact of changing the regularization parameter on the number
of selected variables is visualized in Figure 8 in Appendix A.1.

3.3 EVALUATING THE CAUSAL PERFORMANCE OF CAUSAL REGULARIZER

In order to evaluate the performance of the algorithms in their ability to identify causal factors,
we generate the top 100 influential factors by different methods. We ask a clinical expert to label
each factor as “causal”, “not-causal”, and “potentially causal” and assign scores 1, 0, and 0.5 to
them, respectively. Table 2 shows the average causality score by each algorithm based on the labels
provided by the medical expert. As expected, L1 regularized logistic regression performs poorly, as it
is susceptible to the impact of confounded variables. Performance of the causally regularized logistic
regression is superior to the two step procedure, which suggests that picking factors that are both
causal and highly predictive leads to better causality score. This result together with the predictive
results in Table 1 confirms that the causal regularizer can be efficiently used for finding few causal
variables that are highly predictive of the target quantity.

The advantages of the regularized approach can also be seen by the results in Table 4. We have marked
many disease codes that can potentially increase the risk of heart failure. However, the predicted
causality score for them is lower than 0.5 and the two-step procedure would have eliminated from
the predictors set (as shown in Table 10 in Appendix C). The causal regularizer approach is able to
establish a balance between the prediction and causation and produce more plausible results.

3.4 EVALUATING THE MULTIVARIATE CAUSAL HYPOTHESES

We evaluate the performance of the proposed causal hypothesis generation against the case when we
do not use any causal regularization. We generate two lists of top 50 hypotheses using two algorithms
and ask our medical expert to label each hypothesis as causal, non-causal or possibly causal with
corresponding scores of 1, 0, and 0.5. The results in Figure 5b shows that the causal regularizer can
increase the causality score of the hypotheses by up to 20%. We also provide a qualitative analysis of
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Table 2: Average causality score on the heart failure task computed using ground truth labels. For a
higher resolution of number of top codes in the list see Figure 1a.

# codes in the list | Causal Logistic | Ly Logistic | Two Step

Top 20 0.725 0.400 0.425
Top 50 0.520 0.330 0.450
Top 100 0.485 0.315 0.375
0.92 0.8
y -©-With Causal Regularization
0.91 0.7 -8-Without Causal Regularization
0.9
0.89 0.6
o
0.88 S0s5
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Number of Input Variables # of top hypotheses in the list
(a) Predictive gain by the non-linear model (b) Accuracy of causal hypothesis generation

Figure 5: (a) The predictive gain by the nonlinear causal model in Eq. (2) on the MIMIC III datset.
The gain is more visible when fewer features are used in the analysis because the input become more
expressive by themselves. We select the variables in the descending order of variance. (b) Average
causality score computed using ground truth causality labels for generated hypotheses. We compute
the score for top k hypotheses reported by two algorithms.

Table 3: Examples of multivariate causal hypotheses generated via causal regularizer.

Name | Conditions | Description
Dissection of aorta This collection of diagnoses is is especially causal for heart failure, as
Burn in multiple sites of trunk heart failure can manifest as a complication of dissection of aorta. Dis-

Aortic  Dissection

Abdominal pain, lower left quadrant section of aorta can present with abdominal pain, and may happen in
from Trauma

traumatic injuries that involve burn of unspecified degree of other and
multiple sites of trunk, occurring together.

. Malignant neoplasm of kidney N . .
Kidney Neoplasm History of infectious and parasitic diseases Neoplasms in the kidney may lead to paraneoplastic systemic effects

qnd Severe Infec- | Ty perculosis of lung Fhat may lead to heart ’rallur?. Funherrpore, havmglconcurrent severe
tions infections such as tuberculosis can also increase the risk of heart failure.

Metabolic Syn- | Metabolic syndrome
drome with Concur- | Tuberculosis of lung
rent Infections and | Obstetrical pulmonary embolism

Pregnancy

Metabolic syndrome co-occurring with severe infections such as tuber-
culosis can lead to heart failure. Obstetrical pulmonary embolisms can
lead to acute heart failure.

the causal hypotheses generated by our algorithm. To this end, we pick several hypotheses and show
that clinically they are meaningful. Three examples of multivariate causal hypotheses generated via
causal regularizer are shown in Table 3.

4 CONCLUSION

We addressed the problem of exploring the high-dimensional causal hypothesis space in applications
such as healthcare. We designed a causal regularizer that steers predictive algorithms towards
explanations “as causal as possible”. The proposed causal regularizer, based on our causality
detector, does not increase the computational complexity of the L regularizer and can be seamlessly
integrated with a neural network to perform non-linear causality analysis. We also demonstrated the
application of the proposed causal regularizer in generating multivariate causal hypotheses. Finally,
we demonstrated the usefulness of the causal regularizer in detecting the causes of heart failure using
an electronic health records dataset.
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Table 4: Top 30 codes with causal regularization. The coefficient is w; from Eq. (1). The causality
score in this table is the output of causality classifier.

Code | Description | Coefficient | Causality
794.31 Nonspecific abnormal electrocardiogram [ECG] [EKG] 0.3422 0.9351
425.8 Cardiomyopathy in other diseases classified elsewhere 0.3272 0.2322
786.05 | Shortness of breath 0.3124 0.5536
424.90 Endocarditis, valve unspecified, unspecified cause 0.3086 0.3908
4254 Other primary cardiomyopathies 0.2880 0.1351
4279 Cardiac dysrhythmia, unspecified 0.2531 0.9864
785.9 Other symptoms involving cardiovascular system 0.2377 0.8024
585.6 End stage renal disease 0.2225 0.3948
511.9 Unspecified pleural effusion 0.2218 0.0839
425.9 Secondary cardiomyopathy, unspecified 0.2203 0.8024
782.3 Edema 0.2065 0.0027
278.01 | Morbid obesity 0.1955 0.0345
424.0 Mitral valve disorders 0.1948 0.0003
427.31 Atrial fibrillation 0.1762 1.0000
410.90 Acute myocardial infarction of unspecified site, episode of care unspecified 0.1756 0.2510
426.3 Other left bundle branch block 0.1690 0.4890
424.1 Aortic valve disorders 0.1649 0.0012
879.8 Open wound(s) (multiple) of unspecified site(s), without mention of complication 0.1645 0.6399
429.3 Cardiomegaly 0.1619 0.5022
780.60 | Fever, unspecified 0.1602 0.7747
482.9 Bacterial pneumonia, unspecified 0.1514 0.7482
786.09 Other respiratory abnormalities 0.1454 0.7305
496 Chronic airway obstruction, not elsewhere classified 0.1403 0.9990
V42.0 Kidney replaced by transplant 0.1398 0.4351
250.03 Diabetes mellitus without mention of complication, type I [juvenile type], uncontrolled 0.1388 0.4727
276.51 Dehydration 0.1347 0.6738
403.10 Hypertensive chronic kidney disease, benign, with chronic kidney disease stages I ~ IV 0.1316 0.7488
250.50 Diabetes with ophthalmic manifestations, type II or unspecified type, not uncontrolled 0.1283 0.2271
427.89 Other specified cardiac dysrhythmias 0.1282 0.9416
250.51 Diabetes with ophthalmic manifestations, type I [juvenile type], not stated as uncontrolled 0.1234 0.5473
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A THE SAMPLING PROCEDURE FOR COUNT INDEPENDENT VARIABLES

As described in Section 3, our independent variables have count data type. Thus, we need to generate
data from distributions for count data, such as Poisson or Zipf distributions with fixed support size of
16. Looking at the histogram of maximum number of code occurrences in Figure 6, we observe that
many codes only occur at most once or twice. Thus, we also generate binary and trinary distributions
from flat Dirichlet distributions. Finally, to make sure that the space is fully spanned, we also generate
samples from Dirichlet distribution with 16 categories. In summary, the dist(s, K) is the mixture of
these five distributions. The parameters of Poisson and Zipf are sampled from x?(1) distribution.

8000

7000

6000

5000

4000

Count

3000

2000

1000

1 3 5 7 9 1 13 15
Maximum Number of Occurrence

Figure 6: Histogram of maximum number of code occurrences.

Let dist(s, K) denotes a discrete distribution with parameter s and given support size K.

Direct X — Y:
1. Sample s ~ x?(2). Generate Px = dist(s, K).
2. Sample Py |x ~ Unif(0, 1) for K times.

3. Compute the 2K -dimensional vector
Pxy(z,y) = [p(1,0),...,p(K,0),p(1,1),...,p(K,1)].

Algorithm 2: Another example of generating the synthetic dataset.

Sampling from the graphical models in Figure 2 is done writing the factorization and sampling
from directed edges and finally marginalization with respect to hidden variables (Wainwright &
Jordan, 2008). The hidden variables are selected to be categorical variables with cardinality selected
uniformly from the integers in the interval [2,100]. The conditional distribution of the hidden
variables is selected to be Dirichlet distribution with all-ones parameter vector.

A.1 EVALUATING THE CAUSALITY DETECTOR

Table 5 show two advantages of the proposed sampling procedure for count data in Appendix A in
comparison to the binary case proposed by Chalupka et al. (2016). First, in the synthetic dataset, the
test error is significantly lower. This is because the size of input to the neural causality detector is
32 compared to 4 for the binary case. Applying the causality detectors to our data, we observe that
the causality scores generated by our sampling scheme has significantly higher correlation with the
mutual information between independent variables and the target label. Figure 10 in Appendix C

11
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Figure 7: Comparison of variable selection in logistic regression via the causal and L, regularizers
on two datsets and two accuracy measures. Note the stability of variable selection by the causal
regularizer as the penalization coefficient varies.

highlights another advantage of the sampling procedure for count data as it is able to identify a larger
portion of the variables as non-causal, which is more inline the expectations. Table 7 in Appendix C
shows that the mutual information identifies V70.0 (Routine general medical examination at a health
care facility) as highly correlated, but the causality detector correctly identifies it as non-causal with
causality score 0.0000.

In particular, in Figure 9, the Spearman’s rank correlation is p = 0.6689 which indicates a strong
correlation. This is intuitive as we expect on average the causal connections to create stronger
correlations. Another consequence of the large correlation makes regularization by the non-causality
scores safer and guarantees that it will not significantly hurt the predictive performance. In Figure
9, we have marked four codes in the four corner of the figure. An example of highly correlated and
causal code we can point out 250.00 (Diabetes mellitus without mention of complication) which is a
known cause of heart failure. Code 362.01 (Background diabetic retinopathy) is an effect of diabetes
—a common cause of heart failure. Code V06.5 (Need for TD vaccination) is an example of neither
causal nor correlated code. Finally, code 365.00 (Preglaucoma) is known for increasing the risk of
heart failure, despite the fact that it is not very correlated with heart failure.

B DETAILS OF THE NEURAL NETWORKS

B.1 NEURAL CAUSALITY DETECTOR ARCHITECTURE

We used a multilayer perceptron with seven layers of size 1024 with rectified linear units as activation
functions. We use batch normalization for each layer. We used adamax for training and early stopping
based on the validation accuracy. Implementation is done in Theano 0.8.

B.2 THE NEURAL NETWORK IN SECTION 2.2

After tuning the parameters of the neural network, we ended up using a multilayer perceptron with
three layers with rectified linear units as activation functions. The embedding dimension was 128
obtained by training GloVe on the entire dataset. We used dropout with rate p = 0.8 and adadelta for
optimization and early stopping based on the validation accuracy. Implementation is done in Theano
0.8.

C QUALITATIVE RESULTS

12
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Figure 10: Distribution of the coefficients generated by the causality detector.
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Under review as a conference paper at ICLR 2017

99860 6290°0 poyroadsun ‘woneururexd aanerado-a1d | +8°CLA
¥8£8°0 ¥890°0 9sLaAsIp AQUPIY JIUOIYD Ul BIWAUY | [7'68T
67290 8890°0 UOT}OJBJUL [RIQIID IM payroadsun ‘uorsn[oo0 A1) [BIqaI1d) | 16'v¢h
86680 6vL0°0 SUBQW JOYI0 Aq pade[dar oA[eA 1IBIH | € EPA
0000°'T 09L0°0 parjonuosun se paje)s jou ‘adA) peygroadsun 1o [1 2d4) ‘wonesrdwos Jo uonuAW JNOYIM SMII[OW $AJQRIT | 00'0ST
S166°0 68L0°0 paywadsun ‘ured 194D | 0S98L
a8rL0 96,00 payroadsun ‘eruownoud [eLiooeg 6C8Y
7€68°0 ¥180°0 uonedIpne[d d1ua3oInau oYM ‘uor3ar requuny ‘stsouds eulds | zO'vTL
L9¢€S0 87800 payoadsun ‘e1preskyoe], 0°S8L
¢C0s0 8960°0 A[eSoworpre) €6y
9160 Y2010 seruAyIsAp orIpred payroads 100 | 68°LTh
06660 ov01°0 pa[jonuodun se pajels jou ‘adA) peyroadsun 1o ] 2dA) ‘suonjelsojiuewl [BUAI YIIM SAAGRL | 0F°0ST
$208°0 €110 payroadsun ‘AyyedoAworpred A1epuodss 6'STY
66660 TLIT0 parjonuosun ‘adA3 pagroadsun 1o ] 2dA3 ‘uoneosrdwod Jo uonuaw JNOYIIM SMI[OW sA3qelq | 20'0ST
S066°0 CLITO payadsun ‘eruauy 6'68¢C
€LYS0 0811°0 ps[[onuosun se pajels jou ‘[odAy spruoan(] 1 ad4) ‘suoneisojruewr orweyyydo yim sAaqeiq | 1S°0ST
0£69°0 €ST1°0 AI911e ATRUO0IOD QATIRU JO SISOIQ[OsOIdYIe ATeuoIo) | 10V
1608°0 (440 (a10A05) AT 93e1S *aseasIp Aoupry druoIy) Y86
68650 8CCl0 $Is payroadsun Jo ss20sqe pue suInR) 6C89
66€9°0 YEET0 uoned1dwod Jo uonuaw Jnoym ‘(s)alrs payroadsun jo (sidninuw) (s)punom uadQ 8'6L8
€rIso €8¢1°0 JOOJpIW pue [997 JO I[N | +1°LOL
61550 LO¥1°0 100J Jo 1red 1910 JO 1[N | ST°LOL
06660 SOPT°0 POYISSBO 2I9YMIS[d JOU ‘UOTIONIISqO ABMITE OTUOIYD) 961
66660 8/¥1°0 1JeI3 10 9AIRBU ‘[9s$aA JO adA) payroadsun Jo S1SOI9[os0IdyIe A18UOIOD) | 00V 1T
S0eL0 CLLTO sonfeuriouqe A101endsar 1O | 60°98L
¥208°0 18L1°0 WISAS Je[NOSBAOIPIED JUIA[OAUT SWwoldWwAS Y10 6'S8L
00001 LT0T0 uone[Lqy emy | 1¢°LCh
16€6°0 00120 (D3] [DDd] weiSorpresonosfa [euriouqe dyoadsuoN | 1€'46L
986°0 10ST°0 payradsun ‘erupAyisAp oepre) | 6°LTh
9¢€6¢°0 029¢°0 Jealq Jo ssoupIoys | S0'98L
100§ A)[Esne)) | JueYIR0)) | uondosoq | opo)

"UOT}OQ[S S[qRLIBA [BSNED 198 UoneZie[n3ar I77 Y)im JUSIOYJe0d UOISsaISaI onsISO[ oy} ST JUSIOYJ09 Y, -a1npadoid dojs-omi ay) yym sopood ¢ dog, :01 9[qeL,



	Introduction
	Methodology
	Causality Detection based on Independence of Mechanisms
	The Causal Regularizer
	Causal Regularizers in Neural Networks

	Experiments
	Data
	Evaluating the predictive preformance of causal regularizer
	Evaluating the causal performance of causal regularizer
	Evaluating the multivariate causal hypotheses

	Conclusion
	The sampling procedure for count independent variables
	Evaluating the causality detector

	Details of the neural networks
	Neural causality detector architecture
	The neural network in Section 2.2

	Qualitative results

