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Abstract

Aspect-level sentiment classification aims at inferring the sentiment polarities of opinion targets for a given sentence. As a sentence might contain multiple sentiment-target pairs, extracting relevant information concerning the given target entity is the main challenge of this task. We try to overcome the challenge from two aspects. First, the attention mechanism is able to focus on the relevant part of the given entity and is well suitable for this task. However, previous attention-based models still suffer from the problem of paying much attention to some sentiment words that are irrelevant to the target. We call this as attention bias problem. To alleviate the biases, in this work, we introduce an adversarial training method to get unbiased attention. Second, we try to enhance the impact of the target from the perspective of word representations. Thus we propose an Embedding-Preserving Gating (EP-Gating) Mechanism. The mechanism dynamically incorporates target-related features into word representations as well as retains original word information. The experimental results on SemEval datasets demonstrate the effectiveness of our model.

1 Introduction

The goal of aspect-level sentiment classification is to identify the sentiment polarities about the target entities that appear in text. Take the first sentence in Figure 1 as an example, the given opinion targets are “food” and “waiter”, the goal is to predict their sentiment polarities, which are positive and negative respectively. One important challenge in aspect-level sentiment classification is how to extract relevant information concerning the target entities and differentiate sentiment polarities towards different targets. We believe that there are two ways to overcome this challenge. One is to apply the attention mechanism, which has shown to be effective in previous state-of-art models. The other is to learn context representations based on relevance to the opinion targets. Our work starts from the above two aspects.

First, the attention mechanism has been widely applied to this task (Wang et al., 2016; Tang et al., 2016b; Ma et al., 2017; Zhang and Liu, 2017; Chen et al., 2017a). Most attention-based models used to feed the sequence of word embeddings into a bi-directional long short-term memory (BiLSTM) layer, then attention weights are computed based on the hidden states of the targets and other words. Despite the attention mechanism has brought significant improvements to aspect-level sentiment classification, there still exists a problem. That is, sentiment words tend to get more attention despite they may be irrelevant to the target entities. As shown in the second sentence of Figure 1, the target word is “drink” and its real sentiment polarity is neutral. However, the sentiment word “friendly” tends to get surprising high attention which may induce the model to output positive polarity. The phenomenon in which attention can’t focus on the really crucial part is also observed in machine translation (Tu et al., 2016) and is called as attention bias problem.

We propose an adversarial framework to alle-
leviate the biases. As mentioned above, attention is calculated based on the sequence of word embeddings. Intuitively, if the word sequence has no preference for sentiment polarity, attention may not be bias to sentiment words. Based on this idea, we consider removing sentiment information from the word embedding layer, which will be fed into a BiLSTM to calculate attention scores. Thus we design a sentiment discriminator. The discriminator learns its parameters by maximizing its classification accuracy. On the contrary, the word embedding layer for attention is optimized to confuse the discriminator to minimize its accuracy.

In the wake of convergence of adversarial training process, the discriminator will fail to distinguish sentiment polarity of the word embedding layer, which means that different sentiment polarities of words lie in a similar region in embedding space and sentiment information has been discarded.

Second, a sentence sometimes contains multiple opinion targets, the contexts of which may express different sentiment information. For example, in the sentence “great food but the service was dreadful!”, there exist different sentiment polarities toward “food” and “service”. When judging the sentiment polarity about “service”, we hope that the sentiment information irrelevant to the target can be filtered. To this end, we propose an Embedding-Preserving Gating (EPGating) Mechanism to learn word representations. The gating mechanism, which can optionally regulate the flow of information, will help to learn word representations based on the relevance to the opinion targets. In the example above, “great” is irrelevant to “service” and its sentiment polarity will be weakened. Intuitively, the gating mechanism may discard some original word information which may be useful for sentiment classification.

To preserve original word information as much as possible, word embeddings are retained in a similar way as the residual connection (He et al., 2016). Instead of conventional summation operation, the concatenation operation is conducted to preserve original word information better. Finally, attention-weighted word representations will be fed into a convolutional neural network.

The main contributions of our paper can be summarized as follows:

- We propose an adversarial architecture to remove sentiment information from the word sequence. The architecture can help to alleviate attention biases brought by sentiment words.
- We propose an EPGating Mechanism to learn target-aware word representations.
- Experimental results on two benchmark datasets demonstrate that our model outperforms the comparative baselines significantly.

2 Related Work

2.1 Aspect Level Sentiment Classification

Traditional supervised learning approaches (Jiang et al., 2011; Kiritchenko et al., 2014) try to define rich handcrafted features to solve aspect-level sentiment classification, which may be labor-intensive. Neural network approaches can automatically learn useful features and are widely used in this task. Especially, recurrent neural networks with attention mechanism (Tang et al., 2016b; Zhang and Liu, 2017; Chen et al., 2017a; Ma et al., 2017) have shown promising results. (Tang et al., 2016b) introduced a deep memory network which utilizes attention mechanism to extract target-related information. (Chen et al., 2017a) improved (Tang et al., 2016b) by combining the results of multiple attentions with a GRU network. (Ma et al., 2017) proposed an interactive attention network to interactively learn attentions in the contexts and targets. We review their models and find that they experience the attention bias problem which may occur when exists multiple sentiment words in a sentence. In this paper, we address this problem via an adversarial training method.

2.2 Adversarial Training

In the NLP community, adversarial training is firstly used for domain adaption (Ganin and Lempitsky, 2015), which aims at learning invariant features with respect to the shift between the source domain and target domain. For a similar reason, it is also employed in style transfer (Fu et al., 2018), NER from crowd annotations (Yang et al., 2018), multi-task learning (Liu et al., 2017; Chen et al., 2017b) and cross-lingual learning (Zou et al., 2018; Kim et al., 2017). Most of them have an additional discriminator used to learn similar distributions in the source and target domains. In our work, we introduce an adversarial training method to alleviate the biases in attention.
3 Model Description

In this section, we try to give a description about the architecture of our model, as shown in Figure 2. For a given sentence \( s = (w_1, w_2, w_3, \ldots, w_n) \) consisting of \( n \) words and an opinion target \( t = (t_1, t_2, t_3, \ldots, t_m) \) consisting of \( m \) words that occur in the sentence \( s \), we assume that the position of \( t \) in \( s \) is \( [p, p + m) \). The goal of our model is to infer the sentiment polarity \( y \) of the target \( t \). The sentiment polarity belongs to the set \( P \) = \{“positive”, “negative”, “neutral”\}.

3.1 Word Embedding Layer

The bottom of our model are two word embedding layers. Like most of the models in NLP tasks, we use pre-trained Glove vectors (Pennington et al., 2014) to get word embeddings. We define \( \mathbb{L} \in \mathbb{R}^{d \times |V|} \) as an embedding lookup table generated by the Glove, where \( d \) is the dimension of vectors and \( |V| \) is the size of the vocabulary set \( V \). We retrieve \( \mathbb{L} \) and acquire word vectors, which are used to initialize the word embedding layer. As clarified in the introduction, sentiment information will be removed from embeddings for attention, so we must use another embedding layer to keep sentiment information for word representations. The two different word embedding layers are defined as \((e_{a1}, e_{a2}, e_{a3}, \ldots, e_{an})\) and \((e_{r1}, e_{r2}, e_{r3}, \ldots, e_{rn})\) respectively.

3.2 Word Representation Network

The word representation network aims at transforming the original embeddings into informative word representations.

**Contextual Layer:** We employ a BiLSTM on top of the embedding layer to get contextualized word representations. The BiLSTM consists of both backward and forward LSTM layers, which help it to make use of past features and future features about sequence at every time step. The BiLSTM layer takes \( e_{ri} \) as input to generate forward hidden state \( \overrightarrow{h_{ri}} \) and backward hidden state \( \overleftarrow{h_{ri}} \).

\[
\overrightarrow{h_{ri}} = \text{LSTM}(e_{ri}); \quad i \in [1, n] \\
\overleftarrow{h_{ri}} = \text{LSTM}(e_{ri}); \quad i \in [1, n] \\
h_{ri} = \overrightarrow{h_{ri}} \oplus \overleftarrow{h_{ri}} \quad (3)
\]

We concatenate \( \overrightarrow{h_{ri}} \) and \( \overleftarrow{h_{ri}} \) to get \( h_{ri} \in \mathbb{R}^{2dh} \), which is the word representation at time step \( i \).

**EPGating Mechanism:** The gating mechanism is used to control the path through which information flows in a network, and has proven to be useful for the RNN. We use the gating mechanism to incorporate target-related information into the word representations dynamically. Gated Tanh Unit, which is one of the effective gating units, is chosen in our model. We compute target-related word representations as:

\[
f_i = \tanh(W_1 \ast h_{ri} + W_2 \ast r^t + b) \quad (4)
\]
\[
s_i = \sigma(V_1 \ast h_{ri} + V_2 \ast r^t + c) \quad (5)
\]
\[
g_i = s_i \otimes f_i \quad (6)
\]

where \( W_1, W_2, V_1 \) and \( V_2 \in \mathbb{R}^{2dh \times 2dh} \), \( b \) and \( c \in \mathbb{R}^{2dh} \) are the weights of the gate. \( \sigma \) is the sigmoid function and \( \otimes \) is the element-wise product between two vectors. \( r^t \in \mathbb{R}^{2dh} \) is the target representation. Similar to previous works (Ma et al., 2017; Chen et al., 2017a), \( r^t \) is obtained by averaging the hidden states of the target:

\[
r^t = \frac{1}{m} \sum_{k=p}^{p+m-1} h_{rk} \quad (7)
\]

Equation 4 conducts an interaction between \( h_{ri} \) and \( r_t \) to generate target-specific features. Equation 5 outputs a vector with values range between 0.0 to 1.0. \( s_i \) can be regarded as the relevance vector between the target and the \( i \)-th word. Based on \( s_i \), we dynamically adjust \( f_i \) to get target-related word representation \( g_i \).

The gating mechanism acts on contextualized feature \( h_{ri} \), it may discard some original word information which might be useful for sentiment classification. To alleviate this problem, we try to incorporate original word embedding \( e_{ri} \) and propose an embedding-preserving mechanism, which conducts a concatenation operation similar to the residual connection between \( g_i \) and \( e_{ri} \) like:

\[
g^c_i = [g_i; e_{ri}] \quad (8)
\]

\( g^c_i \in \mathbb{R}^{2dh+d} \) is the final representation of the \( i \)-th word.

3.3 Adversarial Method for Unbiased Attention

We have clarified that the attention will be bias to sentiment words. However, if the sequence of word embeddings has no preference for sentiment polarity, this problem may be addressed. This
is because that sentiment words can’t be distinguished from other words. Attention can focus on capturing semantic relatedness between the target and its context without being disturbed by irrelevant sentiment words. Thus we propose an adversarial training method to discard sentiment information from the word sequence.

**Adversarial Method:** To achieve the above objective, we design a sentiment discriminator, which is a multi-layer perceptron (MLP) and its parameters are defined as \( \theta_d \). The discriminator is used to classify sentiment polarity of the word embedding layer for attention, whose parameters are denoted as \( \theta_{emb} \). We get input for the discriminator by averaging the embedding sequence \( (e_{a_1}, e_{a_2}, e_{a_3}, \ldots, e_{a_n}) \), which is denoted as follows:

\[
    s_{avg} = \frac{1}{n} \sum_{i=1}^{n} e_{a_i}
\]

The word embedding layer is optimized to confuse the discriminator. Thus we design a loss function based on the Kullback-Leibler Divergence:

\[
    L_{adv1}(\theta_{emb}) = D_{KL}(Q(y|s_{avg}; \theta_{emb}, \theta_d)||P_u)
\]

\[
    Q(y|s_{avg}; \theta_{emb}, \theta_d) \text{ represents the probability distribution which is outputted by the discriminator condition on } s_{avg}. \ P_u \text{ is an equiprobability distribution. } P_u(i) = \frac{1}{3}, \ i \in \{1, 2, 3\}. \ \theta_{emb} \text{ is optimized to minimize } L_{adv1}(\theta_{emb}). \ \text{According to the characteristics of } KL, \ Q(y|s_{avg}) \text{ will be close to equiprobability distribution when } L_{adv1}(\theta_{emb}) \text{ becomes small, which means that the word embedding layer for attention has no preference for sentiment polarity.}

The discriminator learns its parameters by maximizing its classification accuracy. The loss function of the sentiment discriminator minimizes the negative log probability of the sentiment label:

\[
    L_d(\theta_d) = -\log P(y_i|s_{avg}; \theta_{emb}, \theta_d)
\]

**Attention Layer:** \( e_{a_i} \) and \( e_{r_i} \) have gaps in distribution as \( e_{a_i} \) doesn’t keep sentiment information, so we use different LSTM to model them. The hidden states in the LSTM for attention can be generated by:

\[
    h_{a_i} = [\overrightarrow{\text{LSTM}}(e_{a_i}), \overleftarrow{\text{LSTM}}(e_{a_i})]
\]

where \( h_{a_i} \in \mathbb{R}^{2d_h} \). The target representation can be calculated in the same way as Equation 7:

\[
    a^t = \frac{1}{m} \sum_{k=p}^{p+m-1} h_{a_k}
\]
For every hidden state, attention layer computes a weight $\beta_i$ which can explicitly reveal the importance of each context word. The process can be described as:

$$f(h_{a_i}, a^t) = \tanh(h^T_{a_i} a^t)$$ (14)

$$\beta_i = \frac{\exp(f(h_{a_i}, a^t))}{\sum_{k=1}^{n} \exp(f(h_{a_k}, a^t))}$$ (15)

where $\beta_i \in \mathbb{R}$.

As $L_{adv1}(\theta_{emb})$ is optimized, the discriminator will misclassify sentiment polarity of the word embedding layer. This is because different sentiment polarities of words lie in a similar region in embedding space. However, similar word embeddings may make attention weights of different context words become similar to each other. To ensure diversified distribution for attention weights, we minimize the regularization term to enforce the uniqueness:

$$L_{adv2}(\theta_a, \theta_{emb}) = H(P_{atten})$$ (16)

Denote $\theta_a$ as the parameters of the attention layer. $P_{atten}$ represents the distribution of attention ($\beta_1, \beta_2, \ldots, \beta_n$) and $H(P_{atten})$ is the entropy of $P_{atten}$.

### 3.4 CNN Classifier

The sentiment polarity of a target is usually determined by some key phrases. We choose CNN as our classifier as it’s useful for extracting n-gram features. To produce final feature $f_{cnn}^i$ for CNN, we weight word representation $g^i_c$ with attention $\beta_i$, namely $f_{cnn}^i = \beta_i g^i_c$. We then use a convolutional layer and a max-pooling layer to process $f_{cnn}$:

$$c_i = \text{relu}(W_{conv}[f_{cnn}^{i-1}, f_{cnn}^i, f_{cnn}^{i+1}] + b_{conv})$$ (17)

$$z = \text{maxpooling}(c_1, c_2, \ldots, c_n)$$ (18)

where $i \in [1, n]$, $W_{conv}$ and $b_{conv}$ are parameters of the convolutional kernel. Finally, $z$ is fed into a softmax layer to predict sentiment polarity of the target. The cross-entropy loss function is given below:

$$L_c(\theta_c, \theta_{emb}) = -\log P(y_i | z; \theta_c, \theta_{emb})$$ (19)

where $\theta_c$ is the parameter of the whole model except $\theta_{emb}$ and $\theta_d$.

### 3.5 Training Objective

The objective functions we mentioned above include two parts. $L_c(\theta_c, \theta_{emb})$ is for the target sentiment classification. $L_{adv1}(\theta_{emb})$ and $L_{adv2}(\theta_a, \theta_{emb})$ are for getting unbiased attention via adversarial training. The final loss function is defined as:

$$L_{total}(\theta_c, \theta_{emb}) = L_c + \lambda(L_{adv1} + L_{adv2})$$ (20)

where $\lambda$ is a hyperparameter to control the influence of the adversarial loss. The discriminator and other parts of the model are trained alternately to minimize $L_d(\theta_d)$ and $L_{total}(\theta_c, \theta_{emb})$ respectively. Another phenomenon we found is that the discriminator converges faster than other parts, thus we train the discriminator every $D_{step}$ epoch, $D_{step}$ is a hyperparameter to set.

### 4 Experiments

#### 4.1 Experimental Setting

**Dataset Settings:** We conduct experiments on two datasets: REST14 from SemEval2014 task4 (Pontiki et al., 2014) and REST15 from SemEval2015 task12 (Pontiki et al., 2015). These datasets contain lots of user reviews and each review associates with a list of opinion targets and corresponding sentiment polarities. Following the previous works (Tang et al., 2016b; He et al., 2018), we remove samples with conflicting polarity in the datasets. After preprocessing, statistics of the final datasets are given in Table 1.

**Hyper-parameters:** We randomly select 20% of the training data as the development set to tune hyperparameters. We train the network for 200 epochs and select the best model according to the performance on the development set. The final hyperparameters are selected when they produce the highest accuracies on the development set. Finally, the dimension of word embeddings (from Glove) is set to 300 and the dimension of the BiLSTM hidden vectors is 100. The convolutional

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Pos</th>
<th>Neg</th>
<th>Neu</th>
</tr>
</thead>
<tbody>
<tr>
<td>REST14 Train</td>
<td>2,164</td>
<td>807</td>
<td>637</td>
</tr>
<tr>
<td>REST14 Test</td>
<td>728</td>
<td>196</td>
<td>196</td>
</tr>
<tr>
<td>REST15 Train</td>
<td>1,178</td>
<td>382</td>
<td>50</td>
</tr>
<tr>
<td>REST15 Test</td>
<td>439</td>
<td>328</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 1: Statistics of datasets.
kernel size is 3. The weight matrix and bias are initialized by sampling from a uniform distribution $U(-0.01, 0.01)$. To avoid overfitting, we apply dropout on the input word embeddings. Adam with learning rate set to 0.0005 is used for optimizing the models. During our experiments, we found that the dropout rate and $\lambda$ have relatively significant influence on the results. For example, we use the full model to conduct experiments on the development set of REST15. We vary dropout rate and $\lambda$ from 0 to 0.9 respectively. The results are illustrated in Figure 3. Finally, the dropout rate is set to 0.85 for experiments on REST14 and 0.6 for REST15. The hyperparameter $\lambda$ is set to 0.3 for REST14 and 0.1 for REST15. $D_{step}$ is set to 20.

4.2 Compared Methods

To evaluate the effectiveness of our method, our model is compared with the following baselines:

- **LSTM+ATT**: A common BiLSTM with attention mechanism.

- **TDLSTM**: It uses a forward LSTM and a backward LSTM to model the preceding and following contexts surrounding the target, then concatenates the last hidden states from the two LSTMs to classify the sentiment polarity (Tang et al., 2016a).

- **ATAE-LSTM**: It appends the target embedding into each word input vector which is fed into an attention-based LSTM model (Wang et al., 2016).

- **MemNet**: MemNet employs multiple attention layers to select abstractive evidences from memory, the output vector of the last layer is considered as the sentence representation with regard to the opinion target (Tang et al., 2016b).

- **IAN**: IAN uses two LSTMs to model the target and context respectively, then employs interactive attention to get final sentence representation (Ma et al., 2017).

- **RAM**: RAM uses multiple attention layers to extract target-related information from a position-weighted memory, and nonlinearly combine the result from memory with a GRU (Chen et al., 2017a).

- **TMN**: TMN proposes target-sensitive memory networks, which can capture the sentiment interaction between the targets and contexts, to address the target-dependent sentiment problem (Wang et al., 2018).

- **TNet**: TNet is a CNN-based model, it introduces a target-specific transformation component for generating the target-specific word

<table>
<thead>
<tr>
<th>Baselines</th>
<th>REST14 Acc.</th>
<th>REST14 Macro-F1</th>
<th>REST15 Acc.</th>
<th>REST15 Macro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDLSTM (Tang et al., 2016a)</td>
<td>78.00</td>
<td>66.73</td>
<td>76.39*</td>
<td>58.70*</td>
</tr>
<tr>
<td>ATAE-LSTM (Wang et al., 2016)</td>
<td>77.20</td>
<td>-</td>
<td>78.48*</td>
<td>62.84*</td>
</tr>
<tr>
<td>MemNet (Tang et al., 2016b)</td>
<td>80.32</td>
<td>-</td>
<td>77.89*</td>
<td>59.52*</td>
</tr>
<tr>
<td>IAN (Ma et al., 2017)</td>
<td>78.60</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LSTM+ATT</td>
<td>76.83*</td>
<td>66.48*</td>
<td>77.38*</td>
<td>60.52*</td>
</tr>
<tr>
<td>TMN (Wang et al., 2018)</td>
<td>78.79</td>
<td>68.84</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RAM (Chen et al., 2017a)</td>
<td>80.23</td>
<td>70.80</td>
<td>79.98*</td>
<td>60.57*</td>
</tr>
<tr>
<td>TNet (Li et al., 2018)</td>
<td>80.69</td>
<td>71.27</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MGAN (Fan et al., 2018)</td>
<td>81.25</td>
<td>71.94</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LSTM+SynATT+TarRep (He et al., 2018)</td>
<td>80.63</td>
<td>71.32</td>
<td>81.67</td>
<td>66.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ablated models</th>
<th>REST14 Acc.</th>
<th>REST14 Macro-F1</th>
<th>REST15 Acc.</th>
<th>REST15 Macro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM+ATT+CNN</td>
<td>80.00</td>
<td>70.75</td>
<td>82.67</td>
<td>63.42</td>
</tr>
<tr>
<td>LSTM+AdvATT+CNN</td>
<td>81.25</td>
<td>73.00</td>
<td>82.92</td>
<td>65.11</td>
</tr>
<tr>
<td>LSTM+ATT+EPGating+CNN</td>
<td>80.63</td>
<td>72.11</td>
<td>83.04</td>
<td>66.20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Full model</th>
<th>REST14 Acc.</th>
<th>REST14 Macro-F1</th>
<th>REST15 Acc.</th>
<th>REST15 Macro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM+AdvATT+EPGating+CNN</td>
<td>80.98</td>
<td>71.73</td>
<td><strong>83.17</strong></td>
<td><strong>68.09</strong></td>
</tr>
</tbody>
</table>

Table 2: The performance comparisons of different methods on the two datasets. The results with * are retrieved from (He et al., 2018). The rest of the baseline methods are retrieved from the original papers. The best result of each dataset is in bold.
represents. Besides, TNet designs a context-preserving mechanism to preserve the original contextual information from the RNN layer (Li et al., 2018).

- **MGAN**: MGAN leverages both the coarse-grained and fine-grained attentions to compose the multi-grained attention network (Fan et al., 2018).

- **LSTM+SynATT+TarRep**: It represents the target as a weighted summation of aspect embeddings and proposes an attention mechanism that encodes the syntactic structure of a sentence (He et al., 2018).

To investigate the impact of the EPGating mechanism and unbiased attention independently, we develop other ablated models. LSTM+ATT+CNN is our proposed baseline. It uses a BiLSTM to generate a representation vector for every context word, the representations weighted with common attention are fed into a CNN network. Based on this model, we add the gating mechanism and unbiased attention. LSTM+ATT+EPGating+CNN denotes the model where the EPGating mechanism is added based on LSTM+ATT+CNN. LSTM+AdvATT+CNN denotes the model where common attention is replaced by the unbiased attention via adversarial training and other parts remain the same as LSTM+ATT+CNN.

<table>
<thead>
<tr>
<th>Loss function</th>
<th>Acc</th>
<th>Macro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_{total}$ w/o $L_{adv1}$</td>
<td>82.04</td>
<td>63.39</td>
</tr>
<tr>
<td>$L_{total}$ w/o $L_{adv2}$</td>
<td>82.04</td>
<td>64.04</td>
</tr>
<tr>
<td>$L_{total}$</td>
<td>82.92</td>
<td>65.11</td>
</tr>
</tbody>
</table>

Table 3: Experimental results of the ablated adversarial loss on the REST15.

<table>
<thead>
<tr>
<th>Models</th>
<th>Acc</th>
<th>Macro-F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAC+Gating</td>
<td>81.92</td>
<td>64.81</td>
</tr>
<tr>
<td>LAC+EP</td>
<td>82.67</td>
<td>64.12</td>
</tr>
<tr>
<td>LAC+EPGating</td>
<td>83.04</td>
<td>66.20</td>
</tr>
</tbody>
</table>

Table 4: Experimental results of the embedding-preserving mechanism and the gating mechanism on the REST15.

### 4.3 Overall Performance Comparison

The performance of aspect-level sentiment classification is evaluated using Accuracy and Macro-F1, which are widely used in previous works (Fan et al., 2018; Li et al., 2018; Chen et al., 2017a; He et al., 2018). The experimental results are shown in Table 2. Based on the table, we have the following observations:
(1) MGAN outperforms other attention-based baselines since it utilizes the fine-grained attention. It not only considers to learn the attention weights on context towards the aspect but also considers to learn the weights on aspect words towards the context.

(2) CNN layer can bring significant improvements to this task. Compared with ATAE-LSTM, IAN, TMN and LSTM+ATT, which don’t use CNN layer, LSTM+ATT+CNN achieves better results on both accuracy and macro-F1 scores for the two datasets. This is because that the sentiment polarity of a target is usually determined by some key phrases. CNN layer can effectively extract informative n-gram features, which means it can capture not only word-level but also phrase-level information.

(3) LSTM+AdvATT+CNN outperforms the baseline LSTM+ATT+CNN by 1.25% and 0.25% for accuracy, 2.25% and 1.60% for Macro-F1. This demonstrates that our model can benefit from unbiased attention.

(4) LSTM+ATT+EPGating+CNN can outperform the baseline LSTM+ATT+CNN by 0.63% and 0.37% for accuracy, 1.36% and 2.78% for Macro-F1, which can verify the effectiveness of the gating mechanism.

(5) The adversarial attention and the EPGating mechanism are not always complementary. For example, LSTM+AdvATT+CNN achieves better performance compared to using the full model on REST14.

4.3.1 Analysis of Unbiased Attention

In our model, we try to get unbiased attention using the adversarial training method. The adversarial loss includes two parts. \( L_{\text{adv}} \) is for removing biases toward sentiment words. As \( L_{\text{adv}} \) tends to assimilate word embeddings, we use \( L_{\text{adv}} \) to ensure diversified distribution for attention weights. To verify the necessities of \( L_{\text{adv}} \) and \( L_{\text{adv}} \) respectively, we conduct experiments for ablated adversarial loss on REST15. As shown in Table 3, the experiment with \( L_{\text{total}} \) outperforms the experiment only with \( L_{\text{adv}} \) by 0.88% for accuracy and 1.07% for Macro-F1, and outperforms the experiment only with \( L_{\text{adv}} \) by 0.88% for accuracy and 1.72% for Macro-F1. In order to understand how unbiased attention contributes to the model’s performance, we pick some test examples from the full model and the ablated model without unbiased attention (LSTM+ATT+EPGating+CNN).

Figure 4 shows the visualized attention results. For the sentence in Figure 4(a), the target word is “drink”. However, the common attention model also assigns a relatively high weight to the sentiment word “friendly”, which actually is used to modify the opinion target “staff”. Eventually, this sentence is misclassified as positive polarity. As shown in Figure 4(a), the problem is corrected in the AdvATT model. Figure 4(b) shows a similar phenomenon, where the common attention model pays much attention to the irrelevant sentiment word “dreadful”.

4.3.2 Analysis of EPGating Mechanism

The gating mechanism is used for extracting target-related features and the embedding-preserving mechanism is used for preserving original word information. In this section, we try to verify their necessities respectively. As shown in Table 4, LAC+EPGating achieves the best performance. Specifically, LAC+EPGating outperforms LAC+EP by 0.34% for accuracy and 2.08% for Macro-F1, and outperforms LAC+Gating by 1.12% for accuracy and 1.39% for Macro-F1. Experimental results demonstrate that the embedding-preserving mechanism and the gating mechanism can both contribute to word representations.

Conclusion

We propose two mechanisms, namely unbiased attention and the EPGating mechanism, to make full use of target-related information for aspect-level sentiment classification. First, we re-examine the drawbacks of previous attention-based models and find that the attention mechanism often suffers from the problem of paying much attention to sentiment words. To make the attention focus on the really crucial part for the target, a novel adversarial training method is used to get unbiased attention. Second, we propose an EPGating mechanism to learn target-aware word representations. The gating mechanism adjusts the word representations based on relevance to the targets, thus target-related sentiment information can be enhanced. Experimental results on two benchmark datasets from the SemEval-Task demonstrate the effectiveness of unbiased attention and the EPGating mechanism.
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