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Abstract

Given samples from a group of related regres-
sion tasks, a data-enriched model describes ob-
servations by a common and per-group individual
parameters. In high-dimensional regime, each pa-
rameter has its own structure such as sparsity or
group sparsity. In this paper, we consider the gen-
eral form of data enrichment where data comes
in a fixed but arbitrary number of tasks G and
any convex function, e.g., norm, can character-
ize the structure of both common and individual
parameters. We propose an estimator for the high-
dimensional data enriched model and investigate
its statistical properties. We delineate the sam-
ple complexity of our estimator and provide high
probability non-asymptotic bound for estimation
error of all parameters under a condition weaker
than the state-of-the-art. We propose an itera-
tive estimation algorithm with a geometric con-
vergence rate. Overall, we present a first through
statistical and computational analysis of inference
in the data enriched model.

1. Introduction

Over the past two decades, major advances have been made
in estimating structured parameters, e.g., sparse, low-rank,
etc., in high-dimensional small sample problems (Donoho,
2006; Candes & Tao, 2010; Friedman et al., 2008). Such esti-
mators consider a suitable (semi) parametric model of the re-
sponse: y = ¢(x, B*)+w based on n samples {(x;, y;) }7",
and 3* € RP is the true parameter of interest. The unique
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aspect of such high-dimensional setup is that the number
of samples n < p, and the structure in 3*, e.g., sparsity,
low-rank, makes the estimation possible (Tibshirani, 1996;
Candes et al., 2006; Candes & Recht, 2009). In several real
world problems, natural grouping among samples arises and
learning a single common model 3 for all samples or many
per group individual models Bys are unrealistic. The middle
ground model for such a scenario is the superposition of
common and individual parameters 3o + 3, which has been
of recent interest in the statistical machine learning com-
munity (Gu & Banerjee, 2016) and is known by multiple
names. It is a form of multi-task learning (Zhang & Yang,
2017; Jalali et al., 2010) when we consider regression in
each group as a task. It is also called data sharing (Gross &
Tibshirani, 2016) since information contained in different
group is shared through the common parameter 3y. And
finally, it has been called data enrichment (Chen et al., 2015;
Asiaee et al., 2018) because we enrich our data set with
pooling multiple samples from different but related sources.

In this paper, we consider the following data enrichment
(DE) model where there is a common parameter 3 shared
between all groups plus individual per-group parameters 3
which characterize the deviation of group g:

Ygi :¢(xgi»(ﬁ3+/6;))+wgi» g€ {17~~-7G}> (1)

where ¢ and ¢ index the group and samples respectively.
Note that the DE model is a system of coupled superposi-
tion models. We specifically focus on the high-dimensional
small sample regime for (1) where the number of samples
ng for each group is much smaller than the ambient di-
mensionality, i.e., Vg : ny < p. Similar to all other high-
dimensional models, we assume that the parameters 3, are
structured, i.e., for suitable convex functions f,’s, fg(ﬁg)
is small. Further, for the technical analysis and proofs, we
focus on the case of linear models, i.e., ¢(x,3) = x 3.
The results seamlessly extend to more general non-linear
models, e.g., generalized linear models, broad families of
semi-parametric and single-index models, non-convex mod-
els, etc., using existing results, i.e., how models like LASSO
have been extended (e.g. employing ideas such as restricted
strong convexity (Negahban & Wainwright, 2012)).

In the context of Multi-task learning (MTL), similar mod-
els have been proposed which has the general form of
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Ygi = X0 (BT, + B3,) + wgi where By = [B11, ..., Bic]
and By = [Ba1,...,B2¢| are two parameter matrices
(Zhang & Yang, 2017). To capture relation of tasks, different
types of constraints are assumed for parameter matrices. For
example, (Chen et al., 2012) assumes B; and B» are sparse
and low rank respectively. In this parameter matrix decom-
position framework for MLT, the most related work to ours
is the one proposed by (Jalali et al., 2010) where authors
regularize the regression with ||B1 /1,00 and ||Bz||1,1 where
norms are p, g-norms on rows of matrices. Parameters of B
are more general than DE’s common parameter when we use
fo(Bo) = ||Bol|1- This is because ||B1 |10 regularizer en-
forces shared support of 37 s, i.e., supp(87;) = supp(3;)
but allows 37; # 37;. Further sparse variation between pa-
rameters of different tasks is induced by ||Bz||1,1 which has
an equivalent effect to DE’s individual parameters where
fq(-)s are l;-norm. Our analysis of DE framework suggests
that it is more data efficient than this setup of (Jalali et al.,
2010) because they require every task ¢ to have large enough
samples to learn its own common parameters 3; while DE
shares the common parameter and only requires the total
dataset over all tasks to be sufficiently large.

The DE model where 3,’s are sparse has recently gained
attention because of its application in wide range of domains
such as personalized medicine (Dondelinger & Mukherjee,
2016), sentiment analysis, banking strategy (Gross & Tib-
shirani, 2016), single cell data analysis (Ollier & Viallon,
2015), road safety (Ollier & Viallon, 2014), and disease sub-
type analysis (Dondelinger & Mukherjee, 2016). In spite
of the recent surge in applying data enrichment framework
to different domains, limited advances have been made in
understanding the statistical and computational properties
of suitable estimators for the data enriched model. In fact,
non-asymptotic statistical properties, including sample com-
plexity and statistical rates of convergence, of regularized
estimators for the data enriched model is still an open ques-
tion (Gross & Tibshirani, 2016; Ollier & Viallon, 2014). To
the best of our knowledge, the only theoretical guarantee
for data enrichment is provided in (Ollier & Viallon, 2015)
where authors prove sparsistency of their proposed method
under the stringent irrepresentability condition of the design
matrix for recovering supports of common and individual
parameters. Existing support recovery guarantees (Ollier
& Viallon, 2015), sample complexity and [, consistency
results (Jalali et al., 2010) of related models are restricted to
sparsity and /;-norm, while our estimator and norm consis-
tency analysis work for any structure induced by arbitrary
convex functions f,;. Moreover, no computational results,
such as rates of convergence of the optimization algorithms
associated with proposed estimators, exist in the literature.

Notation and Preliminaries: We denote sets by curly V,
matrices by bold capital V, random variables by capital
V, and vectors by small bold v letters. We take [G] =

{0,...,G} and [G]\ = [G] \ {0}.

Given G groups and n, samples in each as
{{xgir Ygi}iZ1 151, we can form the per group de-
sign matrix X, € R™*P and output vector y, € R"s.
The total number of samples is n = Zqul ng. The data
enriched model takes the following vector form:

ye = Xy(B5 + By) +wgy, Vg€ [G]\ (2)

. T T _ .
where each row of X is x,; and w, = (wg1, ..., Wyn, ) is
the noise vector.

A random variable V' is sub-Gaussian if its moments sat-
isfies Vp > 1 : (E|V|?)Y/P < K,,/p. The minimum
value of K is called the sub-Gaussian norm of V', denoted
by [[Vl,, (Vershynin, 2012). A random vector v € R”
is sub-Gaussian if the one-dimensional marginals (v, u)
are sub-Gaussian random variables for all u € RP. The
sub-Gaussian norm of v is defined (Vershynin, 2012) as
IVll,, = supucgos (v, ], For any set V € RP
the Gaussian width of the set ) is defined as w(V) =
Eg [sup,cy (g, u)] (Vershynin, 2018), where the expecta-
tion is over g ~ N (0,1,x,), a vector of independent zero-
mean unit-variance Gaussian.

Contributions: We propose the following Data Enrichment

(DE) estimator ﬁ for recovering the structured parameters
where the structure is induced by convex functions f(-):

G
B=(B5,....B) € argmin %Z Iys — Xg(Bo+ Bo)l3, 3

,,,,, G g=1

st. Vg €[G]: fy(By) < fg(ﬂ;)~

We present several statistical and computational results for
the DE estimator (3) of the data enriched model:

e The DE estimator (3) succeeds if a geometric condition
that we call Data EnRichment Incoherence Condition
(DERIC) is satisfied, Figure 1b. Compared to other
known geometric conditions in the literature such as
structural coherence (Gu & Banerjee, 2016) and stable
recovery conditions (McCoy & Tropp, 2013), DERIC is
a weaker condition, Figure 1a.

e Assuming DERIC holds, we establish a high probability
non-asymptotic bound on the weighted sum of parameter-
wise estimation error, 6, = ﬁg — B as:

G -1

max w(C, N'SP
> [2ela e < n0 (PR S DTN )
g=0

where ng £ n is the total number of samples, v =
max,c(q] n% is the sample condition number, and C, is

the error cone corresponding to 37 exactly defined in
Section 2. To the best of our knowledge, this is the first
statistical estimation guarantee for the data enrichment.
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(a) Structural Coherence (b) Data EnRichment

Incoherence Condition
(DERIC).

Figure 1. a) State of the art condition for recovering com-
mon and individual parameters in superposition models
where C;, = Cone(&y) are error cones and & =
{84f9(B; + 84) < fq(B;)} are the error sets for each parame-
ter 3; € [G] (Gu & Banerjee, 2016) b) Our more relaxed recovery
condition which allows arbitrary non-zero fraction of the error
cones of individual parameters intersect with —Co.

(SC) condition.

e We also establish the sample complexity of the DE
estimator for all parameters as Vg € [G] : n, =
O(w(Cy N'SP™1))2. We emphasize that our result proofs
that the recovery of the common parameter 3y by DE
estimator benefits from all of the n pooled samples.

e We present an efficient projected block gradient descent
algorithm DICER, to solve DE’s objective (3) which
converges geometrically to the statistical error bound
of (4). To the best of our knowledge, this is the first
rigorous computational result for the high-dimensional
data-enriched regression.

2. The Data Enrichment Estimator

A compact form of our proposed DE estimator (3) is:

We denote the cone of the error set as C, = Cone(E,)
and the spherical cap corresponding to it as A, = Cy N

SP~1. Consider the setC = {§ = (61, ..., 6g)T‘6g €Cy},
following two subsets of C play key roles in our analysis:

G
{6 eI lo,ll =1} ©
g=0

>

H

[I>

G
H {aecyg %Hég||2:1}. (10)

=0

Using optimality of B we can establish the following deter-
ministic error bound.

Theorem 1. For the proposed estimator (5), assume there
exist 0 < k < infuey || Xul|3. Then, for the sample
condition number v = maXge(G], 1’1’—:, the following deter-
ministic upper bounds holds:

G
Ng sl < 2ysup,eq wTXu
S0/ 28, < TLRacHL 28

g=0

3. Restricted Eigenvalue Condition

The main assumptions of Theorem 1 is known as Restricted
Eigenvalue (RE) condition in the literature of high dimen-
sional statistics (Banerjee et al., 2014; Negahban et al., 2012;
Raskutti et al., 2010): infyey = [ Xul|3 > & > 0. Here, we
show that for the design matrix X defined in (6), the RE
condition holds with high probability under a suitable ge-
ometric condition we call Data EnRichment Incoherence
Condition (DERIC) and for enough number of samples. For
the analysis, similar to existing work (Tropp, 2015; Mendel-
son, 2014; Gu & Banerjee, 2016), we assume the design

o 1 N
Be arg;mn n ly = XBl3.¥g € [G]: £4(By) < fy (Bg)> 5 matrix to be isotropic sub-Gaussian. !

wherey = (y7,...y5)T e R*, 8= (Bo",...,Bc" )" €
R(G+D)p and
X; Xi 0 0
X 0 Xo .- 0
X=| . . e R™(EHDr  (6)

Example 1. (L;-norm) When all parameters 3ys are s4-
sparse, i.e.,[supp(3; )| = s, by using [;-norm as the sparsity
inducing function, DE (5) instantiates to the spare DE:

. o1 .
Be arg[‘;mnﬁlly —XBl3,Yg € [G] : 1Byl < I1B5 Il (D

Consider the group-wise estimation error §, = ﬁg - By
Since ,@g = B, + 9, is a feasible point of (5), the error
vector d, will belong to the following restricted error set:

&g = {69|fg(ﬂ; +4dy) < fg(ﬁg)}7 g €[G]. ¥

Definition 1. We assume X4; are i.i.d. random vectors
from a non-degenerate zero-mean, isotropic sub-Gaussian
distribution. In other words, E[x] = 0, E[xTx] = I,
and |[x||,, < k. As a consequence, 3o > 0 such that
Vu € SP7! we have E|(x,u)| > . Further, we assume
noise wy; are i.i.d. zero-mean, unit-variance sub-Gaussian
with [egill, < .

Definition 2 (Data EnRichment Incoherence Condition (DE-
RIC)). There exists a non-empty set T C [G]\ of groups
where for some scalars 0 < p < 1 and Apin > 0 the
following holds:

1 Sierni > [l
2. Vi € I, V; € C;, and ¢ € Cp: H& + 60”2 >
Amin([[doll2 + [|0il2)
'Extension to an-isotropic sub-Gaussian case is straightforward

by techniques developed in (Banerjee et al., 2014; Rudelson &
Zhou, 2013).
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Observe that 0 < Apin, p < 1 by definition.

Using DERIC and the small ball method (Mendelson, 2014),
a recent tool from empirical process theory in the following
theorem, we elaborate the sample complexity required for
satisfying the RE condition:

Theorem 2. Let x4;s be random vectors defined in Defini-
tion 1. Assume DERIC condition of Definition 2 holds for
error cones Cys and 7 = Aminp/3. Then, for all § € H,
when we have enough number of samples as ¥g € [G]\ :
ng > my, = O(kSa=5¢72w(A,)?), with probability at
least 1 — e~™min/% ye have infscy ﬁHX(ng > ‘o,
2cqkw(Ag)
) Vg
F"rf‘T‘“ is the lower bound of the RE condition.

3
— M [e] —
where Kpin = minge(g], CYriz — and Kk =

Example 2. (L;-norm) The Gaussian width of the spher-
ical cap of a p-dimensional s-sparse vector is w(A) =
O(v/slogp) (Banerjee et al., 2014; Vershynin, 2018).
Therefore, the number of samples per group and total re-
quired for satisfaction of the RE condition in the sparse DE
estimator (7) is Vg € [G] : ng > my = O(s,logp).

4. Estimation Error Bound

Here, we provide a high probability upper bound for the
deterministic upper bound of Theorem 1 and derive the final
estimation error bound.

Theorem 3. Assume xg; and wg; distributed according to
Definition 1 and T > 0, then with probability at least 1 —

o exp (f minge(q [Vgng —log(G + 1), %D we have:

8K?2 44
n g€[G]

w'Xs <

The following corollary characterizes the general error
bound and results from the direct combination of Theorem
1, Theorem 2, and Theorem 3.

Corollary 1. For xg4; and wgy; described in Definition 1 and

T > 0 when we have enough number of samples Vg € |G| :
ng > mg which lead to k > 0, the following general error
bound holds with high probability for estimator (5):

w(Ag) +¢€

5 gl < o MG
g O - mlll\/ﬁ

Example 3. (L;-norm) For the sparse DE estimator of (7),
results of Theorem 2 and 3 translates to the following: For
enough number of samples as Vg € [G] : ng > m, =
O(s4 log p), the error bound of (11) simplifies to:

< ng (maxye(q) sg) logp
> o\ Edglla =0 ; (12)
g=0

Therefore, individual errors are bounded as ||dgll2 =
O(y/(maxye(q s4) log p/ng) which is slightly worse than

log(G+1)+7

(11

Algorithm 1 DICER

1: input: Xy, learning rates (uo, . . .
B =0
output: ,@
fort=1to T do
for g=1to G do

t+1 t
By =ma, (87 +ueX] (vo

, ki), initialization

AN AN

- %, (85" +857)))
end for

X1B§t>
7o BitY = Moy, B + noXq |y - XoBf" - :
Xcﬁg>

8: end for

O(4/sglog p/ng), the well-known error bound for recover-
ing an s -sparse vector from n, observations using LASSO

or similar estimators (Banerjee et al., 2014; Chandrasekaran
et al., 2012; Candes et al., 2007; Chatterjee et al., 2014;
Bickel et al., 2009). Note that max,c(q] 54 (instead of s,)
is the price we pay to recover the common parameter 3.

5. Estimation Algorithm

We propose Data enrIChER (DICER) a projected block gra-
dient descent algorithm, Algorithm 1, where Ilq i is the
Euclidean projection onto the set Qy (dy) = {fy(8) <
fg(B;)} . To analysis convergence properties of DICER,
we should upper bound the error of each iteration.Let’s
51 = 3" — 3* be the error of iteration ¢ of DICER, i.e.,
the distance from the true parameter (not the optimization
minimum, 3). We show that |[§(*) ||, decreases exponen-
tially fast in ¢ to the statistical error |82 = [|3 — 8|2

max (ggkw(Ag +egy/1og(G+ 1) + 7') :

Theorem 4. Let 7 = C'\/log(G+ 1) + b for b > 0 and
wog = w(Ao) —|— w(Ag). For the step sizes of po = O()
and j1y = O(—== ) and sample complexities of Vg € [G] :
ng > QCg(Qw(A ) + 7)2, updates of the Algorithm 1 obey
the following with high probability:

G G
ST o < () Sy 1B 12
g=0 g=0 n
(G+1)/(2K2+1)

v e (e +r).

where r(1) < 1.

Corollary 2. For enough number of samples, iterations
of DE algorithm with step sizes pg = @(%) and pg =
O( \/ﬁTq) geometrically converges to the following with
high probability:

ZG: Ckmaxgeigw(Ag) + Cv/log(G +1) +b
2 f(l —r()

which is a scaled variant of statistical error bound deter-
mined in Corollary 1.

g oo
D915, < ¢
n”gHZ_

13)
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A. Proofs of Theorems

In this Section we present detail proof for each theorem and proposition. To avoid cluttering, during our proofs, we state
some needed results as lemmas and provide their proof in the next Section B.

A.1. Proof of Theorem 1

Proof. Starting from the optimality inequality, for the lower bound with the set H we get:

G 2
1 9 1. 9 Ng
~|Xo|} >~ inf | Xul} (;n5g||2 (14)
q . 2
> 2116
> (X )

a 2
. ’I’Lg ’I’Lg
e 2918
(o 22) (35 e

where 0 < k£ < L infycy | Xull3 is known as Restricted Eigenvalue (RE) condition. The upper bound will factorize as:

G
2 2
ZwTXs < Zsupw’Xu (Z ng||5g||2> , ueH (15)
n N wen Vo
Putting together inequalities (14) and (15) completes the proof. |

A.2. Proof of Proposition 1

Proposition 1. Assume observations distributed as defined in Definition 1 and pair-wise SC conditions are satisfied.
Consider each superposition model (2) in isolation; to recover the common parameter 3 requires at least one group i to
have n; = O(w?(Ay)). To recover the rest of individual parameters, we need Vg # i : ng = O(w?(Ay)) samples.

Proof. Consider only one group for regression in isolation. Note that y, = X, (,8; + B§) + wy is a superposition model
and as shown in (Gu & Banerjee, 2016) the sample complexity required for the RE condition and subsequently recovering

Bj and B is ng > c(maxe(q w(Ag) + vIog 2)*. [ |
A.3. Proof of Theorem 2
Let’s simplify the LHS of the RE condition:

1

Zlxals - (;;;Mxmﬁw)
1 G
> EZZ‘<XQi760+69>|
g=1i=1
1 G ng
> ;Zﬁ”fyo+5g||2zﬂ(|<xgu5o+5g>|25||50+59H2)7
g=1 =1

where the first inequality is due to Lyapunov’s inequality. To avoid cluttering we denote do, = ¢ + 8, where dp € Co and
d4 € Cy. Now we add and subtract the corresponding per-group marginal tail function, Q¢, (dog) = P(|(x, , dog)| > &)



High Dimensional Data Enrichment

where £, > 0. Let §; = ||dog4||2¢ then the LHS of the RE condition reduces to:

G
7 : ng
Jnf fl\thHz = 2 §gQa¢, (dog) (16)
1 &, &
- 525 o Zgg Z [Q2£g (80g) — L(I(xgi; bog)| = 59)]
g=1 =1

= t1(X) —t2(X)

For the ease of exposition we have written the LHS of (16) as the difference of two terms, i.e., t1(X) — ¢2(X) and in the
followings we lower bound the first term ¢; and upper bound the second term t5.

A.3.1. LOWER BOUNDING THE FIRST TERM

Our main result is the following lemma which uses the DERIC condition of the Definition 2 and provides a lower bound for
the first term ¢4 (X):

Lemma 1. Suppose DERIC holds. Let 1)1 = "““p . Forany 8 € H, we have:

Z "¢ Qe (Bog) > vz E 2 4k2) <||50||2+Z o5, ||2>, (17)

which implies that t1(X) = infsey 25:1 REEQae, (00g) satisfies the same RHS bound of (17).

A.3.2. UPPER BOUNDING THE SECOND TERM

Let’s focus on the second term, i.e., to(X). First we want to show that the second term satisfies the bounded difference
property defined in Section 3.2. of (Boucheron et al., 2013). In other words, by changing each of x,; the value of ¢5(X) at
most change by one. First, we rewrite ¢5 as follows:

h(X11s -3 Xk - XGng) =t (X115 -+ Xjky -+ 3 XGng ) = gupg(xu,...,xjk,...,xGnG)
eEH

where g (X11, ..+ Xjks - - s XGng ) = Zf 1223 [Qae, (Bog) — L(|(Xgi, 8og)| > &4)]. To avoid cluttering let’s X' =

{X11,- Xk, .., XGng ;- We want to show that to has the bounded difference property, meaning:

sup |h (X115 Xk - - XGng ) _h(X117-~-aX;‘k7---;XGng) | <¢
X,x].k
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for some constant ¢;. Note that for bounded functions f,g : X — R, we have |supy f — supy g| < supy |f — g|.
Therefore:

;’UP |h (X115 -y Xjky - - XGng) fh(xll,...,x;-k,...,xGnG)|
X

IN

sup sup‘g xn,...,xjk,...,xGnG)—g(xu,...,x;-k,...,x(;nc)|
Xx x OEH

IN

5.
sup sup sup =% (L(|(x)y, dos)| > &) — L(|(X;k, doj)| > &;))
X,x;,c 56’Hx]-k,x;k n

sup sup <
X,x;k_ ScH 1

IN

= S up 160 + 8, 2
N seH
= £ up ollz + 116,12
U=
1 1
()
n o ng

2¢

n

(0 eH)

<

Note that for § € H we have ||dg||2 + 52(|d,4||2 < 1 which results in ||§g|]z < 1 and ||,z < . Now, we can invoke
g9
the bounded difference inequality from Theorem 6.2 of (Boucheron et al., 2013) which says that with probability at least

1—e~7"/2 we have: t2(X) < Eto(X) + T

Having this concentration bound, it is enough to bound the expectation of the second term. Following lemma provides us
with the bound on the expectation.

Lemma 2. For the random vector x of Definition 1, we have the following bound:

9 G
*ESUPZ@ Z Q2¢, (d0g) — 1(|(xgi, bog)| = fg T Z \/>Cgkw (Ag)l19g]l2

A.3.3. CONTINUING THE PROOF OF THEOREM 2

-

Set ng = n. Putting back bounds of ¢1(X) and ¢5(X) together from Lemma 1 and 2, with probability at least 1 — e~ = we
have:

G

o, ol > 3 e A IZ\/fcgkw Moyl - 7=
(a —26)? < n, n T
(=) - ;flﬂﬁ”‘sg“zq Z\/ k4,62~ =
_ PR O ) N
= gz(:)ngH& gll2(¥zéq 2ck% N ) — NG
2ckw(A <
(ry = vrta = 252y = 5 R0, - T
g=0
G
: g _ T
> Hmm; n||5gH2 NG

(6 S H) =  Kmin —

S
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where Kin = argming ¢ (g kg. Note that all £4s should be bounded away from zero. To this end we need the follow sample
complexities:

Vg € [G] : ( 2ck >2w(A )2 n (18)
' Yz€q v
Taking § = & we can simplify the sample complexities to the followings:
Ck®\°
Vg € [G] : (1/11043) w(A)? < ny 19)
Finally, to conclude, we take 7 = \/NKmin/2. [ ]

A.4. Proof of Theorem 3

Proof. From now on, to avoid cluttering the notation assume w = wqy. We massage the equation as follows:

a
ng /
=0 Wy g 2
Assume b, = <X§H:ﬁ’ H;ﬁ> i|lwgll2 and ag = /5£]|d, 2. Then the above term is the inner product of two vectors
a=(ag,...,ag)and b = (by,...,bs) for which we have:
supa’b = sup a’b
acH [|lalli=1
(definition of the dual norm) < ||bllc
= maxb,
g9€[G]
Now we can go back to the original form:
supw’Xs < P o H wgll2 (20)
ser selc) ||wg\|2 H5 ||2
w
< max ||w 2 sup <XT79, u,)
9€(G] . ugecynse-t ° [|wgll2 !
To avoid cluttering we name hg(w,,X,) = lwgll2 supy ca <X§ﬁ, u,) and ey(7) =
g g Wy |2
V(2K? + 1)ng (v,Cgkw(Ag) + €44/10g G + 7). Then from (20), we have:
2 2 2 2
P ( sup w! X > = max /ﬁeg( )) < P < max , /ﬁhg(wg,Xg) > — max , /Eeg( ))
g Ng

n seH n g€[G] n g€[G]

n g€[G]

To simplify the notation, we drop arguments of h, for now. From the union bound we have:

n
— — < P
(n ;Ielaé(] ,/ h > - ;Ielé[ag] . /ngeg(7)> < Z ( > ;Ielaé(] eg(7)>
G
< > P(hy > eg(7))
g=0
< 1 P(h
< (G+ );Iel?é] (hg > €4(7))
2
< oexp (— ;2[121 {Vgng log(G + 1), 2]@})

where 0 = max,c|q) 04 and the last inequality is a result of the following lemma:
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Lemma 3. For x4 and wg; defined in Definition 1 and T > 0, with probability at least 1 —
ﬁ exp (— min [Vgng —log(G + 1), ng—;b we have:
9

g =

wglla sup (XP20m ) < VEEZH Dn (Ghw(Ay) + 6 /log(G+ 1) +7)
Ng u, €A, llwgll2

where 04,14, (4 and €4 are group dependent constants.

A.5. Proof of Theorem 5

Proof. To analysis convergence properties of DICER, we should upper bound the error of each iteration.Let’s () = B() —3*
be the error of iteration ¢ of DICER, i.e., the distance from the true parameter (not the optimization minimum, B). We show
that ||6()||, decreases exponentially fast in ¢ to the statistical error ||8]|2 = |3 — 3% ||2. We first start with the required
definitions for our analysis.

Definition 3. We define the following positive constants as functions of step sizes jig > 0:

Vge[G] : pglpg) = sup v7 (I, — ngZ;Xg)u,

u,veB,
ng(1tg) = g sup vIXT 2
e gveBg I flwgll2”
Vg e [G]\ : égpg) =g  sup fvTXZ;Xgu,

veEBy,ueby

where B, = C, N BP is the intersection of the error cone and the unit ball.
g g

In the following theorem, we establish a deterministic bound on iteration errors ||6ét) |l2 which depends on constants defined
in Definition 3.

Theorem 5. For Algorithm I initialized by 3" = 0, we have the following deterministic bound for the error at iteration
t+1:

G G G

n ng . . 1-pt n
> /26 < ot /BNl + T, > v/ Ergllwsll, 2D
g=0 " g=0 n P g=0 n

where p £ max (po + 25:1 ,/%’qﬁg, maxge(q) {pg + %Z—gqﬁg} )

The RHS of (21) consists of two terms. If we keep p < 1, the first term approaches zero fast, and the second term determines
the bound. In the following, we show that for specific choices of step sizes us, the second term can be upper bounded
using the analysis of Section 4. More specifically, the first term corresponds to the optimization error which shrinks in
every iteration while the second term is constant times the upper bound of the statistical error characterized in Corollary
1. Therefore, if we keep p below one, the estimation error of DE algorithm geometrically converges to the approximate
statistical error bound.

One way for having p < 1 is to keep all arguments of max(- - - ) defining p strictly below 1. To this end, we first establish
high probability upper bound for pg, 774, and ¢, (in the Appendix A.6) and then show that with enough number of samples
and proper step sizes /14, p can be kept strictly below one with high probability.

In the following lemma we establish a recursive relation between errors of consecutive iterations which leads to a bound for
the tth iteration.
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Lemma 4. We have the following recursive dependency between the error of t + 1th iteration and tth iteration of DE:

186D < (po(tg)ISP 2 + & () lwgllz + 64 11g) 168 2)
S by (1ag)
1
185V, < (PO(N0)||5(()t)||2+§o(#o)wo||2+#ozgu g ||6_5f>2>
g=1 9

By recursively applying the result of Lemma 4, we get the following deterministic bound which depends on constants
defined in Definition 3:

G G a a
n n n 1) n
b =S\ < (ot 30\ )16+ 3 (/2200 02} 1690 + 3 M2l
a=0 V" =11 " g=1 " Hg oV
G G
n ¢ n
SO DRY Rl LI PR WY Et 71 PH[E 22)
g=0 g=0

where p = max <p0 + chzl w/%%» max,e(q [pg + 7:;;:2¢4 ) We have:

G
n
b < pb Y
t+1 S Pt+gz:% n§g||wg||2

G
< 0t ()Y 2y
g=0
t—1 ‘ G n
< (p)'hr + <Z(P)Z> Z \/?59”“19”2
=0 =0
G . ! t—1 ‘ G n
= 'Y 18, - Byl + (Zw) 5\l
9=0 i=0 g=0
1_0) < tG Ng | a* 1_(P)tG ng
B =0 < (p QZ:;) ;”ﬂgHQ—"_ 1— ) gz:;) ;59”""9“2

A.6. Proof of Theorem 4
Proof. First we need following two lemmas which are proved separately in the following sections.

Lemma 5. Consider ay > 1, with probability at least 1 — 6 exp (—74(w(Ay) + 7)?) the following upper bound holds:

() =41 2) ]

Py agng ) — 2 Gg+/Tg
Lemma 6. Consider ay > 1, with probability at least 1 — 4 exp (—v4(w(Ag) + 7)?) the following upper bound holds:
1 1 2
() < (1o et 221 5
AgTg g Ng

Note that Lemma 3 readily provides a high probability upper bound for n4(1/(agng)) as
(2K2 +1) (Cokw(Ag) + €gvI0g G + T) /(ag\/Tig).
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1 .
Ngag

G
S By < ZIIB o L2y [ (e ) Wl 25)
g9=0 g=0

Starting from the deterministic form of the bound in Theorem 5 and putting in the step sizes as p, =

where

p(a07 ,aG) = max ( ( ) Z ¢g (ngag) ;2?(};(] Po (nga_(J) - \/;,U,g ¢9 (ngag)> <

Remember the following two results to upper bound pys and ¢4s from Lemmas 5 and 6:

P (aglng) < 1 {(1 ) +V2¢, (Eg\/)jq, wp. 1 —6exp (—y(w(Ay) +7)?)

¢g( L ) < ;(Hcogwo\;niT), w.p. 1—4dexp (—g(w(Ay) +7)2)

Agng g

A

First we want to keep pg + Zngl %gbg of (26) strictly below 1.

1 G n 1
= E -9
Po (aon) + n % <aqng
g=1 E

S~
IN

1 1 Qwo + T
“(1-= 2
(- a) vt

ag
1E 2 /n wog + T
il ()
2 imagVon Ng
Remember that a;, > 1 was arbitrary. So we pick it as a, = 2,/ <1+Cogw“g )/b where b, <
2 (1 + cogq w\gqﬁ ) (because we need a, > 1) and the condition becomes:

() + z (A [(RE S PRV A IESA D ST

We want to upper bound the RHS by 1/6 which will determine the sample complexity for the shared component:

2w(Ag) + 7 < ng
ﬁcoT < ag (1 - ; by | +1 (27)

Note that any lower bound on the RHS of (27) will lead to the correct sample complexity for which the coefficient of || Jét) Il
(determined in (26)) will be below one. Since ag > 1 we can ignore the first term by assuming max,e(c), by < 1 and the
condition becomes:

+7
2¢2(2 2 can—=9opt [ (4 Wog
n > 2¢5(2w(Ao) +7)°, Vg € [G]\ : a4 7\ g + cogq S ,

g
ap>1,0< by <2 aa 1+cogw0g+7- , max by <1,
Ng /Mg IS

which can be simplified to:

n > 2c2(2w(Ag) +7)% a0 > 1, (28)

Vg € [G]\ 1 ag = ngl\/j<1+COgWOg;T> ,0<b, <1
g Vg
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Secondly, we want to bound all of pg + pig /:—g % terms of (26) for pg = oy

1 f 1 1 / 1
Pg ( ) + ﬁﬂ(ﬁq ( ) = g ( ) + &@(bg ( ) (29)
Nglg Ng fig Nglg Ngag n ag Nglg

1 1 2

= = [(1—) \[cg wQ_FT}
2 ag ag\/Tg
2

+ — ng<1+cogwog+T>
ap ' n Mg

<1

P 2
Vae, e T g [Pet (g Woa T (30)
g ,/ng g n aop g ‘/ng

Remember that we chose a, = 21)(;1 [ (1 + cog w\"/gniT) . We substitute the value of a, by keeping in mind the constraints
- E g h g

by 1:

)

The condition becomes:

for the b, and the condition reduces to:

2w, + T 4 wo + T 2
2 g < d, == 1-— 1 g 31
V2e,—L—— a Vg, dg:=ag+ bao( +c e ) (31

for d, > 0. Note that any positive lower bound of the d, will satisfy the condition in (31) and the result is a valid
sample complexity. In the following we show that d, > 1.We have ag > 1 condition from (28), so we take ag =

0g+T

2
4dmaxge(q), (1 + cog Wm ) and look for a lower bound for d,:

dy > ag;+1-b,7" (32)

+7 _
o=t 1 (4 Wog 1_p. -1
g ng ( + Cog g + g
_ n Wog + T
1+bt ]2, /— (1 g —1 33
0% { ”g( + cog VALY ) ] &3

The term inside of the last bracket (33) is always positive and therefore a lower bound is one, i.e., d; > 1. From the
condition (31) we get the following sample complexity:

(ay from (28))

ng > 203(20.)9 +7)? (34)

2
Now we need to determine b, from previous conditions (28), knowing that ag = 4 maxge(q], (1 + cogq “’\0/”%7) . We have
0 < by < 11in(28) and we take the largest step by setting b, = 1.

Here we summarize the setting under which we have the linear convergence:
n > 2cd (2w(Ao) +7)°, Vg € [G]\ : ng > 2c2(2w(A) +7)?

2
B wog+7> B n < wongT)
apg =4 max (1+¢ sa, =2, /—1+¢ 35)
0 9€[G]\ ( 09 Vg g \/ ng . N

1 1 1 wog +7) "
an x 2./nn 1+ cog n
—— YA

Ho = 3 Mg =

Now we rewrite the same analysis using the tail bounds for the coefficients to clarify the probabilities. To simplify the
notation, let r, = % {(1 — —) +v/2¢, 2“’(“4 HT} and ryo = % (1 + cog “%T) and 7o(7) = ro1 + Zle \/ 27 go
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and ry(7) =141 41/ 2222 o

Basically r is an instantiation of an upper bound of the p defined in (26) using a4s in (35).

T2, Vg € [G]\, and r(T) = maxye(g) 4. All of which are computed using a,s specified in (35).

We are interested to upper bound the following probability:

G G 2
P <Z @H(Séﬂrl)”z > T‘(T)tz EHB*HZ 4 (G+1)\/(2K?%2 +1) <Ck maxw(Ag) +7’>>

g=o V" gV I (L=r(r))vn g€[G]
G G
n 1—(p)t n 1
< Pl Y/ 2Bl + Do/ Lng w2
( pry S L L—=p gV Ngag
G
G+1)/(2K?+1)
> ¢ g 8¢ + ( kmaxw(Ay) +7
< Pp=r(r)
G
1 1 (G+1)y/(2K%2+1)
Pl — —_— > k 36
(1 2V (e lal = I (Gt 40 69
where the first inequality comes from the deterministic bound of (25), We first focus on bounding the first term P (p > r(7)):
P(p>r(r))

1 “ I 1 1 o 1
- (max <p0 <7mo) ! ; ng)g <ng%> ’;Iel?c}v'{] & (ngag> " \/:grug¢g (nga9)> - ;E?C}v'(] T(T)>
Jzno) +328 (o () + oo () =)
N —1 I NgQg Ng Hyg NgQg
1
|:P (Pg (ngag> = 7"91) <¢g (ngag) = r!ﬂ)}

IN

=
/N

)

o
A/~
: |

INA

=]
N

>

o
VRS

S‘H —
g &
N——— N—
vV +
= @

S [
N———

_|_
Ma

=]
VRS

-

<)

IN
(e
<
N
)

Q
N
-
S~
\Y

=

A
~——
+

Do
[]e
=
//~
<

Q
TN ~—
S
QQ —_
)
S~
V

=

Q

[\v]
S~

g9=0 g=1
G
< Zﬁexp Ag) +1)%) +224exp (=79 (w(Ag) +7)%)
g=1
2 2
< 6(G+1)exp ( Vgnel[lg]( w(Ag) +7) ) + 8G exp ( 7938\(w(Ag) +7) )
< 14(G+1)exp <—’y min (w(Ag) + ’7')2> (37)
9€(G]

Now we focus on bounding the second term:

Ly 1 (G+1)y/(2K2+1)
P <1_p ;J\/@ng (ngag) lwgll2 = ) (gkgfel%w(flg) + T))

G
< P<1 . pZan( )wg|2 Z\/ (2K2 +1) ((ghw(A ))

G
< P (Zmng (n - ) w2 > Zv (2K2 + 1) (Gghw(A >> +P(p>r(r))
=0 999
G
< 32 (v () oyl = VERT+ T Ghel4,) +T>) FP(p = () G®)
=0 999
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Focusing on the summand of the first term, remember from Definition 3 that 774 (pg) =
[G] and a4 > 1:

1
ay SWves, V' Xy i 9 €

P (wg||2 sup VTXZ T

veby

2
H2 (2K2 + 1)ng (Cohw(Ag) + 7')) < ogexp (— min [z/gng, 7773—']{2}) 39)

where we used the intermediate form of Lemma 3 for 7 > 0. Putting all of the bounds (37), (38), and (39) back into the (36):

2
04(G+1)exp (— min (min {Vgng, 77;62]>) +28(G + 1) exp < v min (w(Ay) + 7—)2)
9

9€[G] 9€(G]

42
. . 2
< wvexp Lrg[lél] <— min |:Vgng —log G, y(w(Ag) + )7, ngkz} )}

where v = max(28,0) and 7 = minge (g vy and 7 = ¢ + max(e,7~/?)/log(G + 1) where € = k maxe[¢ 74. Note
that 7 = ¢t + C'/log(G + 1) increases the sample complexities to the followings:

n > 2cy (2w (Ag) + C+/log(G + 1) —|—t) Vg € [G]\ 1 ng > 2¢5(2w(Ag) + C/log(G + 1) + t)?

and it also affects step sizes as follows:

-2
1 ) wog + Cy/log(G+1) +t
1+ oy y g =

lo = — X min
VALY

dn  g€[G)\

<1+C wog + C/log(G+ 1)+
Og
Vg

B. Proofs of Lemmas

Here, we present proofs of each lemma used during the proofs of theorems in Section A.

B.1. Proof of Lemma 1

Proof. LHS of (17) is the weighted summation of £,Qa¢, (80g) = [|00g||26P(|(X, , dog/ [ d0g |2} > 2&) = [|0g |26 Q2¢ (1)
where £ > 0 and u = do4/||d04||2 is a unit length vector. So we can rewrite the LHS of (17) as:

G

Z —2£4Qa¢, (d0g) Z 9|80 + 8,26 Qae (w)

With this observation, the lower bound of the Lemma 1 is a direct consequence of the following two results:

Lemma 7. Let u be any unit length vector and suppose x obeys Definiton 1. Then for any u, we have

(o —26)*
> ) 4
Que(w) > = (40)
Lemma 8. Suppose Definition 2 holds. Then, we have:
el
an”60 + 6 HQ mm (Gn||60||2 + ZTLZ”(S ||2> 5 Vi € [G] : (Si S CL (41)
1=1
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B.2. Proof of Lemma 2

Proof. Consider the following soft indicator function which we use in our derivation:

0, Is| <a
bals) = § (Is] —a)/a, a<|s|<2a
1, 2a < |s|

Now:

]EsupigZ Qa¢, (80g) — 1(|(xgis Gog)| > &y)]

[Ggl i=1

= ]ESUPng Z (I{xgi; B0g)| = 28¢) — L(|(xgi, bog)| = &y)]

[Ggl i=1

< ]EsupZEgZ Ebe, ((x,80g)) — e, ((Xgi, d0g))]
ic) g=1 i=1
el ng
< 2Esup» &Y egithe, ((Xgir Sog))
Jte) g—1 i=1
< QEsupzzegz ng,50g

Glg 14=1

where €4, are iid copies of Rademacher random variable which are independent of every other random variables and
themselves. Now we add back % and expand doy = 0o + d,:

2 2 = 2
EE sup g Zegz Xgi, 00g) = EE sup Zei<xi,5o> + nE sup ZZegl Xgi, 0
J[G]EC [G] g=1i=1 80€Co i—=1 5[(; \EC[G]\g 1i=1
2 1 n
g
= E sup Z( €;Xi,00) + sup eglxg1,6g>
\/’ﬁ 80€Co i=1 \/’ﬁ f 5[G \EC G]\
2 n
— — — _ 9
(ng :=n, €p; := €9,X0; :=%;) = —=E sup egzxg“&g)
\/ﬁ 6[G GC[G] g=0
g

1 2
(h, := €4iXgi) = —=E sup v/ =2 (hy, 6,)
! \/”g; e vn 5[G]€C[G1gzo
2
(A, eC,nsP ) < —
n

sup 1/ 2(hgy, 8,)]8,]2
Si61€AG] 4 Z !

IN

S g
iMea 1
?

Note that the hy; is a sub-Gaussian random vector which let us bound the [E sup using the Gaussian width (Tropp, 2015) in
the last step. |
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B.3. Proof of Lemma 3
Proof. To avoid cluttering let hy(w,, X [ ngHg SUPy, e A, (xF Hw o JUg), eg = (ghw(Ay) + €gv/1ogG + 7,

where s, = ,/%\/(ZKQ + 1)ng.

n
P (hg(wg, Xg) > egsg) = P hg(wg, Xy) > egsg’\/ *ngH2 > 59) P( *”“-’gHZ > 59) (42)

n
P ,/n—uwgnz S5, ) 4 (hg<wg,xg> > ey, ,/;nwgnz <s)
g g

w
sup  (XT——2_ u,) >e
u,€C,NSP—1 g ngll?’ I I

IA

IA
=
€
<
I°H
v
o
=
(V]
+
=
SN—
+
g
7~

< P (||wg||2 > /(2K2 + l)ng> + sup P ( sup <XgTv,ug> > eg>

vesp—1 uy,€CyNSP—1L

Let’s focus on the first term. Since wy consists of i.i.d. centered unit-variance sub-Gaussian elements with [[wgl|,,, < K,

ng is sub-exponential with |[wg||,, < 2K 2. Let’s apply the Bernstein’s inequality to [lw, |3 = 31, wgz

) 72 T
P (|||wg||§ — E||wg||§’ > T) < 2exp (—1/9 min [4K4ng’ 2}(,2})

We also know that E|jw, |3 < n, (Banerjee et al., 2014) which gives us:

. 72 T
P (lwgllz > v/, +7) < 2exp (_Vg min [Mn MD
Finally, we set 7 = 2K?n:

2

G+D exp (—vgng + 1log(G + 1))

P(||wg||2> <2K2+1>ng) < 2exp(—vyny) =

Now we upper bound the second term of (42). Given any fixed v € SP~1, X,V is a sub-Gaussian random vector with
|HX§VH’¢2 < C,k (Banerjee et al., 2014). From Theorem 9 of (Banerjee et al., 2014) for any v € SP~! we have:

2
t
Pl su Xvu > vgCokw(Ag) +t | <myex —()
<u9629< 9> g ( 9) > g p( egCngbg )

where ¢ = supy, ¢ 4, [[u,]|2 and in our problem ¢, = 1. We now substitute ¢ = 7 + €51/log(G + 1) where ¢, = 0,C,k.

ugeA, €g

2
.
Tg €Xp (—logG— (W) )
2
T exp [ — -
G+1) ( (%@k))

2
]P’( sup (X v, ug) > v,Cokw(Ay) + €5/log(G + 1) +T> < myexp | - <T+6g log(G + 1))

IN

IN
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Now we put back results to the original inequality (42):

P(hg(wg, > ‘/niq/ (2K2 4+ 1)ng x (’UQC kw(Ag) + €g1/10g(G + )+T)>
og 72
G+ 1) exp | —min [vyng — logG—l—l)W

%9 log(G + 1 72
G+ exp | —min |vgng —log(G + 1), 2k:2

IN

IN

where 04 = my + 2, (g = v4Cy, g = 04C,. |
B.4. Proof of Lemma 4
Proof. We upper bound the individual error ||6§t+1) |l2 and the common one ||6((,t+1) ||2 in the followings:
165 V)2 =185+ = Byl
= (mq, (ﬂ_ff) + 1oX7 (vo = Xy (85" + B ))) B;
2
(Lemma 6.3 of (Oymak etal., 2015)) = |, _(g: (ﬂfj) + g XT (yg - X, (8" + 5_5,0)) - ﬁ;)
' 2
= e (o9 X (v~ 80+ ) ~ X, 85 -+.85) + X, (85 55)))
2

= ||, (550 1o X7 (wy = X, (80 + 5;0)))

(Lemma 6.4 of (Oymak et al., 2015)) < ||TI, (55” + X7 (wg — X, (63 + 55”)))

2

2

(Lemma 6.2 of (Oymak et al., 2015)) <  sup v (59 + 11X (wy = X, (8 + 55”)))

veCyNBP
(Bg=C4NBP) = vséllls) vl (éét) + ,ngg (wg - X, (6(()t) + 65”)))
< Sélp v (I — ,ngTX )5(t) + g sup vIxXT g Wq t+ Hyg Sélé) VTXTX 5
veB, v
< |I89] sup v (I, — pgXIX )u+ug||wg||2 sup v X7 b’
2 u,veB, vEB, H"“’QHQ

+ uglld ) sup  —vTXIX,u

veBy,uehy

= g6 12 + &g (g)lwgll2 + (1) 16512

So the final bound becomes:

188 < pg (g6 |12 + €4 (1g)lwyllz + b (1) 1812

(43)
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Now we upper bound the error of common parameter. Remember common parameter’s update: (()HU =
(vi =X (85" +51"))
HQfo (()t) + ,lLng
(o — X (B +BG))
1 *
1862 = 185~ B3l
G
t ¢ X
— ||, (ﬁé> + 10 X5 (g — X (81 + Bf,”))) -6
g=1 2
G
(Lemma 6.3 of (Oymak etal., 2015)) = ||Iq, _(s:} (ﬂff) +po Y X7 (yg ~ X, (8" + B )> _ ,33>
g=1 2
a
= e (6 0 S0 (X080 + )
g=1 2
€]
(Lemma 6.4 of (Oymak et al., 2015)) < ||Il¢, (Jét) + 1o Z X7 (wg - Xg(é,gt) + 65”)))
g=1 2
G
(Lemma 6.2 of (Oymak et al., 2015)) < sup v’ <6ét) + 1o Z XgT (wg — Xg(éét) + 65“)))
veBy _
g=1
€] G
< sup v (I—po Z X;Xg)éét) + po sup v7¥ Z X! w,
veBy g=1 veBy g=1
G
+ o sup 7VTZX§Xg5§t)
veBy g=1
< 5(t) T I— XTX TXT wo
< 11607ll2 sup v (I— poXg Xo)u+ po sup v' X llwoll2
u,veBo veBy l[woll2
G
+ o sup  —vIXIXguyl|6]
g—1 vg€EBy,uy B,
= By (11g)
< polpo) 185712 + €olpo) lwollz + a0 3 =2 = 167 2 (44)
g

g=1

To avoid cluttering we drop i, as the arguments. Putting together (43) and (44) inequalities we reach to the followings:

A

18840 < pll6P |2 + Egllwglz + Bl 657 |12

A

G
¢
16571l < p0||5(()t)||2+§0||w0||2+M02f||5§t)|\2
g

g=1

B.5. Proof of Lemma 5
We will need the following lemma in our proof. It establishes the RE condition for individual isotropic sub-Gaussian designs
and provides us with the essential tool for proving high probability bounds.

Lemma 9 (Theorem 11 of (Banerjee et al., 2014)). For all g € [G], for the matrix X, € R™9*? with independent
isotropic sub-Gaussian rows, i.e., ||xgill,, < k and Elxgix};] = L the following result holds with probability at least
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1 —2exp (—74(w(Ay) + 7)?) for T > 0:

w(Ay) +71 w(Ay)+7
Vug € Cg i ny <1 —Cg \/gn— > ||ugH§ < HXgugH% <ng (1 t¢g \/gn— Hug”g
g g

where ¢4 > 0 is constant.

The statement of Lemma 9 characterizes the distortion in the Euclidean distance between points u, € C; when the matrix
X,/ng is applied to them and states that any sub-Gaussian design matrix is approximately isometry, with high probability:

1
(1 —a)lluy)3 < ;lngugllg < (14 a)|[ugll3
g9
w(Aq)

Vg
Now the proof for Lemma 5:

where o = ¢4

Proof. First we upper bound each of the coefficients Vg € [G]:

pg(ig) = su% v (I —,quTX)
u,ve

We upper bound the argument of the sup as follows:

vi(Ig — pXP X )u = Z[u+v (I pgXIX)(u+v) = (u—v)" (I p, XIXg)(u—v)]
1
= L et v gl )13 — = I g X (= ) )
1 2
(Lemma 9) < 4[ 1 — pgng —cgu}(A";L)gH-))Hu—i-VHz
2w(Ay) +
S A ree)
1 1 2
(=) 4[( ) vl = = vl ¢, 22 (s vl + = )
2w(Ag) + 7
< 2 S i VIS W)
[( =2Vl +e, P ]

where the last line follows from the triangle inequality and the fact that |u + v||2 + [[u — v||2 < 2v/2 which itself follows
from ||u + v||3 + |[u — v||3 < 4. Note that we applied the Lemma 9 for bigger sets of A, + A, and A, — A, where
Gaussian width of both of them are upper bounded by 2w(.A,). The above holds with high probability (computed below).
Now we set :

vT (1, - aglngxgxg)u < % Kl — g) +V2¢, ég\)ﬁ”} (45)

To keep the upper bound of p, in (45) below any arbitrary § < 1 we need ny, = O(b*(w(Ay) + 7)) samples.

Now we rewrite the same analysis using the tail bounds for the coefficients to clarify the probabilities. Let’s set pg =

aone g = 3 ( ) + V2¢, M and name the bad events of ||X,(u+ V)| < n, (1 - cg%> and
Xy(u—=v)|3>n, (1 + cg%> as & and &, respectively:

Plpg > dg) < Plpg > dg[=E1,~E2) + 2P(E1) + P(E2)
Lemma9 < 0+ 6exp(—y,(w(Ay)+7)%)

which concludes the proof. n
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B.6. Proof of Lemma 6

Proof. The following holds for any u and v because of || X (u+ v)||3 > 0:

1
—vIX{X4u < 3 (IXgull5 + [[X4vI3) (46)
Now we can bound ¢, as follows:
bolng) =pg  sup  —vTXIXgu < L2 sup [ Xulf + sup [X,v]l3 (47
veBg,ueby ’ 2 uehy veB,
So we have:
1 1 1
Py — | — sup [[Xyul5 + — sup [X,v[3 (43)
Agng 2aq4 \ ng ueB, Ng veB,
1 2
ag 2,/ng
( ax(@(Ao),w(Ay)) < — (14 g, T
w = max(w w e C
Og 0/ g = ag O0g \/TTg

where cpy = max(co, ¢g).

To compute the exact probabilities lets define s; :=

w(Ag)+T1
7\/7

P(gy > sg4)

w(Ag)+w(Ag)+27
1 (1 + cog A W(L— )
w(Ag)+7
Vg
P(gg > s¢[=E1)P(—&1) +P(&1) (49)

dexp (=g (w(Ay) +7)?)

) and name the bad events of

n%, SUpuep, Xqull3 > 1+ co and SqueB 1Xg V||2 >1+¢ as &1 and &, respectively.

IAINCIA

B.7. Proof of Lemma 7

Proof. To obtain lower bound, we use the Paley—Zygmund inequality for the zero-mean, non-degenerate (0 < a <
E|(x,u)|,u € SP~!) sub-Gaussian random vector x with lIxll,, < & (Tropp, 2015).

(o= 2°

@og(u) 2 4ck?

B.8. Proof of Lemma 8

Proof. We split [G]\ — Z into two groups J, K. J consists of ;’s with [|d;2 > 2|[dg[|2 and £ = [G]\ —T — J. We use
the bounds

Amin([[0ill2 + [[doll2) ifi€T
|60 + dill2 > < [10:]12/2 ifieJ (50)
0 ifi e

This implies
Zn1”50 + 8if|2 > Z 7”5 2 +)‘mmznz [8:]l2 + [|dol|2)-

ieJ €T
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Let Ss = > ;cg nill0il|2 for S = 7, 7, K. We know that over C, ||d;]|2 < 2||dol|2 which implies Sk = D, 14|02 <
23 e nilldollz < 2nf|dol|2. Set bz = min{1/2, Aninp/3} = Aminp/3. Using 1/2 > 1z, we write:

\%

e
Zni\\5o+5i||2 > 1/)ISJ+)\minZni(H5i||2+||50||2>
i=1

i€l

\%

(Sk < 2nlldoll2) > ¥zS7 + YSk — 2¢zn||doll2 + (Z ni) Amin|[00(|2 + Amin ST

i€l

()\min Z ’(/}I)

Y

Y1(S7 + Sz + Sk) + ((Z nz) Amin — 21#1”) [[60]l2-

i€l

Now, observe that, assumption of the Definition 2, > sez i = pn implies:

(Z nz) /\min - len Z (ﬁ>\min - 2¢I)n Z wIn-

i€T
Combining all, we obtain:

G G
Zmlléo + 0ill2 > ¥z(Sz + Sz + Sk + [|dol2) = bz (nl|doll2 + an||61”2)

i=1 i=1



