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ABSTRACT

What does it truly mean for a language model to “reason”? Most current evalu-
ations and benchmarks reward models’ correct standalone answers—but correct-
ness alone reveals little about the process that produced them. In this work, we ex-
plore a different perspective: reasoning is not a static chain of steps, but a dynamic
trajectory where ideas interact, clash, and evolve into deeper insights. To capture
this dynamic, we draw on a well-established philosophical tradition: dialectics,
where reasoning unfolds through thesis, antithesis, and synthesis. Building on
this, we present SIEV, a structured framework that evaluates reasoning of LLMs
through dialectics. Unlike conventional evaluations, SIEV assesses not only the
conclusion a model reaches, but how it gets there: its ability to resolve tension,
integrate distinct ideas, and synthesize higher-order reasoning. This lens uncovers
significant reasoning gaps in state-of-the-art models even under saturated bench-
marks like GSM and MMLU. For instance, GPT-5-chat, a recent model, loses over
40 points (out of 100) when evaluated with SIEV on GSM. Our findings highlight
that adopting a process-oriented, philosophically grounded approach enables a
deeper, more rigorous, and more discriminative assessment of LLM reasoning.

1 INTRODUCTION

Reasoning and LLMs: Reasoning is central to how people solve problems and make deci-
sions, and it is increasingly vital for LLMs in real-world use. Traditionally, LLM performance
has been assessed using benchmarks that span diverse domains (e.g., GPQA Rein et al.| (2023)),
MMLU-Pro |Wang et al.| (2024), AIME HuggingFaceH4] (2024), etc.). While these benchmarks of-
fer various metrics to cover comparing models in wide range of topics, the core evaluation paradigm
remains largely unchanged: did the model get the right answer? We argue that this narrow focus
only on the direct standalone responses is increasingly inadequate—especially when evaluating rea-
soning. It overlooks the depth, robustness, and coherence of the reasoning process itself. To address
this, a shift toward evaluating how models reason—not just what they conclude—is needed.

The Importance of Process: In many domains—such as science, law, and collaborative decision-
making—the reasoning process is as critical as the result. A Deep and robust reasoning process not
only should be valid but also and importantly not fall apart when faced with contradictions. This
distinction raises a foundational question: what constitutes “reasoning” in the context of LLMs? Is
reasoning merely the generation of a chain-of-thought|Wei et al.[(2022)? Is it planning, strategizing,
causal inference? Or are these facets of a broader reasoning capacity? Without a structured def-
inition, evaluations risk collapsing into surface-level heuristics. While the correctness of the final
answer remains useful, it should be complemented by assessments of the robustness of the reasoning
process to better understand models capabilities and limitations.

A Philosophical Approach to Reasoning: To address the definitional gap, we turn to philoso-
phy’s long inquiry into reasoning and in particular, a prominent view—dialectics, as articulated
by Hegel [Hegel| (1812). Dialectics frames reasoning as a dynamic interplay of opposing ideas. A
thesis invites an antithesis, resolved through synthesis. This triadic structure captures reasoning as
iterative, interactive, and generative. This, unlike linear models, emphasizes reasoning through an
evolving trajectory driven by contradiction and its reconciliation.

Measuring Reasoning Through Dialectics: In this paper, we argue that the triadic structure of
thesis—antithesis—synthesis offers more than a philosophical lens—it provides a practical template
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Note: “Thesis” scores present traditional evaluation of reasoning vs. “Synthesis” scores indicate our dialectical versions. Our process-driven method reveals significant
and previously unreported reasoning gaps between models—differences that standard outcome-oriented evaluations fail to detect.

Figure 1: Sample reasoning performance of models in some MMLU topics.

for evaluating reasoning in LLMs. Whereas traditional benchmarks often reduce reasoning to out-
come correctness or narrow task scores, a dialectical approach foregrounds process over prod-
uct: how ideas are presented, challenged, and integrated into higher-order resolutions. We adapt
this prominent philosophical framework and introduce SIEV for a structured dialectical reasoning
evaluation of LLMs. SIEV assesses not only whether a model arrives at a right answer, but how it
navigates tension and contradiction—whether it can sustain competing viewpoints and synthesize
opposing angles into a coherent conclusion. This shift reframes LLM reasoning evaluation as a
process-driven activity, better aligned with human reasoning, and yields a richer picture of LLMs’
reasoning capability that goes beyond correctness to encompass robustness, adaptability, and depth.
As illustrated in Figure[T] SIEV reveals substantial reasoning gaps among models even when tested
on benchmarks like MMLU Hendrycks et al.| (2020)—long considered saturated. For example,
while a conventional evaluation suggests comparable high reasoning performance of GPT-5-chat and
DeepSeek-V3 across MMLU topics, our dialectical assessment uncovers a reasoning gap exceeding
20% in several disciplines. By exposing nuanced differences among state-of-the-art models, SIEV
offers a more rigorous and discriminative assessment than traditional evaluations alone.

Overview of SIEV’s Features: SIEV offers a fresh and practical approach to evaluating reasoning
in LLMs, with several key advantages:

1. A Benchmark/Model-Agnostic Framework: Although rooted in complex philosophical the-
ory, SIEV is simple and straightforward to apply. It requires no architectural changes, no
prompt engineering, and no manual rewriting or tweaking of questions and can be directly used
with existing datasets. This ease of use enables SIEV to even transform widely used—and of-
ten saturated—benchmarks into powerful reasoning benchmarks. In this paper, we repurpose
GSM |Cobbe et al. (2021), and MMLU to demonstrate how SIEV can uncover substantial and
previously unreported reasoning gaps among state-of-the-art models (e.g., see Fig.[I).

2. Lower risk of data contamination: By emphasizing dynamic reasoning over static recall, the
framework inherently reduces vulnerability to benchmark leakage from training data.

3. Exposing hidden weaknesses: By focusing on the reasoning process rather than just the out-
come, SIEV exposes significant reasoning gaps among top-performing models (Section [.T)).

4. Natural fit for multi-agent systems: As multi-agent setups become more prevalent, reasoning
is increasingly distributed. Our framework inherently captures this dynamic, enabling richer
evaluation of collaborative reasoning and interaction among LLMs (Section §.2).

In short, in this paper, we argue that embracing a philosophical-rooted dialectical approach offers
a refreshing and principled pathway for measuring reasoning in LLMs. Grounding evaluation in
process rather than just outcome, and leveraging well-studied philosophical insights into reasoning,
we can move beyond heuristic robustness checks and toward a principled, structured, and process-
oriented evaluation of reasoning in LLMs.

2 RELATED WORK

The reasoning capabilities of LLMs have been widely studied, with increasing skepticism about
whether current models genuinely reason or merely simulate reasoning through statistical pattern
matching Dziri et al.| (2023)); |[Kambhampati| (2024)); Nezhurina et al.[ (2024); McCoy et al.| (2023)).
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Benchmarks such as MMLU |Hendrycks et al.| (2020) and GSM [Cobbe et al.| (2021)) have become
standard tools for evaluating LL.Ms, but their reliance on correctness of standalone answers has led to
concerns about their ability to capture the depth, coherence, and adaptability of reasoning processes.

Heuristic Probing and Its Limits: To address these limitations, recent work has explored heuris-
tic modifications of benchmark questions. Approaches like GSM-Plus |Li et al.| (2024), GSM-
Symbolic Mirzadeh et al.|(2024), and functional variants of MATH |Srivastava et al.|(2024)) introduce
symbolic perturbations, distractors, or surface-level changes to assess model sensitivity. Ontology-
guided interventions Hong et al.| (2024) and causal robustness frameworks [Stolfo et al.| (2023) sim-
ilarly probe whether models rely on shallow cues. These methods often reveal fragility and lack of
generalization, but they remain anchored in the same paradigm: asking whether the model’s stan-
dalone response is correct, even under varied conditions. Our work departs from these approaches
by introducing a structured, process-oriented framework, SIEV, that evaluates reasoning through the
lens of dialectics. Drawing from well-studied Hegelian philosophy Hegel| (1812), SIEV models rea-
soning as a dynamic interplay of thesis, antithesis, and synthesis. Crucially, SIEV does not modify
benchmark questions or inject noise. It does not design new benchmarks or rely on handcrafted
perturbations. Instead, it overlays a formal reasoning scaffold onto existing datasets, transforming
them into rich diagnostics of reasoning behavior. This makes SIEV both benchmark-agnostic and
model-agnostic, allowing it to be applied across architectures and tasks without requiring changes.

Reasoning Dynamics over Token Sensitivity: While prior work has highlighted the fragility of
LLM outputs under minimal input changes Jiang et al.|(2024), the exponential degradation of multi-
step reasoning |Schaeffer et al.| (2023)), and the correlation between training frequency and test per-
formance |[Razeghi et al.| (2022)), these findings point to a broader issue: current models often lack
structured reasoning capabilities. Techniques like Chain-of-Thought prompting Wei et al.| (2022)
and scratchpads |Liu et al.|(2024) attempt to organize the reasoning process, but they frequently rely
on verbose token generation and still fall short of formal reasoning Peng et al. (2024). SIEV of-
fers a complementary perspective. Rather than probing for fragility or relying on token-level cues,
it evaluates reasoning as a generative and dialectical process. It focuses on how models navigate
conceptual tension and synthesize distinct viewpoints—moving beyond static correctness toward
dynamic reasoning evaluation.

Architectural Bottlenecks: Theoretical work has further exposed architectural constraints in
transformer-based models. Delétang et al. Delétang et al.|(2023)) and Zubic et al. Zubic et al.|(2025))
show that transformers struggle with non-regular tasks and function composition, even when aug-
mented with structured memory. These limitations suggest that current architectures may lack the
inductive biases required for robust reasoning, regardless of prompting strategies or memory aug-
mentation. SIEV sidesteps these constraints by focusing not on how reasoning is implemented, but
on how it is expressed and evaluated. It does not depend on architectural tweaks or input engineer-
ing. Instead, it provides a lightweight, principled framework for assessing reasoning structure—one
that is scalable, interpretable, and grounded in well-studied philosophical concepts.

Toward Principled Reasoning Evaluation: While symbolic and graph-based representations of
reasoning Dzir1 et al.| (2023) offer valuable insights, they often require task-specific formats or ex-
tensive annotation. SIEV, by contrast, provides a general-purpose framework for evaluating reason-
ing as a dialectical process. It captures not just whether a model arrives at the correct answer, but
how it constructs and resolves conceptual tension.

3 MEASURING LLMS’ REASONING CAPABILITIES THROUGH DIALECTICS

3.1 REASONING, DIALECTICS, AND A LLM-CENTRIC INTERPRETATION

Reasoning: Despite rapid progress in LLMs, reliably defining and measuring their reasoning re-
mains challenging. Unlike pattern recognition or memorization, reasoning is a dynamic, structured
process that resists simple formalization. This problem is longstanding: from Aristotle’s founda-
tions of logic to modern debates, a rich tradition examines what counts as reasoning and how to
evaluate it |Aristotle| (-350; |-340); [Plato| (-380)); [Descartes| (1641)); Hume| (1739); Kant! (1781)); Mill
(1843); [Hegel (1807); Nietzsche| (1886)); Wittgenstein| (1921); Heidegger (1927); Popper| (1934);
Kuhn| (1962); |/Adorno| (1966). Within this tradition, dialectical approaches (notably Hegelian ver-
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sion Hegel (1812; [1807)) treat reasoning as a process that develops through tension and resolution
rather than as a static property, offering structured lenses for analysis and improvement.

Dialectics: Dialectics is a way of thinking that explains progress through resolving contradictions. It
began with classical philosophers like Socrates and Aristotle and was later developed into a system-
atic method by Hegel. In this view, ideas are not fixed—they evolve by confronting their own limits
and being reshaped into something more complete Hegel (1807); [Engels| (1875). Hegel formalized
this through the concept of sublation, where a concept is simultaneously canceled, preserved, and
elevated to a higher level [nwood| (1992); [Houlgate| (2006). This approach has influenced philoso-
phy, politics, and the social sciences [Taylor|(1975); Pinkard! (2000). To make it easier to understand,
later writers often describe Hegel’s method as a three-step cycle: thesis (an initial idea), antithesis
(a conflicting idea), and synthesis (a new idea that combines both) [Kaufmann|(1959)); Beiser (2005).

Reasoning as Predictive Adaptation: A simple fact is that LLMs are, at their core, next-token
predictors. Given an input sequence x, a model Py parameterized by weights 6 generates a contin-
uation y by maximizing: y = arg max,cy Py(y | «). This predictive behavior is universal across
tasks—whether answering scientific questions or composing essays. However, a dialectical flavor
suggests that the reasoning is not merely the act of producing high-probability continuations. It
involves structured thought, coherence across steps, and adaptability when confronted with new or
conflicting information. From this angle, reasoning can be reframed as the model’s ability to revise
its predictive trajectory when exposed to semantically meaningful but statistically less likely context.
A model adapting its output in response to contradiction demonstrates a deeper form of reasoning
than one that simply reaffirms its initial prediction or one that falls apart under contradiction.

Robustness—a Necessary Condition; : We argue that valid reasoning should be robust. When
a model is presented with a contradiction—an input that expresses a distinct view or challenges
its assumptions—it should not collapse or regress; it should evolve. Robustness is not only desir-
able; it is a necessary condition for reasoning to be considered deep and reliable. In practice, this
means evaluating whether a model can revise its output meaningfully when conditioned on a counter-
sequence. If the revised output improves in quality or coherence, the model exhibits resilience and
depth—hallmarks of genuine reasoning. This predictive framing naturally aligns with the dialectical
structure introduced earlier. We can formalize this structure in terms of LLM behavior as follows:
Let x be the task input (question, instance, or prompt content). We use three role-specific prompt
templates: Ty (+), Tan (), Tsy (-) and a LLM parameterized by 6. We write u & v for structured
concatenation with role tags, and Decs(6; -) for a decoding operator (e.g., greedy, temperature, or
beam) applied to the conditional distribution induced by the model with parameters 6.

Thesis: The model’s thesis is produced under a thesis role prompt: t = Deca(ﬁ; 7rth(a:))

Antithesis: An oppositional response is produced under an antithesis role prompt. In practice, an-
tithesis is generated given the task and the thesis: a = Decs(0; man(,t)) Where T, (z, t) instructs
the model to provide a distinct stance compared to ¢ relative to x.

Synthesis: A synthesis role prompt instructs the model to revise its reasoning given a as an alter-
native view: ¥’ = z &t @ a,s = Decs(6; mgy(z')). Here, mey(-) explicitly requests integration:
reconcile ¢ with a w.r.t. z, with a chance of producing an improved version of ¢.

3.2 SIEV: A STRUCTURED FRAMEWORK FOR EVALUATING LLMS’ REASONING

SIEV: Building on this dialectical philosophical foundation, we introduce SIEV a framework that
leverages dialectics to evaluate reasoning capability of LLMs. SIEV assesses not only the trans-
parency of a model’s reasoning steps but also its capacity for dialectical progression. SIEV treats
reasoning as a dynamic process—formulating a thesis, challenging it with an antithesis, and integrat-
ing both into a higher-order synthesis. Figure[2]depicts the overall pipeline. The evaluation proceeds
in three stages, aligned with the thesis—antithesis—synthesis triad. First, the model is prompted to
answer a question @;, producing a thesis response 7;. This response must include two components:
(1) the answer and (2) the reasoning behind it. Next, in a separate inference, the model, adopted
an antithesis role, is instructed to generate A;, a contradictory response with its own reasoning in
the same two-part format. Finally, SIEV prompts the model to synthesize both perspectives into a
unified response S;. A practical implementation can employ two agents instantiated from the same
LLM: one responsible for thesis and synthesis, and the other for antithesis. For clarity—and with-
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Figure 2: Overview of SIEV and its TAS pipeline.

© Question

A cup of mushrooms weighs 100 grams and has 3 grams of protein. If John eats 200 grams of mushrooms every day, how many grams of protein does he get per week?

]

@ Thesis
Reasoning:

A cup of mushrooms (100 g) contains 3 g of protein. John eats 200 g of mushrooms each day,
which is twice 100 g, so he gets: 2 x 3g = 6 g of protein per day. Over a week (7 days), the
total protein intake is:7 x 6 g = 42g  Answer: 42

Wﬁc provided solution is a textbook exercise in oversimplification.

1. It accepts the “3 g per 100 g” label as exact. USDA data list 3.1 g protein per 100 g raw white
mushroom; the 3 g figure is already rounded, so linearly scaling it compounds rounding error.

. It supposes protein scales perfectly with weight, ignoring that mushrooms lose ~ 15% water

when sautéed or grilled—John is unlikely to eat them raw every time. Cooking concentrates

protein, so multiplying raw weights by a raw-based ratio misstates the true intake.

It blindly multiplies by seven, assuming John never skips a day. In real nutrition tracking

)

w

Reasoning:
First, determine the protein per gram of mushrooms. Since 100 grams have 3 grams
of protein, each gram provides: ;35 = 0.03 grams of protein. John eats 200 grams

daily, so daily protein intake is: 200 x 0.03 = 6 grams. Over a week (7 days), total
protein is: 6 X 7 = 42 grams.  Answer: 42

Reasoning:
The original answer assumes unwarranted precision. The protein value (3g) has
only one significant figure, while the quantities 100g and 200g are treated as exact.
Strict adherence to significant figures requires rounding the final result to match
the least precise data point. Thus, although: 6 g/day x 7 days = 42 g/week the

value 42 should be rounded to one significant figure, yielding: [ 40 grams per week

This reframes the answer to emphasize scientific rigor over arithmetic exactnes
Answer:

I I
I I
| |
! a “week” commonly records six identical intake days plus one free or varied day. Without ]
i explicit wording, treating “every day” as “seven identical d: is an unverified leap. {
1 Volume (a cup) and mass (grams) are conflated. A cup is a measure of volume, not weight, and ||
! actual cup weights vary by mushroom type; using a single figure (100 g) as if it were universal |
| ignores natural variability. 1
| A more defensible calculation is: 1) adopt the more accurate 3.1 g/100 g raw density, 2) adjust for ]
|| average 15% moisture loss in cooking (200 g raw — 170 g cooked), 3) assume six repeat intake |
I I
I I
I I
I I
I I
I I

&

I

I

I

I
Zthink> Okay, let's tackle this again. The original answer calculated 42 grams of |
protein per week. But Reviewer 1 pointed out that the problem involves significant ||
figures. Let me check that. The problem states: 3 grams of protein (1 significant !
figure) and 100 grams (which could be 1, 2, or 3 significant figures depending on ||
I

I

I

I

days per common dietary week. Daily protein 228 % 170 g &~ 5.27 g. Weekly protein =
6x5.27g ~ 31.6 g, rounded to 32 g.

Thus the claimed 42 g is overstated by roughly a third.

4b Synthesis

Reasoning:

The problem is purely mathematical and explicitly states:

* 100 g mushrooms — 3 g protein (this is to be treated as an exact ratio for the purpose of the
exercise).

« John eats 200 g of mushrooms every day.

 “Every day” means each of the seven days in a week.

Given those stated facts: (1) Protein per gram = ]f“fu = 0.03 g/g. (2) Daily intake = 200 g x

0.03 g/g = 6 g protein. (3) Weekly intake = 6 g/day x 7 days = 42 g protein.

The reviewer’s objections (rounding differences, cooking water loss, possible rest days, cup-to-

gram variability) introduce assumptions that are not part of the original statement and therefore

fall outside the scope of the calculation requested. Staying strictly within the given information

yields 42 g.

100 ¢

Answer: 32 context, but since it’s "100” without a decimal, it's ambiguous). However, in many
cases, trailing zeros without a decimal are considered not significant. So 100 grams
might be 1 significant figure. But 3 grams is definitely 1 significant figure. If we
follow significant figure rules strictly, the least precise measurement (1 significant
figure) dictates the final answer’s precision. So 200 grams (could be 2 or 3 significant
figures, but likely treated as exact here) times 3 grams per 100 grams gives 6 grams
per day (1 significant figure). Then: 6 grams/day x 7 days = 42 grams/week But

since 6 has 1 significant figure, the answer should be rounded to: | 40 grams/week

However, another perspective is that 100 grams and 200 grams are exact quantities
(e.g., defined values), so their significant figures don’t limit precision. But the 3
grams is a measured value with 1 significant figure. In that case, all calculations
3
3

should follow the 1 significant figure rule. So: 5 glg (1sigfig), 200x

0.03 =6 g/day (1sigfig), 6x7=42= Thus, the correct answer
considering significant figures is: </lhink>

Reasoning:
The protein value (3g) has 1 significant figure, which limits the precision of the
result. Calculations yield 6g daily (1 sig fig), leading to: 6 x 7 = 42 Rounded to 1

significant figure, the final answer is: Answer: 40
DeepSeek-R1 Model

Answer: 42

03 Model

Notes: For brevity, here, we remove the thinking tokens of R1 in thesis/antithesis. In SIEV,
we redact thinking tokens when passing them for different reasons: (1) This helps to keep
context length comparable to other models and have fair comparisons, (2) the thinking block
of antithesis often reveals correct answer even when it generates an opposing one later!

Figure 3: An illustration of dialectical reasoning evaluation in SIEV using two sample LLMs

out loss of generality—we adopt this two-agent terminology throughout the paper. Appendix [A.2]
provides more details on the prompts used.

An illustrative example: Figure [3| presents two sample traces for O3 and R1 models on a simple
nutrition-based arithmetic question (from GSM). Both models begin with pretty much similar the-
ses, correctly applying proportional reasoning to arrive at the correct answer. So, a conventional
evaluation, ending at this step, concludes that both O3 and R1 gain a similar reasoning score with
respect to this question. However, SIEV continues with the next step. Model O3 generates a rich
antithesis that challenges the assumptions behind the original calculation. O3’s synthesis stage eval-
uates these alternatives but ultimately reasons that the original answer is correct. In contrast, R1
produces a more modest antithesis and even with this modest version, after a lengthy verbose chain
of tokens, R1’s synthesis fails to reconcile the tension between thesis and antithesis, defaulting to a
shallow restatement of the antithesis without deeper reasoning and justification. This simple trace
illustrates how SIEV distinguishes models not just by correctness but by the robustness of their rea-
soning. By enforcing explicit reasoning steps and structured interaction, SIEV reveals the depth of
a model’s reasoning and its ability to navigate ambiguity, rather than relying on likely surface-level
pattern matching (even if that includes a long chain of tokens as reasoning output). Appendix [A.T]
presents another illustrative example using GPT-5 model.

Evaluation Metrics: To quantify a model’s dialectical reasoning capability, we introduce three
complementary metrics. As a straightforward measure, we use the overall score in the synthesis
stage, pg, which reflects the model’s performance after completing the dialectical process. While
pg offers an intuitive view of reasoning quality, it can obscure nuanced cases. For example, a model
that is overly conservative and always aligns with its thesis may achieve a high synthesis score with-
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Table 1: Overall dialectical results with ranking based on different metrics.

Model GSM MMLU
pr (Rank) ps (Rank) A OC DS (Rank) pr (Rank) ps (Rank) A OC DS (Rank)

03 97.1£0.1 (1) 93.6+0.7(1) -35 955 923() 922+0.1(1) 90.3+02(1) -1.9 927 88.4(2)
GPT-4 95.1£0.2(4) 883+05(3) -6.8 831 84.3(2) 86.0£1.3(7) 75.8%£13(7) -102 93.7 74.4(7)
o1 96.5+0.2(2) 82.7£1.0(5) -13.8 97.0 82.0(3) 91.1+0.0 (2) 90.3+0.1(1) -0.7 96.0 89.2(1)
Kimi-K2 96.8+0.2 (1) 81.6E1.1(6) -152 925 79.7(4) 88.6+0.1(5) 80.7£02(4) -79 940 7934
GPT-5 96.8+0.2 (1) 82.0£0.8(6) -147 814 77.5(5) 922+0.1(1) 86.7+0.1(2) -55 925 84.8(3)
Llama-3.3-70B-Inst 96.2+0.4 (2) 89.5+01(3) -6.7 519 76.6(6) 85.1+0.1 (6) 58.3+0.1 (17) -26.8 80.7 54.9(16)
DeepSeek-R1 96.1£0.2(2) 79.2£1.0(8) -16.8 758 73.5(6) 90.1+£0.1(3) 77.3+£04(6) -128 75.1 71.5(9)
GPT-5-mini 96.9+0.1 (1) 80.1£0.5(7) -16.8 71.4 73.3(6) 89.3+0.1 (4) 79.0+£03(5) -103 843 75.3(6)
O3-mini 96.1+0.3(2) 91.6+03(2) -45 294 722(7) 85.0+£0.1(8) 83.8+£0.1(3) -1.3 550 724()
GPT-40 95.9+0.3(3) 84.2403(4) -11.7 484 71.2(8) 86.5+0.1 (6) 68.6+0.2(11) -17.9 93.7 67.3(12)
DeepSeek-V3 96.3£0.2(2) 753£03(9) -21.0 698 68.4(9) 86.6+£0.2(6) 73.8+£02(8) -12.8 86.7 70.8(10)
O4-mini 96.5+0.2 (2) 69.440.6 (11) -27.1 949 68.4(9) 88.6+0.1 (5) 77.7£02(6) -10.9 934 76.1(5)
GPT-4.1 95.1£04 (4) 70.3£0.2(10) -24.8 90.1 68.2(9) 88.7+£0.0(5) 73.2+02(9) -156 953 72.1(8)
Phi-4 942403 (5) 84.5+08(4) 9.7 352 68.1(9) 82.0£0.1(9) 735+02(8) -85 811 69.3(11)
GPT-4.1-mini 95.5+0.0 (3) 70.4£1.1(10) -25.1 77.8 65.7(10) 84.9+0.1 (8) 54.7+£0.2(13) -30.2 91.0 53.2(13)
GPT-5-nano 948404 (4) 84.4£0.8(4) -104 155 63.0(11) 85.8+£0.2(7) 62.4%£0.1(12) -23.4 433 51.8(14)
O1-mini 933+04 (6) 59.6+1.1(12) -33.7 787 55.8(12) 81.8+0.2(9)  69.9+0.1 (10) -11.9 89.0 67.6(12)
Qwen2.5-72B-Inst 95.7£0.2(3) 63.8+£0.3(13) -31.9 56.7 55.5(18) 84.4+0.1 (8) 64.8+£0.2(13) -19.7 647 57.9(15)
GPT-5-chat 96.4+0.1 (2) 56.2+1.0(13) -402 852 53.7(13) 88.2+1.7(5) 50.5+£0.9(14) -37.7 95.1 49.8(15)
Ministral-8B-Inst-2410 | 86.14+0.9 (7) 55.9+0.3 (15) -30.2 63.8 49.8(20) 62.3+0.2 (14) 41.3+0.3(15) -209 593 36.3(20)
GPT-3.5 76.41+0.6 (7) 40.240.6 (14) -36.2 50.0 34.5(14) 67.7+0.8 (10) 35.2+0.3(15) -32.4 654 31.6(16)

Notes: (1) Numbers are in percentage points. (2) DS (%) computed as pg X (A 4+ (1 — X)) - OCY) withy = 1 and A = 0.7. (3) Rankings use dense
ranking (1, 1, 2, 3). (4) Ranking ties are assigned when absolute score differences are < 0.5. (5) The top 3 ranks with respect to p, p g, and DS are made bold.
out demonstrating genuine dialectical reasoning. So, to account for the quality of antithesis and
its contribution to reasoning, we define the Dialectic Score (DS). Let poc denote opposition com-
pliance—the fraction of items where the thesis and antithesis differ in correctness. We compute:
DS = pgs x (A+ (1 — A\)pdg) where A € [0, 1] controls the weight on synthesis versus opposition,
and v > 0 shapes the curvature of the opposition bonus. This formulation values models that not
only produce strong synthesis but also generate meaningful antitheses. As a complementary per-
spective, we define A to capture the relative improvement from thesis to synthesis. Let pr denote
the thesis score (the conventional accuracy measure). Then: A = E[ps — pr]. A positive A in-
dicates that synthesis improves upon the initial thesis—evidence of dialectical reasoning—whereas
A < 0 suggests stagnation or regression. Together, these metrics provide a principled bridge be-
tween token-level prediction and philosophical reasoning, echoing Hegel’s view of reasoning as
recursive ascent through contradiction. Collectively, they shift evaluation from static correctness

toward dynamic reasoning capability.

4 EVALUATION

Setting: To demonstrate that SIEV can transform any benchmark into a robust reasoning evaluation,
we select two widely used benchmarks: GSM |Cobbe et al.| (2021) and MMLU |Hendrycks et al.
(2020), which span topics from U.S. foreign policy to high school-level science and mathematics.
This choice is motivated by the fact that these benchmarks are considered saturated—state-of-the-art
models already achieve great performance, leaving little apparent room to differentiate models rea-
soning capabilities. We show that SIEV’s structured reasoning assessment can uncover previously
unreported reasoning gaps among LLMs, even on these benchmarks. Our evaluation includes more
than 20 LLMs, ranging from small to large, proprietary to open-source models

4.1 OVERALL RESULTS

Table ] presents the averaged scores for both benchmarks. As expected from saturated benchmarks,
most models gain high scores under conventional evaluation (thesis). However, this apparent simi-
larity masks deeper differences in reasoning—differences that SIEV is designed to uncover.

Static Scores vs. Dynamic Reasoning: While conventional method (as in thesis score, pr) imply
that models like GPT-5-chat perform on par with models such as O3, SIEV’s dialectical reasoning
approach reveals a substantial gap. In the GSM benchmark, GPT-5-chat drops to the bottom of
the chart when evaluated dialectically. This discrepancy underscores a critical insight: high static
reasoning scores do not necessarily reflect genuine reasoning capabilities and conventional evalua-
tion methods may overestimate model’s reasoning robustness and underrepresent reasoning fragility.
The performance drops may hint at underlying issues in models training, though diagnosing these is
beyond our current scope.

'The SIEV codebase is publicly available at /Anonymous|(2025).
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Figure 4: Eight dialectical reasoning patterns of different LLMs
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Figure 5: Distance correlation analysis of dialectical reasoning in all MMLU sub-tests.

DS vs. Synthesis Scoring: As discussed earlier, DS captures more nuanced reasoning behaviors
than synthesis score alone. For instance, in the GSM benchmark, GPT-5-nano achieves a high
synthesis score—slightly surpassing even GPT-5. However, this masks a critical limitation: GPT-
5-nano rarely generates opposing antitheses (OC = 15.5%), while GPT-5 produces significantly
more (OC = 81.4%). This suggests that GPT-5-nano tends to avoid disagreement with the thesis,
exhibiting conservative behavior that constrains its dialectical reasoning depth. To illustrate this, we
report all permutations of thesis (T), antithesis (A), and synthesis (S), along with their occurrence
ratios in Figure ] As shown, models like GPT-5-nano frequently agree with their thesis (green
bars), reinforcing their conservative behavior. DS accounts for this by incorporating the quality
and presence of antitheses, offering a more comprehensive measure of reasoning capability. In
sum, while a low synthesis score clearly indicates poor reasoning, a high synthesis score does not
necessarily reflect strong reasoning ability. Synthesis scoring is straightforward and easy to interpret,
but DS provides a more nuanced and complementary view of a model’s deeper reasoning behavior.

A and the Dialectical Criterion: A striking and somewhat unexpected finding is that none of the
evaluated models passed the A test—each yielded negative A. This indicates a failure to synthesize
higher-quality reasoning when confronted with antithetical views. In essence, negative A values
raise concerns about the robustness of models’ reasoning. While the magnitude of A varies, it
consistently signals limitations in how these models process and integrate conflicting perspectives
indicating a more pattern-matching behavior than genuine reasoning. That said, in MMLU, exis-
tence of TXAv/'Sv pattern for nearly all models (as shown in Fig. EI) suggests that while on average,
models get negative A values, there are scenarios in which models are engaging effectively in di-
alectal reasoning and end up in improved syntheses (check Appendix [A-4]for more details).

Correlation Analysis: To provide a complementary view, we apply distance correlation analy-
sis [Székely et al| (2007) to various metrics across all MMLU sub-topics. Figure [5] shows several
notable patterns. First, in general, thesis performance shows very weak correlation with both A
and OC, meaning accuracy of model’s initial standalone answer says little about its ability to reason
dialectically and high thesis accuracy doesn’t guarantee strong counterpoints or a deep sustained
reasoning. Similarly, OC and A are weakly linked, though low OC often leads to low A, suggest-
ing weak antitheses result in minimal deviation from the thesis. The correlation between thesis and
synthesis is stronger, but in a non-linear and inconsistent manner—models with similar thesis scores
can have widely different synthesis outcomes. Combined with the thesis—A trend, this shows that
while high thesis scores don’t imply strong reasoning, low thesis scores reliably signal poor dialec-
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Figure 6: Samples of reasoning performance (pg, red regions) of models on diff. MMLU topics

tical performance. In short, models that perform poorly on conventional accuracy-based evaluations
often lack deeper reasoning—but high standalone answer accuracy doesn’t guarantee genuine rea-
soning ability either. These findings underscore our motivation to move beyond static correctness
and toward evaluating reasoning through structured, dynamic processes. Appendix provides
further details on distance calculations and extended correlation analysis.

General Reasoning Skill or Topic-Oriented? Our results indicate that models reasoning is strongly
topic-dependent rather than a uniform, general capability. Model rankings shift with the bench-
mark (e.g., Llama3.3-70B-Instruct performs well on GSM but is mixed on MMLU, whereas O1
shows the opposite trend), indicating topic-specific strengths. Figure [6] makes this explicit: pg
varies widely across domains in MMLU. For instance, Llama3.3-70B-Instruct attains high pg in El-
ementary Math yet lags markedly in normative areas such as Moral Disputes (and related topics like
Security Studies); DeepSeek-R1 peaks in quantitative subjects (e.g., mathematics and physics) but
similarly weakens on normative domains. These patterns may suggest that what looks like “reason-
ing ability” often reflects uneven exposure to domain-specific structures during training—an imprint
of imbalanced data distributions and topic-specific regularities seen during learning—rather than a
genuinely general skill.

Big vs. Small and New vs. Old Models: SIEV effectively exposes reasoning gaps between most
large models and their smaller counterparts—even with using only these two previously-thought
saturated benchmarks. For example, the performance differences between O1 and O1-mini, GPT-
4.1 and GPT-4.1-mini, and GPT-5 and GPT-5-mini become much more pronounced under dialectical
evaluation, reinforcing SIEV’s diagnostic strength. Another intriguing observation is that GPT-4
outperforms some of its successors, including GPT-40, GPT-4.1, and even GPT-5 (as in GSM).
This may point to shifts in training strategy or architectural changes that inadvertently compromise
reasoning quality.

4.2 CROSS-MODEL DIALECTICAL REASONING EVALUATION

In a multi-agent ecosystem, it will be common to see agents powered by different base mod-
els to collaborate on shared tasks. In such settings, a dialectical reasoning evaluation that cap-
tures the communicative dimension of reasoning becomes even more critical. So, here, we assess
how a model’s reasoning performance is influenced when the antithesis is generated by a different
model—potentially with a distinct internal structure.

Setting: To that end, we configure Agent B (Figure[2)) to use a different LLM for generating the an-
tithesis. We then evaluate the reasoning performance of the primary (thesis) model. For brevity, we
report GSM results here and differ MMLU to Appendix [A.3] These experiments cover 14 models.

Cross-Model OC: In cross-model scenarios we observe a clear and consistent pattern: a model’s
self-OC strongly predicts how much it can raise (or lower) the cross-OC of other models when
acting as the antithesis generator. As the left plot of Figure [/] shows, models with higher self-OC
tend to increase partners’ cross-OC, while models with low self-OC reduce it. For example, the
three lowest self-OC models (GPT-5-nano, O3-mini, GPT-40) decrease cross-OC for all other mod-
els with higher self-OC. In contrast, high self-OC models (O1, O3, O4-mini) consistently improve
cross-OC of models whose self-OC is lower. Moreover, the averaged cross-model improvement
ranking largely mirrors the self-OC ranking. These observations indicate that self-OC is a strong
proxy for a model’s general antithesis-generation competence that transfers across thesis distribu-
tions.
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Cross-Model Reasoning Performance: The middle plot of Figure[7]shows changes of ps compared
to normal self-dialectical scenarios. Many models show notable reasoning gains when paired with
a different antithesis model. For instance, GPT-5 improves across all pairings we tested, with gains
ranging from +5.4 to 414 points in pg. Similar patterns appear for DeepSeek-R1 and O4-mini in
most cross-model settings. Consistent with the pg patterns, DS (right plot of Figure[7) generally
rises with better pairings but shows a floor effect when antitheses are too agreeable or weak: very
low-OC generators (GPT-5-nano, O3-mini, GPT-40) fail to provide high quality antithesis, in turn,
limiting D.S.

Key Takeaway: At first glance, these improvements might make it tempting to conclude that mod-
els become “better reasoners” when exposed to diverse antitheses. However, the variability across
pairings invites a more cautious interpretation: could what is called “reasoning” in LLMs be less a
general, stable capability and more a context-sensitive skill shaped by input structure? Prior work
has raised similar concerns, questioning whether LLMs genuinely reason or merely mimic reason-
ing through statistical pattern matching [Dziri et al.[ (2023)); Kambhampati| (2024); |[Nezhurina et al.
(2024); McCoy et al.|(2023). The gains we observe here may reflect how certain antithesis forms
provide structural signals that align with token-level patterns the model has internalized, rather than
signaling a universal reasoning ability. If mere structural familiarity were the dominant factor, one
might expect a model to perform best when paired with its own antithesis—yet this is not neces-
sarily the case. Self-generated antitheses tend to resemble the thesis in tone and structure, reducing
the contrast needed for producing effective synthesis. In contrast, cross-model antitheses introduce
greater diversity—different token rhythms, alternative rhetorical styles—that can create stronger op-
positional signals and more effective support for synthesis. These patterns do not settle the debate,
but they add weight to an existing view [Jiang et al|(2024); [Schaeffer et al| (2023); [Razeghi et al.
(2022): what looks like reasoning may, in practice, be a skill that thrives on structural variety rather
than a general cognitive ability.

5 CONCLUDING REMARKS

In this work, we argued that evaluating reasoning of LLMs should go beyond verifying the correct-
ness of models direct standalone answers. Drawing inspirations from dialectics, a long-standing
philosophical tradition, we frame LLM reasoning as a dynamic process, where quality depends on
how models handle tension, contradiction, and integration, rather than solely on outcome accuracy.
Using this dialectical lens, we uncover a critical insight: even on saturated benchmarks such as GSM
and MMLU, where recent models achieve near-perfect scores and appear to demonstrate strong rea-
soning performance, their scores drop significantly under a dialectical assessment. This reveals that
conventional evaluations overstate the reasoning capabilities of LLMs, while a dialectical-centered
approach exposes deeper insights/limitations in how models actually reason—or fail to. That is
why we conclude that dialectical evaluation provides a more rigorous and revealing assessment of
reasoning quality of LLMs. It goes beyond surface-level accuracy to probe the deeper cognitive
dynamics that underpin genuine adaptive reasoning

>We acknowledge the use of LLMs for proofreading and polishing this paper, in accordance with ICLR
guidelines.
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A APPENDIX

A.1 ANOTHER ILLUSTRATIVE EXAMPLE OF SIEV PIPELINE

Figure 8] presents another illustrative example of the SIEV pipeline, showcasing a dialectical reason-
ing evaluation using the GPT-5 model and a conceptual physics question from the MMLU bench-
mark. Unlike Figure 3] where models encountered invalid opposing views, here the GPT-5 model
faces a valid antithesis. The thesis is incorrect while the antithesis identifies the correct answer;
however, the synthesis closely mirrors the thesis’s flawed rationale. In this example, GPT-5 model
fails to recognize the valid opposing view and instead favors the thesis response as higher qual-
ity—ultimately producing an incorrect synthesis and invalid reasoning.

\

A) always., B) sometimes., C) never., D) on planet Earth only.
\_ /

According to four-dimensional geometry, the angles of a triangle add to 180°:

Answer: A /)

@ Thesis

Reasoning: In Euclidean geometry of any dimension, any three non-collinear points define a 2D plane, and a triangle lies entirely in
that plane. Therefore, in 4-dimensional Euclidean space, the interior angles of a triangle still sum to 180°, just as in the plane.
‘Why others are wrong:

* B) sometimes: This would be true in curved geometries (spherical or hyperbolic), where angle sums deviate from 180°.
But the phrase “four-dimensional geometry” by itself (as Euclidean 4D space) does not change the triangle’s angle sum; it
remains 180° for all triangles.

e C)never: This contradicts Euclidean results; in flat 4D space the sum is always 180°.

« D) on planet Earth only: On Earth’s approximately spherical surface, spherical triangles have sums greater than 180°,
not exactly 180°. Moreover, the statement ties it incorrectly to Earth rather than to the curvature of the surface.

N

Reasoning: The given answer smuggles in an unstated assumption: that “four-dimensional geometry” means flat Euclidean R
That’s a narrow reading. Dimension does not determine angle sums; the metric/curvature does. In 4D, there are many canonical
geometries—Euclidean (flat), spherical (S*), hyperbolic (H*), and pseudo-Riemannian (e.g., Minkowski spacetime).

In flat R*, straight-line triangles are indeed planar with 180° angle sum—but that’s only one case. In 4D curved spaces, geodesic tri-
angles have angle sums % 180°. Even within Euclidean R*, if “triangle” refers to geodesics on a 3D hypersurface (like S° embedded
in R*), the intrinsic triangle angle sum deviates from 180°.

The question’s wording doesn’t specify Euclidean; thus “always” is overreaching. Conversely, “never” is false (flat 4D gives 180°),
and “on planet Earth only” is irrelevant and incorrect. Therefore, “sometimes” best captures the dependence on curvature/metric,
which is the real determinant—not the dimension.

Answer: B /

Reasoning: In Euclidean geometry of any dimension, any three non-collinear points determine a unique 2D plane, and a triangle lies
entirely within that plane. Therefore, in Euclidean 4-dimensional space (the usual default when one says “four-dimensional geometry”
without further qualifiers), the interior angles of a triangle always sum to 180°.

Why the others are wrong:

¢ B) sometimes: “Sometimes” would apply if we were talking about non-Euclidean 4D geometries (e.g., spherical or hyper-
bolic 4-manifolds) or triangles constrained to curved hypersurfaces, where the sum can differ from 180°. But absent any
mention of curvature, the standard interpretation is Euclidean 4-space, in which it is always 180°.

e C) never: This is false because in flat (Euclidean) 4D space the sum is 180° for every triangle.

* D) on planet Earth only: On Earth’s approximately spherical surface, geodesic triangles actually have sums greater than
180°, so this is incorrect, and the statement is unrelated to the dimension issue.

Answer: A

GPT-5 Model

Figure 8: An illustration of dialectical reasoning evaluation in SIEV using the GPT-5 model and
a question from the conceptual physics section of the MMLU benchmark. In this example, the
antithesis provided by GPT-5 model correctly identifies the answer, but even after observing this
different angle, the model produces a synthesis that closely mirrors the flawed reasoning of the
incorrect thesis.
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A.2 PROMPT SPECIFICATIONS: THESIS—ANTITHESIS—SYNTHESIS PATTERN

The general prompt and specific parameters used for MMLU and GSM tasks are as follows.

GENERAL FORMAT (Benchmark-Agnostic)

Stage 1: THESIS PROMPT

You have extensive world knowledge and problem solving ability and great in solving <TASK
TYPE> questions.
You are tasked to solve the following <TASK TYPE>> question.

—-—PROBLEM STATEMENT--

To do so, you need to provide the answer and explain the reasoning behind that. Your
answer must follow the following format and must include the terms _reasoning-: and
_final_answer_::

_reasoning_:
<Your reasoning comes here>
_final_answer_: (X)

where X must be <DOMAIN-SPECIFIC FORMAT>.
<examples of a valid response>
<examples of an invalid response>

Considering these instructions, answer the mentioned question.

Stage 2: ANTITHESIS PROMPT

You have extensive world knowledge and problem solving ability and great in solving <TASK
TYPE> questions.

Your task is to provide a contrasting perspective on a provided solution for a given <TASK
TYPE> question.

Provide direct, precise criticism to the given answer. In particular, challenge strategy, decisions,
reasoning provided in the given answer even if they are valid, and offer great antithesis accord-
ingly. Your antithesis should provide another way to look and solve the given problem while
opposing the entirety of the solutions provided. consequently, determine what can be a better
final answer.

Ensure your responses are concise and to the point without being unnecessarily long.

Context: The question is:
——PROBLEM STATEMENT--
The given answer is:
——THESIS STATEMENT--

Criticize the given answer and reasoning, clearly explaining your reasoning and antithesis. Your
response must follow this format:

_reasoning_:
<Your reasoning here and why you think X is a better answer>
_final_answer_: (X)

where X is <DOMAIN-SPECIFIC FORMAT>.

<example of a valid response>
<example of an invalid response>

Now, review the provided solution, offer great criticism and antithesis and provide your response
following the template.

Remember that you do NOT need to provide the correct final answer to the given question, your
task is to professionally challenge the provided answer/reasoning EVEN if you think the answer
is already correct! That means you should challenge it no matter what!
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Stage 3: SYNTHESIS PROMPT

To help you on your task, I provide you with the responses of another agent who is observing
your answers:
<insert antithesis responses here>

Now, given the arguments and comments provided, update your answer. Keep the same format
as before when you are responding.

MMLU PARAMETERS

<TASK TYPE> ="multiple-choice”

<DOMAIN-SPECIFIC FORMAT> ="A,B,C, or D”

GSM PARAMETERS

<TASK TYPE> ="math”
<DOMAIN-SPECIFIC FORMAT> ="anumber”

A.3 CROSS-MODEL EVALUATIONS WITH MMLU

Since the MMLU benchmark is extensive, we select five representative topics to reduce the ex-
perimental load while maintaining coverage of the benchmark’s diversity. These topics effectively
capture the performance trends of different models across all MMLU categories. Specifically, we
chose: (1) US foreign policy, (2) Management, (3) Computer security, (4) Public relations, and (5)
Business ethics.

The comparison between the performance of several models on the full MMLU benchmark and the
five representative topics is presented in Table[2] As shown, the differences are minimal, confirming
that this subset serves as a reliable proxy for the full MMLU benchmark. Using these representative
topics, we conducted cross-model dialectical evaluations, with the outcomes illustrated in Figure[9]
While the absolute values differ from those observed for the GSM benchmark, the overall patterns
and phenomena remain consistent with the trends discussed in Section

Table 2: Thesis performance in MMLU benchmark and representative sub-topics

Model Overall MMLU Benchmark  Representative Topics ~ Difference
03 92.2 90.0 2.2
GPT-5 92.2 90.1 2.1
01 91.1 89.8 -1.3
GPT-5-mini 89.3 86.9 -2.4
GPT-41 88.7 85.2 -3.6
O4-mini 88.6 86.5 -2.1
GPT-5-chat 88.2 84.3 -4.0
DeepSeek-V3 86.6 84.4 -2.2
GPT-40 86.5 84.9 -1.6
GPT-5-nano 85.8 83.3 -2.5
0O3-mini 85.0 83.4 -1.6
GPT-4.1 84.9 82.9 -2.0
O1-mini 81.8 81.6 -0.2

A.4 MMLU DETAILED A RESULTS

As discussed in Section [f.T] none of the models in our experiments consistently achieved a posi-
tive A score on average. In this section, we provide a more granular analysis of the MMLU re-
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Figure 9: Heatmap graphs in cross-model dialectics for representative topics from MMLU bench-
mark showing OC (top left), ps (top right), and DS (bottom).

sults, detailing the performance of various models across the full spectrum of topics included in
the MMLU benchmark. Figure [I0]illustrates these findings. Interestingly, for certain topics, some
models demonstrate improved reasoning performance and enter the green zone, where A > 0. This
suggests that under specific conditions, current models are capable of dialectical reasoning and can
traverse the thesis-antithesis-synthesis structure to arrive at a higher-level conclusion. However,
in the majority of cases, models fail to exhibit such reasoning capabilities and remain outside the
green zone. While the magnitude of A varies, this limitation underscores a lack of genuine reason-
ing—where reasoning is conceived as a dynamic process of confronting and integrating distinct and
oppoings viewpoints. Instead, these models often appear to rely on pattern-matching behaviors to
generate final answers, even in the form of a chain of tokens. In other words, although their initial
correct responses may seem to reflect high reasoning capability, those responses can unravel when
subjected to a more rigorous, dynamic dialectical procedure. That is why we need a more structured
way to assess the reasoning capability of these models.

A.5 CORRELATION ANALYSIS OF DIALECTICAL PATTERNS FOR MMLU SUB-EXAMS

To capture the full spectrum of dependencies in dialectical reasoning performance, including non-
linear and non-monotonic relationships, we employ distance correlation analysis Székely et al.
(2007). Distance correlation provides a dependency measure with the fundamental property that
dCor(X,Y) = 0 if and only if X and Y are statistically independent. dCor(X,Y") is computed
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Figure 10: Detailed results of different models in different MMLU exams. Each circle shows the
overall result of a model in a sub-topic in MMLU benchmark.

through the following steps:

2 n
XY 1
dCor (X, V) = —3Cov XY)  here dCov3(X,Y) = — 3 AuBu.
/dVar(X) dVar(Y) n* =

where Ay, and By, are double-centered Euclidean distance matrices [Székely & Rizzo| (2009).

In what follows we present the distance correlation analysis in MMLU benchmark and its sub-
exams. IN particular, we present resutls for (1) overall LLMs: Figure[T1] (2) two of top performing
models, O1 and GPT-5 (Figure [I2] and Figure [T3] respectively), (3) two of the middle performing
ones, DeepSeek-R1 and Qwen2.5-72B-Instruct (Figure |14] and Figure respectively) (4) two of
the low performing ones, GPT-3.5, GPT-5-chat (Figure|16|and Figure|l7/} respectively).

General Notes about the Figures:

Matrix Structure: Figures show a symmetric correlation matrix displaying all pairwise relation-
ships between four key variables: OC (Oppositional Compliance), Thesis Performance, Synthesis
Performance, and A (dialectical gap).

Diagonal Elements: Histograms show the distribution of each variable, with bins displaying fre-
quency patterns.

Contour Visualization: Two overlays per scatter plot: (1) Purple/pink confidence ellipses at 50%,
75%, and 95% dependence levels, with darker shades indicating stronger confidence regions; (2)
Orange/red density contour lines labeled 25%, 50%, 75%, 90% representing data concentration
percentiles, from dark red (highest density core) to light orange (outer data boundary).

Distance Correlation Values: Each scatter plot displays dCor values (0-1 scale) in the title, captur-
ing both linear and non-linear dependencies. Contour shapes reveal dependency patterns beyond
simple linear correlations.

Symmetry: The matrix exploits correlation symmetry—relationships below the diagonal mirror
those above, providing pairwise analysis.
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Figure 11: Distance Correlation Analysis of Dialectical Reasoning Performance for all tested LLMs.
Distance correlation analysis across MMLU sub-topics reveals weak links between thesis perfor-
mance and both A and OC, indicating that initial accuracy does not predict dialectical reasoning.
As discussed in Section .} low OC often leads to low A, suggesting minimal deviation from the
thesis when antitheses are weak. While thesis—synthesis correlation is stronger, it remains inconsis-
tent—models with similar thesis scores can yield widely varying synthesis outcomes. Taken together
with Section[4.1] these patterns suggest that high thesis accuracy, the conventional way to assess the
reasoning capability of LLMs, does not by itself demonstrate genuine reasoning. However, low the-
sis score reliably flags weak reasoning performance.
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Figure 12: Distance Correlation Analysis of Dialectical Reasoning Performance for O1. The corre-
lation values reveal notable patterns for the O1 model, a top performer. Thesis, OC, and synthesis
scores exhibit strong, nearly linear correlations. However, the thesis—A subplot shows that in most
cases, the model produces negative A values. This means that although O1 can generate antitheses
that effectively challenge the thesis, it often fails to leverage these opposing views to reach a higher-
order synthesis—indicating limited dialectical reasoning capability. Moreover, the narrow range of
A values suggests that O1 tends to stay close to its original thesis, which explains the strong corre-
lation between thesis and synthesis scores.
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Figure 13: Distance Correlation Analysis of Dialectical Reasoning Performance for GPT-5. The
correlation matrix reveals several notable patterns in GPT-5’s dialectical reasoning behavior. While
the model shows a strong correlation between thesis and synthesis performance, and a moderate link
between synthesis and A,its ability to perform dialectical reasoning and leveraging oppositional
views remains limited. The thesis—A correlation suggests that initial accuracy has some influence
on dialectical improvement, but not reliably. More importantly, the weak correlations involving OC
vs. A and OC vs. synthesis indicate that GPT-5 struggles to transform strong antitheses into mean-
ingful synthesis. In other words, while the model can generate counterpoints, it often fails to use
them constructively to reach higher-order reasoning. This behavior reflects a pattern where GPT-5’s
synthesis tends to align closely with its thesis, rather than evolving through dialectical engagement.
The model’s reasoning trajectory appears more static than dynamic, reinforcing the need to evaluate
models not just by outcome accuracy, but by their ability to reason through structured and dynamic
process.
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Figure 14: Distance Correlation Analysis of Dialectical Reasoning Performance for DeepSeek R1.
The correlation matrix for DeepSeek R1 reveals a more moderate dialectical reasoning profile
compared to top-performing models like O1 and GPT-5. In our broader evaluation (Section 4.1)),
DeepSeek R1 ranks as a middle-tier model, with both its synthesis and OC scores noticeably lower
than those of O1 and GPT-5. This is also reflected in the histogram plots: while the thesis scores
peak near the maximum, the synthesis scores shift downward, clustering around the 80-point mark.
Although DeepSeek R1 shows moderate correlations between thesis, synthesis, and A, its ability to
make use of opposing views is limited. Similar to the general trend, the weak correlation between
thesis and OC suggests that the presence of meaningful opposition in antitheses is not strongly re-
lated to the quality of the initial thesis. More importantly, the model often fails to integrate these
opposing views into a higher-level synthesis. In many cases, the synthesis either closely mirrors
the thesis or drops in quality—sometimes by as much as 30/100 points—highlighting the model’s
limited capacity for dynamic, dialectical reasoning. Overall, DeepSeek R1’s performance reinforces
the importance of evaluating models not just by their initial accuracy, but by how effectively they
engage with and evolve through structured reasoning processes. Its behavior underscores the need
for metrics that go beyond static correctness to assess genuine reasoning capability.
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Figure 15: Distance Correlation Analysis of Dialectical Reasoning Performance for Qwen2.5-70B-
Instruct. The correlation matrix for Qwen2.5-70B-Instruct reveals a notably weaker dialectical rea-
soning profile, placing it below DeepSeek R1 in our broader evaluation. Both its synthesis and
Oppositional Compliance (OC) scores are lower, as confirmed by the histogram plots: synthesis
scores are widely dispersed and skewed toward lower values, while OC—measuring how often an-
titheses oppose the thesis—is also low and unevenly distributed. The overall correlation pattern
resembles that of a mid-performing model like R1, but with more extreme values. For instance, the
model’s reasoning performance can degrade by as much as 40 points (out of 100), and its OC scores
can drop below 20—indicating failure to generate meaningful opposition. Overall, Qwen2.5-70B-
Instruct demonstrates how even large-scale models struggle with reasoning when perceived through
a dynamic dialectical setting, reinforcing the need for evaluation frameworks that go beyond static
accuracy.
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Figure 16: Distance Correlation Analysis of Dialectical Reasoning Performance for GPT-3.5. The
correlation matrix for GPT-3.5 reveals the weakest dialectical reasoning profiles among all evaluated
models. Across the board, its synthesis and A scores are low, and the histogram plots confirm this:
synthesis scores are broadly scattered and skewed toward the lower end. One immediate different
pattern comapred to other models is the strong correlation between thesis and A. The higher the
thesis performance is the lower the A will be. The thesis-OC graph can shed light on this. With
increased thesis performance, GPT-3.5 shows increased OC, and consequently with a model that

lacks deep reasoning capabilities, it ends up to a lower quality synthesis.

As graphs show, the

model’s performance can degrade as much as 60/100 points in some scenarios. Overall, GPT-3.5
demonstrates limited capacity for dynamic reasoning.
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Figure 17: Distance Correlation Analysis of Dialectical Reasoning Performance for GPT-5-chat.
The correlation matrix for GPT-5-chat reveals a weak dialectical reasoning profile, placing it among
the lowest-performing models in our broader evaluation. Both synthesis and A scores are low, as
confirmed by the histogram plots: synthesis scores are broadly scattered and skewed toward the
lower range, while A values show limited improvement and frequent degradation. When opposition
is present, the model often fails to integrate it into a higher-order synthesis, resulting in reasoning
trajectories that either stagnate or degrade (more than 60/100 points degradations in some cases). A
notable contrast emerges when comparing GPT-5-chat to GPT-3.5, another low-performing model.
GPT-3.5 exhibits a strong correlation between thesis and A, where higher thesis scores often lead to
greater synthesis degradation due to increased OC. In contrast, GPT-5-chat does not show a strong
thesis—A correlation, yet it does exhibit a high correlation between thesis and OC. This suggests
that while GPT-5-chat generates more opposition as thesis performance increases, its reasoning
trajectory falls apart ending up to have very low synthesis scores. Overall, GPT-5-chat demonstrates
limited capacity for dynamic reasoning, yet again, reinforcing the need for evaluation frameworks
that go beyond static accuracy and assess how models engage with and evolve through structured
dynamic settings.
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