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Abstract
Transformer-based Large Language Models
(LLMs) have demonstrated powerful in-context
learning capabilities. However, their predictions
can be disrupted by factually correct context, a
phenomenon known as context hijacking, reveal-
ing a significant robustness issue. To understand
this phenomenon theoretically, we explore an in-
context linear classification problem based on re-
cent advances in linear transformers. In our setup,
context tokens are designed as factually correct
query-answer pairs, where the queries are similar
to the final query but have opposite labels. Then,
we develop a general theoretical analysis on the
robustness of the linear transformers, which is for-
mulated as a function of the model depth, training
context lengths, and number of hijacking context
tokens. A key finding is that a well-trained deeper
transformer can achieve higher robustness, which
aligns with empirical observations. We show that
this improvement arises because deeper layers
enable more fine-grained optimization steps, ef-
fectively mitigating interference from context hi-
jacking. This is also well supported by our numer-
ical experiments. Our findings provide theoretical
insights into the benefits of deeper architectures
and contribute to enhancing the understanding of
transformer architectures.

1. Introduction
Transformers (Vaswani et al., 2017) have demonstrated re-
markable capabilities in various fields of deep learning,
such as natural language processing (Radford et al., 2019;
Achiam et al., 2023; Vig & Belinkov, 2019; Touvron et al.,
2023; Ouyang et al., 2022; Devlin, 2018). A common view
of the superior performance of transformers lies in its re-
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markable in-context learning ability (Brown, 2020; Chen
et al., 2022; Liu et al., 2023a), that is, transformers can
flexibly adjust predictions based on additional data given
in context contained in the input sequence itself, without
updating parameters. This impressive ability has triggered
a series of theoretical studies attempting to understand the
in-context learning mechanism of transformers (Olsson
et al., 2022; Garg et al., 2022; Xie et al., 2021; Guo et al.,
2023; Wu et al., 2023). These studies suggest that trans-
formers can behave as meta learners (Chen et al., 2022),
implementing certain meta algorithms (such as gradient de-
scent (Von Oswald et al., 2023; Ahn et al., 2023; Zhang
et al., 2024b) based on context examples, and then applying
these algorithms to the queried input.

Despite the benefits of in-context learning abilities in trans-
formers, this feature can also lead to certain negative im-
pacts. Specifically, while well-designed in-context prompts
can help generate desired responses, they can also mislead
the transformer into producing incorrect or even harmful
outputs, raising significant concerns about the robustness
of transformers (Chowdhury et al., 2024; Liu et al., 2023c;
Zhao et al., 2024). For instance, a significant body of work
focuses on jailbreaking attacks (Chao et al., 2023; Niu et al.,
2024; Shen et al., 2024; Deng et al., 2023; Yu et al., 2023),
which aim to design specific context prompts that can bypass
the defense mechanisms of large language models (LLMs)
to produce answers to dangerous or harmful questions (e.g.,
“how to build a bomb?”). It has been demonstrated
that, as long as the context prompt is sufficiently long and
flexible to be adjusted, almost all LLMs can be successfully
attacked (Anil et al., 2024). These studies can be cate-
gorized under adversarial robustness, where an attacker is
allowed to perturb the contextual inputs arbitrarily to induce
the transformer model to generate targeted erroneous out-
puts (Shi et al., 2023; Pandia & Ettinger, 2021; Creswell
et al., 2022; Yoran et al., 2023).

However, in addition to the adversarial attack that may
use harmful or incorrect context examples, it has been
shown that the predictions of LLMs can also be dis-
rupted by harmless and factually correct context. Such
a phenomenon is referred to as context hijacking (Jiang
et al., 2024; Jeong, 2023), which is primarily discovered
on fact retrieval tasks, i.e. the output of the LLMs can
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On the Robustness of Transformers against Context Hijacking for Linear Classification

Figure 1. Context hijacking phenomenon in LLMs of different depths. Left: If there are no or only a few factually correct prepends,
LLMs of different depths can correctly predict the next token. When the number of prepends increases, the outputs of models are disrupted,
and deeper models are more robust. Right: Four different types of tasks are introduced, each with a fixed template, and tested on LLMs of
different depths. The horizontal axis is the model with depth from small to large, and the vertical axis is the average number of prepends
required to successfully interfere with the model output. Experiments show that deeper models perform more robustly. (Experimental
setup is given in Appendix G.1)

be simply manipulated by modifying the context with
additional factual information. For example, as shown
in Figure 1, the GPT2 model can correctly answer the
question “Rafael Nadal’s best sport is” with
“tennis” when giving context examples. However, if fac-
tually correct context examples such as “Rafael Nadal
is not good at playing basketball” are pro-
vided before the question, the GPT-2 model may incorrectly
respond with “basketball”. Then, it is interesting to
investigate whether such a phenomenon depends on differ-
ent tasks and transformer architectures. To this end, we
developed a class of context hijacking tasks and counted the
number of context examples that led to incorrect outputs
(see Figure 1). Our findings indicate that increasing the
number of prepended context examples amplifies the effect
on the transformer’s prediction, making it more likely to
generate incorrect outputs. Additionally, we observed that
deeper transformer models exhibit higher robustness to con-
text hijacking, requiring more prepended context examples
to alter the model’s output. Therefore, conducting a precise
robustness analysis regarding context hijacking could pro-
vide valuable insights in understanding the architecture of
the transformer model.

In this paper, we aim to develop a comprehensive theoretical
analysis on the robustness of transformer against context
hijacking. In particular, we follow the general design of
many previous theoretical works (Olsson et al., 2022; Ahn
et al., 2023; Frei & Vardi, 2024) on the in-context learn-
ing of transformers, by considering the multi-layer linear
transformer models for linear classification tasks, where the
hijacking examples are designed as the data on the boundary
but with an opposite label to the queried input. Starting from
the view that the L-th transformer models can implement
L-step gradient descent on the context examples, with an ar-
bitrary initialization, we formulate the transformer training

as finding the optimal multi-step gradient descent methods
with respect to the learning rates and initialization. Then, we
prove the optimal multi-step gradient strategy, and formulate
the optimal learning rate and initialization as the function
of the iteration number (i.e., model depth) and the context
length. Furthermore, we deliver the theoretical analysis on
the robustness based on the proved optimal gradient descent
strategy, which shows that as the transformer become deeper,
the corresponding more fine-grained optimization steps can
be less affected by the hijacking examples, thus leading to
higher robustness. This is well aligned with the empirical
findings and validated by our numerical experiments. We
summarize the main contributions of this paper as follows:

• We develop the first theoretical framework to study the ro-
bustness of multi-layer transformer model against context
hijacking, where the hijacked context example is designed
as the data with the factually correct label but close to the
prediction boundary. This is different from a very recent
related work on the robustness of transformer (Anwar
et al., 2024) that allows the context data to be arbitrarily
perturbed, which could be factually incorrect.

• Based on the developed theoretical framework, we formu-
late the test robust accuracy of the transformer as a func-
tion with respect to the training context length, number
of hijacked context examples, and the depth of the trans-
former model. The key of our analysis is that we model
the in-context learning mechanism of a well-trained multi-
layer transformer as an optimized multi-step gradient de-
scent, where the corresponding optimal initialization and
learning rates can be precisely characterized. This could
of independent interest to other problems that involve the
gradient descent methods on linear problems.

• Based on the developed theoretical results, we demon-
strate that deeper transformers are more robust because
they are able to perform more fine-grained optimization
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steps on the context samples, which can potentially ex-
plain the practical observations of LLMs in the real world
(see Figure 1). The theoretical results are well supported
by synthetic numerical experiments in various settings.

2. Related works
In-context learning via transformers. The powerful per-
formance of transformers is generally believed to come
from its in-context learning ability (Brown, 2020; Chen
et al., 2022; Min et al., 2022; Liu et al., 2023a; Xie et al.,
2021). A line of recent works study the phenomenon of
in-context learning from both theoretical (Bai et al., 2024;
Guo et al., 2023; Lin et al., 2023; Chen et al., 2024; Frei
& Vardi, 2024; Huang et al., 2023; Siyu et al., 2024; Li
et al., 2024) and empirical (Garg et al., 2022; Akyürek
et al., 2022a; Li et al., 2023a; Raventós et al., 2024; Pathak
et al., 2023; Panwar et al., 2023; Bhattamishra et al., 2023;
Fu et al., 2023; Lee et al., 2024) perspectives on diverse
settings. Brown (2020) first showed that GPT-3 can per-
form in-context learning. Chen et al. (2024) studied the
role of different heads within transformers in performing
in-context learning focusing on the sparse linear regression
setting. Frei & Vardi (2024) studied the ability of one-layer
linear transformers to perform in-context learning for linear
classification tasks.

Mechanism interpretability of transformers. Among the
various theoretical interpretations of transformers (Friedman
et al., 2024; Yun et al., 2020; Dehghani et al., 2019; Lindner
et al., 2024; Pandit & Hou, 2021; Pérez et al., 2021; Bills
et al., 2023; Wei et al., 2022; Weiss et al., 2021; Zhou et al.,
2023; Chen & Zou, 2024), one of the most widely studied
theories is the ability of transformers to implement optimiza-
tion algorithms such as gradient descent (Von Oswald et al.,
2023; Ahn et al., 2023; Zhang et al., 2024b; Bai et al., 2024;
Wu et al., 2023; Cheng et al., 2023; Akyürek et al., 2022b;
Dai et al., 2023; Zhang et al., 2024a). Von Oswald et al.
(2023) theoretically and empirically proved that transform-
ers can learn in-context by implementing a single step of
gradient descent per layer. Ahn et al. (2023) theoretically
analyzed that transformers can learn to implement precondi-
tioned gradient descent for in-context learning. Zhang et al.
(2024b) considered ICL in the setting of linear regression
with a non-zero mean Gaussian prior, a more general and
common scenario where different tasks share a signal, which
is highly relevant to our work.

Robustness of transformers. The security issues of large
language models have always attracted a great deal of atten-
tion (Yao et al., 2024; Liu et al., 2023b; Perez & Ribeiro,
2022; Zou et al., 2023; Apruzzese et al., 2023). However,
most of the research focuses on jail-breaking black-box
models (Chowdhury et al., 2024), such as context-based
adversarial attacks (Kumar et al., 2023; Wei et al., 2023; Xu

et al., 2023; Wang et al., 2023a; Zhu et al., 2023; Cheng
et al., 2024; Wang et al., 2023b). There is very little white-
box interpretation work of attacks on the transformer, the
foundation model of LLMs (Qiang et al., 2023; Bailey et al.,
2023; He et al., 2024; Anwar et al., 2024; Jiang et al., 2024).
Qiang et al. (2023) first considered attacking large language
models during in-context learning, but they did not study
the role of transformers in robustness. Jiang et al. (2024)
proposed the phenomenon of context hijacking, which be-
came the key motivation of our work. They analyzed this
problem from the perspective of associative memory models
instead of the in-context learning ability of transformers.

3. Preliminaries
In this section, we will provide a detailed introduction to
our setup of the context hijacking problem, including the
data model, transformer architecture, and evaluation metric.

3.1. Data model

To understand the mechanism of context hijacking phe-
nomenon, we model it as a binary classification task, where
the query-answer pair is modeled as the input-response pair
((x, y) ∈ Rd × {±1}). In particular, we present the defini-
tion of the data model as follows:
Definition 3.1 (Data distribution). Let w∗ ∈ Rd be a vector
drawn from a prior distribution on the d dimensional unit
sphere Sd−1, denoted by pβ∗(·), where β∗ ∈ Sd−1 denotes
the expected direction of w∗. Then given the generated
w∗, the data pair (x, y) is generated as follows: the feature
vector is x ∼ N (0d, Id) and the corresponding label is
y = sign(⟨w∗,x⟩).

Based on the data distribution of each instance, we then
introduce the detailed setup of the in-context learning task
in our work. In particular, we consider the setting that
the transformer is trained on the data with clean context
examples and evaluated on the data with hijacked context.

Training phase. During the training phase, we are given
n clean context examples {(x1, y1), . . . , (xn, yn)} and a
query xquery with its label yquery. In particular, here we
mean the clean examples as the {(x1, y1), . . . , (xn, yn)}
are drawn from the same data distribution Dw∗ as
(xquery, yquery). Then, the input data matrix for in-context
learning is designed as follows:

Z =

[
x1 . . . xn xquery

y1 . . . yn 0

]
∈ R(d+1)×(n+1). (3.1)

Here, to ensure that the dimension of xquery aligns with
those of other input pair (xi, yi), we concatenate it with
0 as a placeholder for the unknown label yquery. Ideally,
we anticipate that given the input Z, the output of the trans-
former model, denoted by ŷquery can match the ground truth
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one. Moreover, we also emphasize that within each data
matrix Z, the context examples and the queried data should
be generated based on the same ground truth vector w∗,
while for different input matrices, e.g., Z and Z′, we allow
their corresponding ground truth vectors could be different,
which are i.i.d. drawn from the prior pβ∗(·).

The training data distribution simulates the pre-training data
of the large language model. Unlike existing works (Ahn
et al., 2023; Olsson et al., 2022) where the prior of w∗ is
assumed to have a zero mean, we consider a setting where
w∗ has a non-zero mean (i.e., β∗). This approach is inspired
by empirical observations (see Figure 1) that transformer
models can perform accurate zero-shot predictions. Con-
sequently, our model can encapsulate both memorization
and in-context learning, where the former corresponds to re-
covering the mean of the prior distribution, i.e., β∗, and the
latter aims to manipulate the {(x1, y1), . . . , (xn, yn)} effec-
tively. In contrast, existing works primarily focus on the
latter, thereby failing to fully explain the interplay between
memorization and in-context learning.

Test phase. During the test phase, context examples are
designed based on the query input xquery to effectively exe-
cute the attack. Inspired by empirical observations (Figure
1) and prior experience with jailbreaking attacks (Anil et al.,
2024), we choose to use repeated hijacking context exam-
ples during the test phase. Specifically, since the hijacked
context should be factually correct, we consider data similar
to the queried input but with a correct and opposite label
of low confidence. Mathematically, this involves project-
ing xquery onto the classification boundary. To this end,
given the target query data (xquery, yquery), we formalize
the design of the hijacked context example as follows.

Definition 3.2 (Hijacked context data). Let (x, y) be a input
pair and w∗ be the corresponding ground truth vector. Ad-
ditionally, denote x⊥ as the projection of x on the boundary
of classifier, i.e. x⊥ = (Id−w∗(w∗)⊤) ·x. Then, the query
pair (xquery, yquery) is generated as xquery = x⊥ + σw∗

and yquery = sign
(
⟨w∗,xquery⟩

)
= sign(σ) with σ be-

ing a random variable, and the hijacked context example is
designed as xhc = x⊥ and yhc = −yquery.

Note that we pick ⟨xhc,w
∗⟩ = 0 to enforce hijacked con-

text lies on the boundary of the classifier. A more rigor-
ous design is to set xhc = x⊥ − η · yquery · w∗ for some
positive quantity η, where it can be clearly shown that
yhc = sign(⟨xhc,w

∗⟩) = −yquery. Definition 3.2 concerns
the limiting regime by enforcing η → 0+.

Then, based on the above design, the input data matrix in
the test phase is constructed as follows:

Zhc =

[
xhc . . . xhc xquery

yhc . . . yhc 0

]
∈ R(d+1)×(N+1).

(3.2)

Here we use N to denote the number of hijacked context
examples. The example (xhc, yhc) can also be interpreted to
the closest data to xquery but with a different label −yquery,
which principally has the ability to perturb the prediction of
xquery. Additionally, because the prediction is highly likely
to be correct in the zero-shot regime (i.e., N = 0 ), the
prediction in the test phase can be viewed as a competition
between model memorization and adversarial in-context
learning. This dynamic is primarily influenced by the num-
ber of hijacked context examples.

3.2. Transformer model

Following the extensive prior theoretical works for trans-
former (Zhang et al., 2024a;b; Chen et al., 2024; Frei &
Vardi, 2024; Ahn et al., 2023), we consider linear attention-
only transformers, a prevalent simplified structure to inves-
tigate the behavior of transformer models. In particular,
We define an L-layer linear transformer TF as a stack of
L single-head linear attention-only layers. For the input
matrix Zi−1 ∈ R(d+1)×(n+1), the i-th single-head linear
attention-only layer TFi updates the input as follows:

Zi = TFi(Zi−1) = Zi−1 +PiZiM(Z⊤
i−1QiZi−1),

(3.3)

where M :=

(
In 0
0 0

)
∈ R(n+1)×(n+1) is the mask matrix.

We design this architecture to constrain the model’s focus
to the first n in-context examples. Moreover, the matrix
P := Wv ∈ R(d+1)×(d+1) serves as the value matrix in
the standard self-attention layer, while the matrix Q :=
W⊤

k Wq ∈ R(d+1)×(d+1) consolidates the key matrix and
query matrix. This mild re-parameterization has been widely
considered in numerous recent theoretical works (Huang
et al., 2023; Wang et al., 2024; Tian et al., 2023; Jelassi
et al., 2022). To adapt the transformer for solving the linear
classification problem, we introduce an additional linear
embedding layer WE ∈ R(d+1)×(d+1). Then the output of
the transformer TF is defined as

ŷquery = TF(Z0;WE , {Pℓ,Qℓ}Lℓ=1)

= −[TFL ◦ · · · ◦ TF1 ◦WE(Z0)](d+1),(n+1)

= −[ZL](d+1),(n+1), (3.4)

i.e. the negative of the (d + 1, n + 1)-th entry of ZL, and
this position is replaced by 0 in the input Z0. The reason
for taking the minus sign here is to align with previous
work (Von Oswald et al., 2023; Shen et al., 2024), which
will be explained in Proposition 4.1.

3.3. Evaluation metrics

Based on the illustration regarding the transformer architec-
ture, we first define the in-context learning risk of a L-layer
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model TF in the training phase. In particular, let Dtr be the
distribution of the input data matrix Z in (3.1) and the target
yquery, which covers the randomness of both (x, y) and w∗,
then the risk function in the training phase is defined as:

R (TF) := EZ,yquery∼Dtr

[
(TF(Z;θ)− yquery)

2 ]
. (3.5)

where θ = {WE , {Pℓ,Qℓ}Lℓ=1} denotes the collection of
all trainable parameters of TF. This risk function will be
leveraged for training the transformer models (where we
use the stochastic gradient in the experiments).

Additionally, in the test phase, let Dte be the distribution of
the input data matrix Zhc in (3.2) and the target yquery, we
consider the following population prediction error:

E (TF) := PZhc,yquery∼Dte

[
TF(Zhc;θ) · yquery < 0

]
.

(3.6)

4. Main theory
In this section, we present how we establish our theoretical
analysis framework regarding the robustness of transformers
against context hijacking. In summary, we can briefly sketch
our framework into the following several steps:

• Step 1. We establish the equivalence between the L-layer
transformers and L steps gradient descent, converting the
original problem of identifying well-trained transform-
ers to the problem of finding the optimal parameters of
gradient descent (i.e., initialization and learning rates).

• Step 2. We derive the optimal learning rates and initial-
ization of gradient descent, revealing its relationship with
the number of layers L and training context length n.

• Step 3. By formulating the classification error of a linear
model obtained by L steps gradient descent with optimal
parameters on hijacking distribution Dte, we characterize
how the number of layers L, the training context length n
and test context length N affect the robustness.

4.1. Optimizing over in-context examples

Inspired by a line of recent works (Zhang et al., 2024b; Bai
et al., 2024; Chen et al., 2024; Ahn et al., 2023; Olsson
et al., 2022) which connects the in-context learning of trans-
former with the gradient descent algorithm, we follow a
similar approach by showing that, in the following propo-
sition, multi-layer transformer can implement multi-step
gradient descent, starting from any initialization, on the
context examples.

Proposition 4.1. For any L-layer single-head linear trans-
former, let ŷ(l)query be the output of the l-th layer of t, i.e.
the (d + 1, n + 1)-th entry of Zl. Then, there exists a
single-head linear transformer with L layers such that
ŷ
(l)
query = −⟨w(l)

gd ,xquery⟩. Here, w(l)
gd ’s are the parameter

vectors obtained by the following gradient descent iterative
rule and the initialization w

(0)
gd can be arbitrary:

w
(l+1)
gd = w

(l)
gd − Γl∇L̃(w

(l)
gd),

where L̃(w) =
1

2

n∑
i=1

(⟨w,xi⟩ − yi)
2. (4.1)

Here Γl can be any d× d matrix.

As Γl could be any d × d matrix, Proposition 4.1 demon-
strates that the output of the L-layer transformers is equiva-
lent to that of a linear model trained via L-steps of full-batch
preconditioned gradient descent on the context examples,
with {Γl}L−1

l=0 being the learning rates. This suggests that
each L-layer transformer defined in (3.4), with different
parameters, can be viewed as an optimization process of
a linear model characterized by a distinct set of initializa-
tion and learning rates {w(0)

gd ,Γ0, . . . ,ΓL−1}. Therefore, it
suffice to directly find the optimal parameters of the gradi-
ent descent process, without needing to infer the specific
parameters of the well-trained transformers.

Among all related works presenting similar conclusions
that transformers can implement gradient descent, our re-
sult is general as we prove that transformers can implement
multi-step gradient descent from any initialization. In com-
parison, for example, Zhang et al. (2024b) shows that a
single-layer transformer with MLP can implement one-step
gradient descent from non-zero initialization. Ahn et al.
(2023) demonstrate that linear transformers can implement
gradient descent, but only from 0 initialization.

4.2. Optimal multi-step gradient descent

Based on the discussion in the previous section, Proposi-
tion 4.1 successfully transforms the original problem of
identifying the parameters of well-trained transformers into
the task of finding the optimal learning rates and initializa-
tion for the gradient descent process (4.1). In this section,
we present our conclusions regarding these optimal param-
eters. As we consider optimizing over the general training
distribution Dtr, where the tokens xi’s follow the isotropic
distribution, it follows that the updating step size should be
equal in each direction from the perspective of expectation.
Therefore we consider the case Γl = αlId to simplify the
problem, with αl being a scalar for all l ∈ {0, . . . , L− 1}.
In the following, we focus on the optimal set of parame-
ters {w(0)

gd , α0, . . . , αL−1}. Specifically, we consider the

population loss for w(L)
gd as

R(w
(L)
gd ) := ET,w∗∼Dtr

[(
⟨w(L)

gd ,xquery⟩ − yquery
)2]

,

5
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where T = {(x1, y1), . . . , (xn, yn), (xquery, yquery)} is the
set of all classification pairs 1. This definition resembles
R(TF) defined in (3.5). We attempt to find the w

(L)
gd that

minimizes this population loss, along with the correspond-
ing learning rates {αl}Ll=0 and initialization w

(0)
gd , which

can generate this w via gradient descent. We first present
the following proposition demonstrating that there exists
commutative invariance among the learning rates {αl}Ll=0

for producing w
(L)
gd .

Proposition 4.2. Let {α0, α1, . . . , αL−1} be a set of learn-
ing rates, and {α′

0, α
′
1, . . . , α

′
L−1} be another set of learn-

ing rates that is a permutation of {α0, α1, . . . , αL−1},
meaning both sets contain the same elements, with the
only difference being the order of these elements. With
w

(L)
gd ∈ Rd denoting as the parameters achieved by learn-

ing rates {α0, α1, . . . , αL−1} and w
(L)
gd′ ∈ Rd as the param-

eters achieved by learning rates {α′
0, α

′
1, . . . , α

′
L−1} from

the same initialization w
(0)
gd , it holds that w(L)

gd = w
(L)
gd′ .

Proposition 4.2 implies that the learning rates at different
steps contribute equally to the overall optimization process.
Consequently, we will consider a consistent learning rate α
through the entire gradient descent procedure, which signifi-
cantly reduces the difficulty of analysis and does not incur
any loss of generality. Now we are ready to present our main
results regarding the derivation of the optimal parameters α
and w

(0)
gd .

Theorem 4.3. For training distribution Dtr in Definition 3.1,
suppose that the training context length n is sufficiently
large such that n ≥ Ω̃(max{d2, dL}). Additionally, sup-
pose that the perturbation of w∗ around its expectation β∗

is smaller than π
2 , i.e. ⟨w∗,β∗⟩ > 0. Based on these as-

sumptions, the optimal learning rate α and initialization
w

(0)
gd , i.e. α,w(0)

gd = argmin
α,w

(0)
gd

R(w
(L)
gd ), take the value

as follows:

α = Θ̃

(
1

nL

)
; w

(0)
gd = cβ∗,

where c is an absolute constant.

Theorem 4.3 clearly identifies the optimal learning rate α

and initialization w
(0)
gd . Specifically, it shows that the opti-

mal initialization w
(0)
gd aligns the direction of the expectation

β∗, with its length independent of the number of steps L,
and the context length n. Such a conclusion complies with
our intuitions as the initialization w

(0)
gd represents the mem-

ory of large language models, which is not dependent on
the task-specific context examples. In contrast, the optimal
learning rate α is inversely related to both n and L. This sug-
gests that in both cases: (i) with more in-context examples;

1Here we slightly abuse the notation of Dtr to denote both the
distribution of Z,wquery and T,w∗.

and (ii) with more layers, the output of pre-trained trans-
formers will equal to that of a more fine-grained gradient
descent process using a smaller learning rate. Generally, a
small-step strategy ensures the convergence of the objective,
highlighting the potential benefits of deeper architectures
and training inputs with longer context.

4.3. Robustness against context hijacking

The previous two subsections illustrate that for any input
with context examples, we can obtain the corresponding
prediction for that input from the well-trained transformers
by applying gradient descent with the optimal parameters
we derived in Theorem 4.3. As we model Dte the distri-
bution of hijacking examples, to examine the robustness
of L-layer transformers against hijacking, we only need to
check whether the linear model achieved by L-step gradient
on (xhc, yhc) can still conduct successful classification on
xquery. Specifically, we consider the classification error of
the parameter vector w̃(L)

gd as,

E(w̃(L)
gd ) := PT,w∗∼Dte

(
yquery · ⟨w̃(L)

gd ,xquery⟩ < 0
)
,

where T = {(xhc, yhc), (xquery, yquery)}, and w̃
(L)
gd is ob-

tained by implementing gradient descent on (xhc, yhc) with
L steps and the optimal α and w

(0)
gd . Similar to the previous

result, E(w̃(L)
gd ) is identical to E(TF) defined in (3.6). Based

on these preliminaries, we are ready to present our results
regarding the robustness against context hijacking. We first
introduce the following lemma illustrating that when the
context length of hijacking examples is small, we hardly
observe the label flipping phenomenons of the prediction
from well-trained transformers.

Lemma 4.4. Assume that all assumptions in Theorem 4.3
still hold. Additionally, assume that the length of hijacking
examples N is small such that N ≤ Õ

(
n

d3/2

)
and σ follows

any continuous distribution. Based on these assumptions, it
holds that

E(w̃(L)
gd ) ≤ E(w(0)

gd ) + o(1).

Lemma 4.4 demonstrates that when the context length of
hijacking examples is small, the classification error of the
linear model obtained through gradient descent on these
hijacking examples is very close to that of the optimal ini-
tialization. The reasoning is straightforward: When N is
relatively smaller compared to training context length n,
and since the optimal learning rate α is on the order of the
reciprocal of n, the contributions from the hijacking exam-
ples become almost negligible in gradient descent iterations,
allowing the model to remain close to its initialization. Con-
sequently, we consider the case that N is comparable with
n in the following theorem.

6
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Figure 2. Gradient descent experiments using a single-layer neural network. We use grid search to obtain the optimal learning rate for
different training context lengths n and different steps of gradient descent L. Then we use the corresponding optimal learning rate to
perform multi-step gradient descent optimization on the test dataset. The results show that longer training context lengths and more
gradient descent steps lead to smaller optimal learning rate and better optimization.

Theorem 4.5. Assume that all assumptions in Theorem 4.3
still hold. Additionally, assume that N ≥ Ω̃

(
n

d3/2

)
, n ≥

Ω̃
(
Nd
)
, and σ follows some uniform distribution. Based on

these assumptions, it holds that

E(w̃(L)
gd ) ≤ c1 − c2

(
1− Θ̃

(
Nd

nL

))L

,

where c1, c2 are two positive scalar solely depending on the
distribution of σ and w∗.

Based on a general assumption that σ follows the uniform
distribution, Theorem 4.5 formulates the upper bound of
the classification error as a function of the training context
length n, the number of hijacking examples N , and the num-
ber of layers L. Specifically, this upper bound contains a
term proportional to −

(
1−Θ̃

(
Nd
nL

) )L
. As

(
1−Θ̃

(
Nd
nL

) )L
is a monotonically increasing function for N and a monoton-
ically decreasing function for n and L, Theorem 4.5 success-
fully demonstrates two facts: (i) well-trained transformers
with deeper architectures, or those pre-trained on longer
context examples, will exhibit more robustness against con-
text hijacking; and (ii) for a given well-trained transformer,
the context hijacking phenomenon is easier to observe when
provided with more hijacking examples. These conclusions
align well with our experimental observations (Figure 3).

5. Experiments
In this section, we conduct experiments based on the setting
in Section 3 to verify the theory we proposed in Section 4.
We first verify the consistency of our theory with optimal
multi-step gradient descent. Then we train a series of linear
transformers to examine their robustness on test data.

5.1. Optimal gradient descent with different steps

In our theoretical framework, for the same optimization
objective, the optimal gradient descent with more steps L or
longer training context length n will have a smaller learning

rate per step (Theorem 4.3), and this combination of more
steps with small learning rates will perform better on the
optimization process over context samples (Theorem 4.5).
Our theory shows that a trained transformer will learn the
optimal multi-step gradient descent, which will make it
more robust during testing. Therefore, we directly verified
the consistency between practice and theory in the multi-
step gradient descent experiment.

We construct a single-layer neural network to conduct opti-
mal multi-step gradient descent experiments. Each training
sample (xi, yi) is drawn i.i.d. from the distribution Dtr

defined in Section 3.1. We consider the learning rate that
minimizes the loss of the test sample which is also drawn
from Dtr when the single-layer neural network is trained
using 1 to 8 steps of gradient descent, that is, the optimal
learning rate αL corresponding to L-step gradient descent,
which can be obtained by grid search. Figure 2 shows that
αL decreases as L and n increases, which is aligned with
our theoretical results (Theorem 4.3).

Next, we discuss the second part of the theoretical frame-
work, i.e., gradient descent with more steps and small step
size performs a more fine-grained optimization (Theorem
4.5), which can be verified by our experiment results. We ap-
ply the optimal learning rate searched in the training phase
to the test phase, and perform gradient descent optimiza-
tion on the test samples drawn from Dte with the optimal
learning rate and its corresponding number of steps. We can
find that with the increase in the number of gradient descent
steps and the decrease in the corresponding learning rate, the
performance of the model will be significantly improved.

5.2. Robustness of linear transformers with different
number of layers

Applying our theoretical framework to the context hijacking
task on transformers can explain it well, indicating that our
theory has practical significance. We train linear transform-
ers with different depths and context lengths on the training
dataset based on distribution Dtr. We mainly investigate

7



385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
437
438
439

On the Robustness of Transformers against Context Hijacking for Linear Classification

Figure 3. Linear transformers experiments with different depths and different training context lengths. By testing the trained linear
transformers on the test set, we can find that as the number of interference samples increases, the model prediction accuracy becomes
worse. However, deeper models have higher accuracy, indicating stronger robustness. As the training context length increases, the model
robustness will also increase because the accuracy converges significantly more slowly.

Figure 4. Linear transformers experiments on training dataset. By
testing trained linear transformers on the training set, the initial ac-
curacy of the model is high and can be improved with the increase
of context length, indicating that the model can use in-context
learning to fine-tune β⋆ to w⋆. And deeper models have stronger
optimization capabilities.

the impact of training context length n, and model depth
L and the testing context length N on model classification
accuracy.

We first test the trained transformers on the training dataset
to verify that the model can fine-tune the memorized β∗

to w⋆ . According to the Figure 4, we can find that the
model has a high classification accuracy when there are
very few samples at the beginning. This means that the
model successfully memorizes the shared signal β∗. As the
context length increases, the accuracy of the model gradually
increases and converges, meaning that the model can fine-
tune the pre-trained β∗ by using the context samples. In
addition, deeper models can converge to larger values faster,
corresponding to the theoretical view that deeper models
can perform more sophisticated optimization.

Then we conduct experiments on the test set. Observing the
experiment results (Figure 3), we can see that as the context
length increases, the accuracy of the model decreases sig-
nificantly and converges to 50%, showing that the model is
randomly classifying the final query xquery. This is consis-
tent with the context hijacking phenomenon that the model’s
robustness will deteriorate as the number of interference
prompt words increases. When the number of layers in-
creases, the models with different depths show the same

trend as the context length increases, but the accuracy of
the model will increase significantly, which is consistent
with the phenomenon that deeper models show stronger ro-
bustness in practical applications. In addition, the model
becomes significantly more robust as the training context
length increases, which is reflected in the fact that the clas-
sification accuracy converges more slowly as the length
increases.

6. Conclusion and discussion
In this paper, we explore the robustness of transformers
from the perspective of in-context learning. We are in-
spired by the real-world problem of LLMs, namely context
hijacking (Jiang et al., 2024), and we build a comprehen-
sive theoretical framework by modeling context hijacking
phenomenon as a linear classification problem. We first
demonstrate the context hijacking phenomenon by conduct-
ing experiments on LLMs with different depths, i.e., the
output of the LLMs can be simply manipulated by modi-
fying the context with factually correct information. This
reflects an intuition: deeper models may be more robust.
Then we develop a comprehensive theoretical analysis of
the robustness of transformer, showing that the well-trained
transformers can achieve the optimal gradient descent strat-
egy. More specifically, we show that as the number of model
layers or the length of training context increase, the model
will be able to perform more fine-grained optimization steps
over context samples, which can be less affected by the
hijacking examples, leading to stronger robustness. Specifi-
cally considering the context hijacking task, our theory can
fully explain the various phenomena, which is supported by
a series of numerical experiments.

Our work provides a new perspective for the robustness
explanation of transformers and the understanding of in-
context learning ability, which offer new insights to un-
derstand the benefit of deeper architecture. Besides, our
analysis on the optimal multi-step gradient descent may also
be leveraged to other problems that involve the numerical
optimization for linear problems.

8
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Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning. There are many potential societal
consequences of our work, none which we feel must be
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A. Notations
Given two sequences {xn} and {yn}, we denote xn = O(yn) if there exist some absolute constant C1 > 0 and N > 0
such that |xn| ≤ C1|yn| for all n ≥ N . Similarly, we denote xn = Ω(yn) if there exist C2 > 0 and N > 0 such that
|xn| ≥ C2|yn| for all n > N . We say xn = Θ(yn) if xn = O(yn) and xn = Ω(yn) both holds. Additionally, we denote
xn = o(yn) if, for any ϵ > 0, there exists some N(ϵ) > 0 such that |xn| ≤ ϵ|yn| for all n ≥ N(ϵ), and we denote
xn = ω(yn) if yn = o(xn). We use Õ(·), Ω̃(·), and Θ̃(·) to hide logarithmic factors in these notations respectively. Finally,
for any n ∈ N+, we use [n] to denote the set {1, 2, · · · , n}.

B. Proof of Proposition 4.1
In this section we provide a proof for Proposition 4.1.

Proof of Proposition 4.1. Our proof is inspired by Lemma 1 in Ahn et al. (2023), while we consider a non-zero initialization.
We first provide the parameters WE ,Pℓ,Qℓ ∈ R(d+1)×(d+1) of a L-layers transformer.

WE =

[
In 0

−w
(0)
gd 1

]
, Pℓ =

[
0d×d 0
0 1

]
, Qℓ =

[
−Γℓ 0
0 0

]
where Γℓ ∈ Rd×d.

For the linear classification problem, the input sample Z0 ∈ R(d+1)×(n+1) consists of {(xi, yi)}i = 1n and (xquery, yquery)
in (3.1) , which will first be embedded by WE . Let X(0) ∈ Rd×(n+1) denote the first d rows of WE(Z0) and let
Y(0) ∈ R1×(n+1) denote the (d+ 1)-th row of WE(Z0). In subsequent iterative updates in (3.3), the values at the same
position will be denoted as X(l) and Y(l), for l = 1, . . . , L. Similarly, define X̄(l) ∈ Rd×n and Ȳ(l) ∈ R1×n as matrices
that exclude the last query sample (x

(l)
query, y

(l)
query). That is, they only contain the first n columns of the output of the l-th

layer. Let x(l)
i and y

(l)
i be the i-th pair of samples output by the l-th layer. Define a function g(x, y, l) : Rd × R× Z → R:

let x(0)
query = x and y

(0)
query = y − ⟨w(0)

gd ,x⟩, then g(x, y, l) := y
(k)
query. Next, based on the update formula (3.3) and the

parameters constructed above, we have:

X(l+1) = X(l) = · · · = X(0), Y(l+1) = Y(l) −Y(l)M(X(0))⊤ΓlX
(0).

Then for all i ∈ {1, . . . , n},

y
(l+1)
i = y

(l)
i −

n∑
j=1

xi
⊤Γlxjy

(l)
j .

So y
(l+1)
i does not depend on y

(l+1)
query. For query position,

y(l+1)
query = y(l)query −

n∑
j=1

x⊤
queryΓlxjy

(l)
j .

Then we obtain g(x, y, l) and g(x, 0, l):

g(x, y, l) = y(l−1)
query −

n∑
j=1

x⊤
queryΓl−1xjy

(l−1)
j

= y(l−2)
query −

n∑
j=1

x⊤
queryΓl−2xjy

(l−2)
j −

n∑
j=1

x⊤
queryΓl−1xjy

(l−1)
j

...

= y(0)query −
n∑

j=1

x⊤
queryΓ0xjy

(0)
j − · · · −

n∑
j=1

x⊤
queryΓl−1xjy

(l−1)
j

= y − ⟨w(0)
gd ,xquery⟩ −

n∑
j=1

x⊤
queryΓ0xjy

(0)
j − · · · −

n∑
j=1

x⊤
queryΓl−1xjy

(l−1)
j ;
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g(x, 0, k) = y(l−1)
query −

n∑
j=1

x⊤
queryΓl−1xjy

(l−1)
j

= y(l−2)
query −

n∑
j=1

x⊤
queryΓl−2xjy

(l−2)
j −

n∑
j=1

x⊤
queryΓl−1xjy

(l−1)
j

...

= y(0)query −
n∑

j=1

x⊤
queryΓ0xjy

(0)
j − · · · −

n∑
j=1

x⊤
queryΓl−1xjy

(l−1)
j

= −⟨w(0)
gd ,xquery⟩ −

n∑
j=1

x⊤
queryΓ0xjy

(0)
j − · · · −

n∑
j=1

x⊤
queryΓl−1xjy

(l−1)
j ; .

So we have g(x, y, l) = g(x, 0, l) + y. Observing g(x, 0, l), we can find that it is linear in x for the reason that every term
of g(x, 0, l) is linear in xquery, which means we can rewrite it. We verify that there exists a θl ∈ Rd for each l ∈ [L], such
that for all x, y,

g(x, y, l) = g(x, 0, k) + y = ⟨θl,x⟩+ y.

Let l = 0, we have ⟨θ0,x⟩ = g(x, y, 0)− y = y
(0)
query − y = −⟨w(0)

gd ,xquery⟩, so θ0 = −w
(0)
gd . Next, we will show that for

all (xi, yi) ∈ {(x1, y1) . . . , (xn, yn), (xquery, yquery)},

g(xi, yi, l) = y
(l)
i = ⟨θl,xi⟩+ yi.

Observing the update formulas for y(l+1)
i and y

(l+1)
query, if we let xquery := xi for some i, we can get that y(l+1)

i = y
(l+1)
query

because y
(0)
i = y

(0)
query by definition. This indicates that

Ȳ(l) = Ȳ(0) + θT
l X̄.

Finally, we can rewrite the update formula for y(n+1)
k

y(l+1)
query = y(l)query −

n∑
j=1

x⊤
queryΓlxjy

(l)
j .

= y(l)query − ⟨ΓlX̄(Ȳ(l))⊤,xquery⟩

⇒
〈
θl+1,xquery⟩ = ⟨θl,xquery⟩ − ⟨ΓlX̄

(
X̄⊤θl + (Ȳ(0))⊤

)
,xquery

〉
Since xquery is an arbitrary variable, we get the more general update formula for θl:

θl+1 = θl − ⟨ΓlX̄
(
X̄⊤θl + (Ȳ(0))⊤

)
⟩.

Notice that we use the mean squared error, we have

L̃(w) =
1

2

n∑
i=1

(⟨w,xi⟩ − yi)
2

=
1

2
∥X̄⊤w − (Ȳ(0))⊤∥2.

Then we get its gradient ∇L̃(w) = X̄
(
X̄⊤w − (Ȳ(0))⊤

)
. Let w(l)

gd := −θl, we have

θl+1 = θl − ⟨ΓlX̄
(
X̄⊤θl + Ȳ⊤

0

)
⟩

⇒ w
(l+1)
gd = w

(l)
gd − ⟨ΓkX̄

(
X̄⊤w

(l)
gd − (Ȳ(0))⊤

)
⟩

= w
(l)
gd − Γl∇L̃(w

(l)
gd).
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And the output of the l-th layer y(l)query is

g (xquery, yquery, l) = yquery + ⟨θl,xquery⟩ = yquery − ⟨w(l)
gd ,xquery⟩.

In our settings, we have yn+1
k = −⟨w(l)

gd ,xquery⟩ because the input query label is 0.

C. Gradient descent updates of parameters

In this section, we provide further details regarding the updating of parameters w(l)
gd , which will be utilized in subsequent

proof. Besides, it can directly imply Proposition 4.2. Before demonstrating the mathematical, we first introduce several
utility notations, which will be used in subsequent technical derivations and proofs. We denote Sl,k as the set of all
k-dimensional tuples whose entries are drawn from {0, 1, . . . , l − 1} without replacement, i.e.

St,k =
{
(j1, j2, . . . , jk)|j1, j2, . . . , jk ∈ {0, 1, . . . , l − 1}; j1 ̸= j2 ̸= . . . ̸= jk

}
.

Then given the set of all historical learning rates before or at l-th iteration, i.e. {α0, α1, . . . , αl−1}, and Sl,k defined above,
we define Al,k as

Al,k :=
∑

(j1,j2,...,jk)∈Sl,k

k∏
κ=1

αjκ .

Then we can observe that the permutation of elements of {α0, α1, . . . , αl−1} would not change the value of Al,k. Then
based on these notations, we present mathematical derivation in the following.

By some basic gradient calculations, we can re-write the iterative rule of gradient descent (4.1) as

w
(l+1)
gd = w

(l)
gd − αl∇L(w

(l)
gd)

= w
(l)
gd − αl

n∑
i=1

(
⟨w(l)

gd ,xi⟩ − sign(⟨w∗,xi⟩)
)
· xi

=

(
Id − αl

( n∑
i=1

xix
⊤
i

))
·w(l)

gd + αl

( n∑
i=1

sign(⟨w∗,xi⟩) · xi

)
. (C.1)

Based on this detailed iterative formula, and the definition of Sl,k and Al,k above, we present and prove the following
lemma, which characterizes the closed-form expression for w(l).

Lemma C.1. For the iterates of gradient descent, i.e. w(l)
gd ’s with l ∈ {0, 1, . . . , L− 1}, it holds that

w
(l)
gd =

(
Id +

l∑
k=1

Al,k

(
−

n∑
i=1

xix
⊤
i

)k)
·w(0)

gd +

( l∑
k=1

Al,k

(
−

n∑
i=1

xix
⊤
i

)k−1
)
·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)
. (C.2)

Proof of Lemma C.1. Before we demonstrate our proof, we first present some conclusions regarding Sl,k and Al,k. By
directly applying the Binomial theorem and the definition of Al,k, we can obtain that

l−1∏
k=0

(
Id + αk

(
−

n∑
i=1

xix
⊤
i

))
= Id +

l∑
k=1

Al,k

(
−

n∑
i=1

xix
⊤
i

)k
. (C.3)

Additionally, by utilizing the definition of Sl,k, we can easily derive that

Sl+1,k =
{
(j1, j2, . . . , jk)|j1, j2, . . . , jk ∈ {0, 1, . . . , l}; j1 ̸= j2 ̸= . . . ̸= jk

}
=
{
(j1, j2, . . . , jk)|j1, j2, . . . , jk ∈ {0, 1, . . . , l − 1}; j1 ̸= j2 ̸= . . . ̸= jk

}
∪
{
(j1, j2, . . . , jk−1, l)|j1, j2, . . . , jk−1 ∈ {0, 1, . . . , l − 1}; j1 ̸= j2 ̸= . . . ̸= jk−1

}
=Sl,k ∪

{
(j1, j2, . . . , jk−1, l)|(j1, j2, . . . , jk−1) ∈ Sl,k−1

}
,
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holds when k ≤ l. This result can further imply that

Al+1,k =
∑

(j1,j2,...,jk)∈Sl+1,k

k∏
κ=1

αjκ =
∑

(j1,j2,...,jk)∈Sl,k

k∏
κ=1

αjκ +
∑

(j1,j2,...,jk−1)∈Sl,k−1

k−1∏
κ=1

αjκαl = Al,k + αlAl,k−1.

(C.4)

holds when k ≤ l. Additionally, it is straightforward that

Al+1,l+1 = αlAl,l; Al+1,1 = Al,1 + αl. (C.5)

With these conclusions in hands, we will begin proving this lemma by induction. When l = 1, by the iterative rule (C.1), we
can obtain that

w
(1)
gd =

(
Id − α0

( n∑
i=1

xix
⊤
i

))
·w(0)

gd + α0

( n∑
i=1

sign(⟨w∗,xi⟩) · xi

)
,

which follows the conclusion of (C.2) due to (C.3) and the definition of A1,1. By induction, we assume that (C.2) holds at
l-th iteration. Then at (l + 1)-th iteration, we can obtain that,

w
(l+1)
gd =

(
Id − αl

( n∑
i=1

xix
⊤
i

))
·w(l)

gd + αl

( n∑
i=1

sign(⟨w∗,xi⟩) · xi

)

=αl

( n∑
i=1

sign(⟨w∗,xi⟩) · xi

)
+

(
Id − αl

( n∑
i=1

xix
⊤
i

))

·

{
l−1∏
τ=0

(
Id − ατ

( n∑
i=1

xix
⊤
i

))
·w(0)

gd +

( t∑
k=1

Al,k

(
−

n∑
i=1

xix
⊤
i

)k−1
)
·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)}

=αl

( n∑
i=1

sign(⟨w∗,xi⟩) · xi

)
+

l∏
k=0

(
Id − αk

( n∑
i=1

xix
⊤
i

))
·w(0)

gd

+

( l∑
k=1

Al,k

(
−

n∑
i=1

xix
⊤
i

)k−1

+

l∑
k=1

αlAl,k

(
−

n∑
i=1

xix
⊤
i

)k)
·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)

=

l∏
k=0

(
Id − αk

( n∑
i=1

xix
⊤
i

))
·w(0)

gd + (Al,1 + αl) ·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)

+

(
l∑

k=2

(Al,k + αlAl,k−1)
(
−

n∑
i=1

xix
⊤
i

)k−1
)

·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)

+ αlAl,l

( n∑
i=1

xix
⊤
i

)l
·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)

=

l∏
k=0

(
Id − αk

( n∑
i=1

xix
⊤
i

))
·w(0)

gd +Al+1,1 ·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)

+

( t∑
k=2

Al+1,k

(
−

n∑
i=1

xix
⊤
i

)k−1
)
·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)
+Al+1,l+1

(
−

n∑
i=1

xix
⊤
i

)k
·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)

=

(
Id +

l+1∑
k=1

Al+1,k

(
−

n∑
i=1

xix
⊤
i

)k)
·w(0)

gd +

( l+1∑
k=1

Al+1,k

(
−

n∑
i=1

xix
⊤
i

)k−1
)
·
( n∑

i=1

sign(⟨w∗,xi⟩) · xi

)
.

The second equality holds by substituting w
(l)
gd with its expansion from (C.2), assuming it is valid at the l-th iteration by

induction. The third and fourth equalities are established by rearranging the terms. The penultimate equality is derived
by applying the conclusions regarding Al,k from (C.4) and (C.5). The final equality is obtained by applying (C.3). This
demonstrates that (C.2) still holds at l+1-th iteration given it holds at l-th iteration, which finishes the proof of induction.
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Lemma C.1 demonstrate that the learning rates αl’s will only influence w
(L)
gd by determining the value of AL,k’s. While as

we have discussed above, the values of AL,k’s depend solely on the elements in the {α0, . . . , αL−1}, and remain unchanged
when the order of these learning rates is rearranged. Consequently, the permutation of {α0, . . . , αL−1} will also not affect
the value of w(L)

gd , thereby confirming that Proposition 4.2 holds.

D. Proof of Theorem 4.3
In this section, we provide a detailed proof for Theorem 4.3. We begin by introducing and proving a lemma that demonstrates
how w

(0)
gd must align with the direction of β∗. This alignment constrains the choice of w(0)

gd to a scalar multiple of β∗,

specifically in the form of c0 · β∗. Additionally, in the subsequent sections, we will use the notation Σ̂ =
∑n

i=1 xix
⊤
i .

Lemma D.1. Under the same conditions with Theorem 4.3, to minimize the loss R(w
(L)
gd ), w(0)

gd is always in the form of
c0 · β∗.

Proof of Lemma D.1. Utilizing the independence among the examples in T = {(x1, y1), . . . , (xn, yn), (xquery, yquery)},
and w∗, we can expand R

w
(L)
gd

by law of total expectation as

R(w
(L)
gd ) = ET,w∗

[(
⟨w(L)

gd ,xquery⟩ − sign(⟨w∗,xquery⟩)
)2]

= ET,w∗
[
⟨w(L)

gd ,xquery⟩2 − 2 sign(⟨w∗,xquery⟩)⟨w(L)
gd ,xquery⟩

]
+ 1

= E{(xi,yi)}n
i=1,w

∗

[
E(xquery,yquery)

[
⟨w(L)

gd ,xquery⟩2 − 2 sign(⟨w∗,xquery⟩)⟨w(L)
gd ,xquery⟩

∣∣{(xi, yi)}ni=1,w
∗]]+ 1

= E{(xi,yi)}n
i=1,w

∗

[∥∥∥∥w(L)
gd −

√
2

π
w∗
∥∥∥∥2
2

]
+ 1− 2

π
,

where the last equality holds since Exquery [⟨w,xquery⟩2] = w⊤Exquery [xqueryx
⊤
query]w = ∥w∥22 when w is independent

with xquery, and Exquery [⟨w1,xquery⟩ sign(⟨w2,xquery⟩)] =
√

2
π ⟨w

∗,w
(L)
gd ⟩ implied by Lemma F.1. Therefore in the

next we attempt to optimize the first term E{(xi,yi)}n
i=1,w

∗

[∥∥∥w(L)
gd −

√
2
πw

∗
∥∥∥2
2

]
. By applying the closed form of w(L)

gd in
Lemma C.1 with all αl = α, we have

w
(L)
gd =

(
Id − αΣ̂

)L ·w(0)
gd + α

L−1∑
l=0

(
Id − αΣ̂

)l · ( n∑
i=1

sign(⟨w∗,xi⟩)xi

)
.

Based on this, we can further derive that

E{(xi,yi)}n
i=1,w

∗

[∥∥∥∥w(L)
gd −

√
2

π
w∗
∥∥∥∥2
2

]
=(w

(0)
gd )

⊤E{(xi,yi)}n
i=1,w

∗
[(
Id − αΣ̂

)2L]
w

(0)
gd

− 2α(w
(0)
gd )

⊤E{(xi,yi)}n
i=1,w

∗

[ L−1∑
l=0

(
Id − αΣ̂

)l+L ·
( n∑

i=1

sign(⟨w∗,xi⟩)xi

)]
+ C

=c1
∥∥w(0)

gd

∥∥2
2
− 2c2⟨w(0)

gd ,β
∗⟩+ C

=c1

∥∥∥w(0)
gd − c2

c1
β∗
∥∥∥2
2
+ C − c22

c1
, (D.1)

where c1, c2, C are some scalar independent of w
(0)
gd . The second inequality holds since E{(xi,yi)}n

i=1,w
∗
[(
Id −

αΣ̂
)2L]

= c1Id for some scalar c1, guaranteed by Lemma F.2, and E{(xi,yi)}n
i=1,w

∗
[∑L−1

l=0

(
Id − αΣ̂

)l+L ·(∑n
i=1 sign(⟨w∗,xi⟩)xi

)]
= c2β

∗ for some scalar c2, guaranteed by Lemma F.3. As the result of (C.3) is a quartic
function of w(0)

gd , we can easily conclude that it achieves the minimum value when w
(0)
gd = c0β

∗ for some scalar c0, which
completes the proof.
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Based on Lemma D.1, in the following proof, we will directly replace w
(0)
gd with c0β

∗ and attempt to find the optimal c0.
Now we are ready to prove the following theorem, a representation of Theorem 4.3.

Theorem D.2 (Restate of Theorem 4.3). For training distribution Dtr in Definition 3.1, suppose that the training context
length n is sufficiently large such that n ≥ Ω̃(max{d2, dL}). Additionally, suppose that the perturbation of w∗ around its
expectation β∗ is smaller than π

2 , i.e. ⟨w∗,β∗⟩ > 0. then for any learning rate α and initialization w
(0)
gd , it holds that

R(w
(L)
gd ) ≤ Θ

(
(1− αn)L∥w(0)

gd − c1w
∗∥22
)
+ Θ̃(αdL) + C,

where both c1, C are absolute constants. Additionally, by taking w
(0)
gd = c1β

∗ and α = Θ̃( 1
nL ), the upper bound above

achieve its optimal rates as

R(w
(L)
gd ) ≤ Θ̃

( d
n

)
+ C.

Proof of Theorem D.2. Utilizing the fact that Id−
(
Id−αΣ̂

)L
= α

∑L−1
l=0

(
Id−αΣ̂

)l
Σ̂ and w

(0)
gd = c0β

∗, we can re-write

the close form of w(L)
gd as

w
(L)
gd =

(
Id −

(
Id − αΣ̂

)L) ·√ 2

π
w∗ +

(
Id − αΣ̂

)L · c0β∗ − α

L−1∑
l=0

(
Id − αΣ̂

)l · (√ 2

π
Σ̂w∗ −

( n∑
i=1

sign(⟨w∗,xi⟩)xi

))
Then by the similar calculation to Lemma D.1, we have

R(w
(L)
gd ) = E

[∥∥∥∥w(L)
gd −

√
2

π
w∗
∥∥∥∥2
2

]
+ C

= E

[∥∥∥∥(Id − αΣ̂
)L ·

(
c0β

∗ −
√

2

π
w∗
)
− α

L−1∑
l=0

(
Id − αΣ̂

)l · (√ 2

π
Σ̂w∗ −

( n∑
i=1

sign(⟨w∗,xi⟩)xi

))∥∥∥∥2
2

]
+ C

≤ 2E

[∥∥∥∥(Id − αΣ̂
)L ·

(
c0β

∗ −
√

2

π
w∗
)∥∥∥∥2

2

]
︸ ︷︷ ︸

I

+2E

[
α2

∥∥∥∥ L−1∑
l=0

(
Id − αΣ̂

)l · (√ 2

π
Σ̂w∗ −

( n∑
i=1

sign(⟨w∗,xi⟩)xi

))∥∥∥∥2
2

]
︸ ︷︷ ︸

II

+C

where the last inequality hols by (a + b)2 ≤ 2a2 + 2b2, and C is an absolute constant. Therefore, in the following, we
discuss the upper-bounds for I and II respectively. For I , we have

I ≤ E
[∥∥∥(Id − αΣ̂

)∥∥∥2L
2

]
· E

[(
c0β

∗ −
√

2

π
w∗
)∥∥∥∥2

2

]
≤ O

(
(1− αn)2L

)
· E

[(
c0β

∗ −
√

2

π
w∗
)∥∥∥∥2

2

]
,

where the first inequality is derived by the independence among xi and w∗ and the submultiplicativity of ℓ2 norm, and the
second inequality holds by the concentration results regarding ∥Σ̂∥2 provided in Lemma F.4. For II , we can derive that

II ≤ E
[
α2

L−1∑
l1,l2=0

∥∥Id − αΣ̂
∥∥l1+l2

2

]
︸ ︷︷ ︸

II.1

E
[∥∥∥∥
√

2

π
Σ̂w∗ −

( n∑
i=1

sign(⟨w∗,xi⟩)xi

)∥∥∥∥2
2

]
︸ ︷︷ ︸

II.2

,

where the inequality is guaranteed by the submultiplicativity of ℓ2 norm. Then we discuss II.1 and II.2 respectively. For
II.1, we have

II.1 ≤ α

∥Σ̂∥2

L−1∑
l1,l2=0

1

l1 + l2 + 1
≤ αL

∥Σ̂∥2

L−1∑
l1=0

1

l1 + 1
≤ O

(
αL logL

n

)
.
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The first inequality holds by the fact that x(1 − x)k ≤ 1
k+1 for x ∈ [0, 1]. The second inequality holds by replace

1
l1+l2+1 with its upper bound 1

l1+1 . The third inequality holds by
∑L−1

l1=0
1

l1+1 ≤ logL and ∥Σ̂∥2 = Θ(n) demonstrated in
Lemma F.4. For II.2, we have

II.2 = E
[∥∥∥∥
√

2

π
(Σ̂− nId)w

∗ −
( n∑

i=1

sign(⟨w∗,xi⟩)xi − n

√
2

π
w∗
)∥∥∥∥2

2

]

≤ 4

π
E∥Σ̂− nId∥22 + 2E

[∥∥∥∥ n∑
i=1

sign(⟨w∗,xi⟩)xi − n

√
2

π
w∗
∥∥∥∥2
2

]
≤ Õ(nd).

The first equality adds and minuses the same term. The first inequality holds by the submultiplicativity of ℓ2 norm, and
the fact (a + b)2 ≤ 2a2 + 2b2. The second inequality holds as ∥Σ̂ − nId∥2 ≤ Õ(

√
nd), proved in Lemma F.4 and∥∥∑n

i=1 sign(⟨w∗,xi⟩)xi − n
√

2
πw

∗
∥∥
2
≤ Õ(

√
nd), proved in Lemma F.5. Combining all the preceding results, we can

obtain that

R(w
(L)
gd ) ≤ O

(
(1− αn)2L

)
· E

[(
c0β

∗ −
√

2

π
w∗
)∥∥∥∥2

2

]
+ Õ(αdL) + C.

It is straightforward that when taking c0 =
√

2
π , the expectation term will achieve its minimum, which is the variance of w∗

multiplying by a factor
√

2
π . This finishes the proof that the optimal initialization takes the value as w(0)

gd =
√

2
πβ

∗. We
re-plug this result into the upper-bound above and utilize the fact that the variance is at the constant order. Then to find the
optimal learning rate α is actually to optimize the summation of (1− αn)2L and αdL. We can note that the first term will
decrease as α increases, while the second term will increase as α increases. Therefore, minimizing the summation of these
two terms is essentially equivalent to finding an optimal α such that both terms are of the same order. Then we can notice
that when consider α = log(n/d)

2nL , the first term can be bounded as

(1− αn)2L =

(
1− log(n/d)

2L

)2L

≤ d

n
.

Additionally, it is straightforward that αdL = d log(n/d)
n . When omitting the factors of log, we conclude that these two terms

are at the same order. Therefore, the optimal choice of learning rate is α = Θ̃( 1
nL ), which can optimize the excess risk as

R(w
(L)
gd )− C ≤ Õ

(
d

n

)
.

This completes the proof.

Here we provide further discussions regarding the upper bound for the population loss achieved when choosing the optimal
learning rate and initialization. The constant C represents an irreducible term arising from the variance of the model.
Such an irreducible term always exists when considering least-squares loss, similar to the noise variance in classic linear
regression problems. Therefore, when considering the problems with least-square loss function, it is common to define
R(w

(L)
gd )− C as the excess risk and attempt to minimize this term. Consequently, Theorem D.2 reveals that when using the

optimal parameters, the excess risk R(w
(L)
gd )− C will converge to 0 as the context length n goes to infinity.

E. Proof of Lemma 4.4 and Theorem 4.5
In this section, we provide the proof for both Lemma 4.4 and Theorem 4.5. W.L.O.G, we assume that σ > 0 in the
subsequent proof. This implies that yhc = −1, yquery = 1 and E(w) = P(⟨w,xquery⟩ < 0) for any w. Then we first
introduce a lemma providing a closed form for w̃(l)

gd , which is the parameter vector of the linear model trained by gradient
descent with the optimal parameters derived in Theorem 4.3 and data (xhc, yhc).

Lemma E.1. For the gradient descent iterates w̃(l)
gd , it holds that

w̃
(l)
gd = cβ∗ + a(l) · x⊥ (E.1)
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for all l ∈ {0, 1, . . . , L}. c is the coefficient of β∗ of initialization w
(0)
gd and a(l) follows that

a(l) = −
(
1−

(
1− αN∥x⊥∥22

)l)1 + c⟨x⊥,β
∗⟩

∥x⊥∥22

Proof of Lemma E.1. We prove this lemma by induction. It is straightforward that w̃(0)
gd = cβ∗ and w̃

(1)
gd = cβ∗ − αNx⊥,

complying with the formula (E.1). By induction, we assume (E.1) still holds for l-th iteration. Then at the l + 1-th iteration,
we have

w̃
(l+1)
gd =

(
Id − αNx⊥x

⊤
⊥
)
· w̃(l)

gd − αNx⊥

=
(
Id − αNx⊥x

⊤
⊥
)
·
(
cβ∗ + a(l)x⊥

)
− αNx⊥

= cβ∗ +
(
a(l)(1− αN∥x⊥∥22)− αN(1 + c⟨x⊥,β

∗⟩)
)
= cβ∗ + a(l + 1)x⊥.

Additionally, by the fact a(l + 1) = a(l)(1− αN∥x⊥∥22)− αN(1 + c⟨x⊥,β
∗⟩), we can derive that(

a(l + 1) +
1 + c⟨x⊥,β

∗⟩
∥x⊥∥22

)
=
(
1− αN∥x⊥∥22

)(
a(l) +

1 + c⟨x⊥,β
∗⟩

∥x⊥∥22

)
= · · ·

= −
(
1− αN∥x⊥∥22

)l 1 + c⟨x⊥,β
∗⟩

∥x⊥∥22
.

This implies that

a(l) = −
(
1−

(
1− αN∥x⊥∥22

)l)1 + c⟨x⊥,β
∗⟩

∥x⊥∥22
,

which completes the proof.

Based on the closed form of w̃(L)
gd obtained by Lemma E.1, we are ready to prove Lemma 4.4 and Theorem 4.5.

Proof of Lemma 4.4. By Lemma E.1, the output of the linear model trained via gradient descent on xquery can be expanded
as

⟨w̃(L)
gd ,xquery⟩ = ⟨cβ∗ + a(L)x⊥,x⊥ + σw∗⟩

= c⟨β∗,x⊥⟩+ a(L)∥x⊥∥22 + cσ⟨w∗,β∗⟩

= c⟨β∗,x⊥⟩ −
(
1−

(
1− αN∥x⊥∥22

)L)(
1 + c⟨x⊥,β

∗⟩
)
+ cσ⟨w∗,β∗⟩

= cσ⟨w∗,β∗⟩ − 1 +
(
1− αN∥x⊥∥22

)L(
1 + c⟨x⊥,β

∗⟩
)
. (E.2)

By utilizing the independence among w∗, σ, and x⊥ and law of total expectation, we can derive that

E(w̃(L)
gd ) = P

(
cσ⟨w∗,β∗⟩ − 1 +

(
1− αN∥x⊥∥22

)L(
1 + c⟨x⊥,β

∗⟩
)
≤ 0
)

= E
[
P
(
cσ⟨w∗,β∗⟩ − 1 +

(
1− αN∥x⊥∥22

)L(
1 + c⟨x⊥,β

∗⟩
)
≤ 0
∣∣∣w∗,x⊥

)]
= E

[
Fσ

(
1−

(
1− αN∥x⊥∥22

)L(
1 + c⟨x⊥,β

∗⟩
)

c⟨w∗,β∗⟩

)]
, (E.3)

where Fσ(·) is the cumulative distribution function of σ. Similarly, we also have

E(w(0)
gd ) = E

[
Fσ

(
− ⟨x⊥,β

∗⟩
⟨w∗,β∗⟩

)]
.
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Therefore, by Taylor’s first order expansion, we have

E(w̃(L)
gd )− E(w(0)

gd ) = E

[
F ′
σ(ξ)

(
1−

(
1− αN∥x⊥∥22

)L)(
1 + c⟨x⊥,β

∗⟩
)

1 + c⟨w∗,β∗⟩

]

≤

(
1−

(
1−Θ

(
Nd

nL

))L)
Õ(

√
d) ≤ Õ

(
Nd3/2

n

)
≤ õ(1),

where the first inequality utilizing the concentration results that ∥x⊥∥22Θ(d) and ⟨x⊥,β
∗⟩ = Õ(

√
d). The second inequality

holds by the fact
(
1−Θ

(
Nd
nL

))L
= 1−Θ

(
Nd
n

)
by our condition n ≤ o(d3/2/n), which also implies the last inequality

holds. Therefore, we finish the proof.

In the next, we prove Theorem 4.5

Proof of Theorem 4.5. Similar to the proof of Lemma 4.4, we have that

E(w̃(L)
gd ) = E

[
Fσ

(
1−

(
1− αN∥x⊥∥22

)L(
1 + c⟨x⊥,β

∗⟩
)

c⟨w∗,β∗⟩

)]

= E

[
Fσ

(
1−

(
1− αN∥x⊥∥22

)L
c⟨w∗,β∗⟩

)
− F ′

σ(ξ)

(
1− αN∥x⊥∥22

)L|⟨x⊥,β
∗⟩| sign(⟨x⊥,β

∗⟩)
⟨w∗,β∗⟩

]

= E

[
Fσ

(
1−

(
1− αN∥x⊥∥22

)L
c⟨w∗,β∗⟩

)]
= E

[
Fσ

(
1−

(
1− Θ̃(Nd

nL )
)L

c⟨w∗,β∗⟩

)]
,

where the third inequality holds as sign(⟨x⊥,β
∗⟩) is independent with |⟨x⊥,β

∗⟩| and ∥x⊥∥22, and F ′(ξ) is a constant.
Additionally, let σ follows the uniform distribution from a to b, then we can expand the expectation above as

E(w̃(L)
gd ) =E

[
Fσ

(
1−

(
1− Θ̃(Nd

nL )
)L

c⟨w∗,β∗⟩

)
1

{
1−

(
1− Θ̃(Nd

nL )
)L

c⟨w∗,β∗⟩
≤ a

}]

+ E

[
Fσ

(
1−

(
1− Θ̃(Nd

nL )
)L

c⟨w∗,β∗⟩

)
1

{
a <

1−
(
1− Θ̃(Nd

nL )
)L

c⟨w∗,β∗⟩
≤ b

}]

+ E

[
Fσ

(
1−

(
1− Θ̃(Nd

nL )
)L

c⟨w∗,β∗⟩

)
1

{
1−

(
1− Θ̃(Nd

nL )
)L

c⟨w∗,β∗⟩
> b

}]

=

(
1−

(
1− Θ̃

(
Nd

nL

))L
)
E

[
1

c⟨w∗,β∗⟩
1

{
a <

1−
(
1− Θ̃(Nd

nL )
)L

c⟨w∗,β∗⟩
≤ b

}]
+ E

[
1

{
1−

(
1−Θ(Nd

nL )
)L

c⟨w∗,β∗⟩
> b

}]

=c1 − c2

(
1− Θ̃

(
Nd

nL

))L

where c1, c2 are two positive scalars solely depending on a, b and the distribution of w∗. This completes the proof.

F. Technical lemmas
In this section, we introduce and prove some technical lemmas utilized in the previous proof.

Lemma F.1. Let x ∼ N (0d, Id), and w1,w ∈ Rd be two vectors independent of x, with ∥w1∥2 = 1, then it holds that

Ex[⟨w,x⟩ sign(⟨w1,x⟩)] =
√

2

π
⟨w,w1⟩.
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Proof of Lemma F.1. Since ∥w1∥2 = 1, let Γ = [w1,w2, . . . ,wd] ∈ Rd be the orthogonal matrix with w1 being its first
column. Then we have

Ex[⟨w,x⟩ sign(⟨w1,x⟩)] = Ex[w
⊤ΓΓ⊤x sign(⟨w1,x⟩)]

=

d∑
k=1

⟨w,wk⟩Ex[⟨wk,x⟩ sign(⟨w1,x⟩)] =
√

2

π
⟨w,w1⟩,

where the last equality holds since ⟨wk,x⟩ ∼ N (0, 1) for all k ∈ [d], ⟨wk1
,x⟩ and ⟨wk2

,x⟩ are independent when k1 ̸= k2,

and E[⟨w1,x⟩ sign(⟨w1,x⟩)] = E[|⟨w1,x⟩|] =
√

2
π . This completes the proof.

For the next lemmas, we follow the notation we used in previous section that Σ̂ =
∑n

i=1 xix
⊤
i .

Lemma F.2. For any k ∈ N, it holds that E[Σ̂k] = cId, where c is a scalar.

Proof of Lemma F.2. Let Γ be any orthogonal matrix, then we have Γxi ∼ N (0d, Id). This implies that
∑n

i=1(Γxi)(Γxi)
⊤

has the same distribution with Σ̂. Therefore, we can derive that

ΓE[Σ̂k]Γ = E
[( n∑

i=1

(Γxi)(Γxi)
⊤
)k]

= E[Σ̂k]

holds for any orthogonal matrix Γ, which implies that E[Σ̂k] must be at the form cId. This completes the proof.

Lemma F.2 implies that E[(Id − Σ̂)k] = cId for some scalar c as by binomial formula it can be expanded as a summation of
polynomials of Σ̂, which all have the expectations with the form cId.

Lemma F.3. For any k ∈ N, it holds that

E
[
Σ̂k
( n∑

i=1

xiyi

)]
= cβ∗,

where c is some scalar.

Proof of Lemma F.3. By binomial theorem, we have

E
[
Σ̂k
( n∑

i=1

xiyi

)]
=

n∑
i=1

k∑
k1=0

(
k

k1

)
E
[(∑

i′ ̸=i

xi′x
⊤
i′

)k−k1
]
E[(xix

⊤
i )

k1xiyi].

By Lemma F.2, we already obtain that E
[(∑

i′ ̸=i xi′x
⊤
i′

)k−k1
]
= cId for some scalar c. In the next, it suffices to show that

E[(xix
⊤
i )

k1xiyi] = cβ∗ for some scalar c. Since ∥w∗∥2 = 1, let Γ = [w∗,w2, . . . ,wd] ∈ Rd be the orthogonal matrix
with w∗ being its first column, and let x′

i = Γ⊤xi ∼ N (0, Id). This implies that yi = sign(⟨w∗,xi⟩) = sign(x′
i,1), which

is the first coordinate of x′
i. Based on this, for any fixed w∗, we can further derive that

E[(xix
⊤
i )

k1xiyi|w∗] = ΓE[(x′
ix

′⊤
i )k1x′

i sign(x
′
i,1)] = ΓE[∥x′

i∥
2k1
2 x′

i sign(x
′
i,1)] = cw∗.

The last equality holds as ∥x′
i∥

2k1
2 is a even function for each coordinate of x′

i, which implies that
E[∥x′

i∥
2k1
2 x′

i,j sign(x
′
i,1)] = 0 for any j ∈ [d] and j ̸= 1. Therefore, we can finally obtain that

E[(xix
⊤
i )

k1xiyi] = E
[
E[(xix

⊤
i )

k1xiyi|w∗]
]
= cE[w∗] = cβ∗,

which completes the proof.

Lemma F.4 (Theorem 9 in Bartlett et al. (2020)). For any δ > 0, with probability at least 1− δ, it holds that,∥∥∥∥ 1nΣ̂− Id

∥∥∥∥
2

≤ O

(
max

{
d

n
,

√
d

n
,
log(1/δ)

n
,

√
log(1/δ)

n

})
.
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Lemma F.5. For any δ > 0, with probability at least 1− δ, it holds that,∥∥∥∥ n∑
i=1

sign(⟨w∗,xi⟩)xi − n

√
2

π
w∗
∥∥∥∥
2

≤ O
(√

nd log(d/δ)
)
.

Proof of Lemma F.5. Similar to the previous proof technique, let Γ = [w∗,w2, . . . ,wd] ∈ Rd be the orthogonal matrix
with w∗ being its first column, and let x′

i = Γ⊤xi ∼ N (0, Id). Then we can derive that

n∑
i=1

sign(⟨w∗,xi⟩)xi − n

√
2

π
w∗ =

[ n∑
i=1

(
|x′

i,1| −
√

2

π

)]
·w∗ +

d∑
j=2

[ n∑
i=1

sign(x′
i,1)x

′
i,j

]
·wj .

Since |x′
i,1| is a subgaussian random variable with expectation

√
2
π , by Hoeffding’s inequality we can derive that with

probability at least 1− δ/d,

n∑
i=1

(
|x′

i,1| −
√

2

π

)
≤ O

(√
n log(d/δ)

)
.

Additionally, when j ̸= 1, sign(x′
i,1)x

′
i,j still follows a standard normal distribution (A standard normal random variable

times an independent Rademacher random variable is still a standard normal random). Therefore, we can also derive that

n∑
i=1

sign(x′
i,1)x

′
i,j ≤ O

(√
n log(d/δ)

)
holds with probability at least 1− δ

d . Then by taking an union bound, we can finally obtain that∥∥∥∥ n∑
i=1

sign(⟨w∗,xi⟩)xi − n

√
2

π
w∗
∥∥∥∥2
2

=

[ n∑
i=1

(
|x′

i,1| −
√

2

π

)]2
+

d∑
j=2

[ n∑
i=1

sign(x′
i,1)x

′
i,j

]2
≤ O

(
nd log(d/δ)

)
.

The first equality holds by the orthogonality among w∗,w2, . . . ,w
∗. This completes the proof.

Lemma F.6. For any δ > 0, with probability at least 1− δ, it holds that,∣∣∥x⊥∥22 − (d− 1)
∣∣ ≤ O

(√
d log(1/δ)

)
;∣∣⟨x⊥,β

∗⟩
∣∣ ≤ O

(√
d log(1/δ)

)
.

Proof of Lemma F.6. By the fact that ∥x⊥∥22 ∼ χ2
d−1, we have E[∥x⊥∥22] = d− 1. Then by the Bernstein’s inequality, we

can obtain that ∣∣∥x⊥∥22 − (d− 1)
∣∣ ≤ O

(√
d log(1/δ)

)
holds with probability at least 1 − δ/2. Besides, since ⟨x⊥,β

∗⟩ ∼ N (0, 1 − ⟨w∗,β∗⟩), by applying the tail bounds of
Gaussian distribution, we can obtain that ∣∣⟨x⊥,β

∗⟩
∣∣ ≤ O

(√
d log(1/δ)

)
holds with probability at least 1− δ/2. By applying a union bound, we obtain the final result.

G. Experimental setup
G.1. Context hijacking in LLMs

This section will describe our experimental setup for context hijacking on LLMs of different depths. We first construct
four datasets for different tasks, including language, country, sports, and city. The samples in each dataset consist of four
parts: prepend, error result, query, and correct result. Each task has a fixed template for the sample. For the language,
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the template is “{People} did not speak {error result}. The native language of {People}
is {correct result}”. For the country, the template is “{People} does not live in {error result}.
{People} has a citizenship from {correct result}”. For the sports, the template is “{People} is
not good at playing {error result}. {People}’s best sport is {correct result}”. For
the city, the template is “{Landmarks} is not in {error result}. {Landmarks} is in the city
of {correct result}”. We allow samples to have certain deviations from the templates, but they must generally
conform to the semantics of the templates. Instance always match the reality, and the main source of instances is the
CounterFact dataset (Meng et al., 2022). In our dataset, each task contains three hundred to seven hundred specific
instances. We conduct experiments on GPT2 (Radford et al., 2019) of different sizes. Specifically, we consider GPT2,
GPT2-MEDIUM, GPT2-LARGE, and GPT2-XL. They have 12 layers, 24 layers, 36 layers, and 48 layers, respectively.
We construct a pipeline that test each model on each task, recording the number of prepends for which the context just
succeeded in perturbing the output. For those samples that fail to perturb within a certain number of prepends (which is
determined by the maximum length of the pre-trained model), we exclude them from the statistics. Finally, we verify the
relationship between model depth and robustness by averaging the number of prepends required to successfully perturb the
output.

G.2. Numerical experiments

We use extensive numerical experiments to verify our theoretical results, including gradient descent and linear transformers.

Gradient descent: We use a single-layer neural network as the gradient descent model, which contains only one linear
hidden layer. Its input dimension is the dimension d of feature x, and we mainly experiment on d = {15, 20, 25}. Its output
dimension is 1, because we only need to judge the classification result by its sign. We use the mean square error as the
loss function and SGD as the optimizer. All data comes from the defined training distribution Dtr. The hyperparameters
we set include training context length N = 50, mean of the Gaussian distribution β⋆ = 1, variance of the Gaussian
distribution Σ = 0.1 (then normalized). We initialize the neural network to cβ, and then perform gradient descents with
steps Steps = {1, 2, ..., 8} and learning rate lr. We use grid search to search for the optimal c and lr for the loss function.
This is equivalent to the trained transformers of layers 1 to 8 learning to obtain the shared signal cβ and the optimal learning
rate lr for the corresponding number of layers. Then they can use in-context data to fine-tune cβ to a specific w⋆.

After obtaining the optimal initialization and learning rate, we test it on the dataset from Dte. Again, we set exactly the
same hyperparameters as above. In addition, we set the σ in the test distribution to 0.1.

Linear Transformer: We train on multi-layer single-head linear transformers and use Adam as the optimizer. The
training settings for models with different numbers of layers are exactly the same. We use the initial learning rate
lr ∈ {0.0001, 0.0002}, and the training steps are 600,000. We use a learning rate decay mechanism, where the learning
rate is decayed by half every 50,000 training steps. For training and testing data, we set the data dimension d = 20 and the
training context length N = {10, 20, 30, 40}. We use a batchsize of 5,000 and apply gradient clipping with a threshold of 1.

H. Additional experiments
H.1. Robustness of standard transformers with different number of layers

To generalize the results to more realistic settings, we transfer the experiments from linear transformers to larger and
standard transformers, such as GPT-2 (Radford et al., 2019). We train and test GPT-2 with different numbers of layers based
on exactly the same settings as the linear transformers experiments. The results once again verify our theory (Figure 5). As
the context length increases, the model’s accuracy decreases, but increasing the number of layers of the model significantly
improves the robustness, indicating that our theory has more practical significance. Then we describe the setup of standard
transformers experiments briefly.

Setup: We use the standard transformers of the GPT-2 architecture for the experiments, and the main settings are similar to
(Garg et al., 2022). We set the embedding size to 256, the number of heads to 8, and the batch size to 64. We use a learning
rate decay mechanism similar to linear transformers experiments, with an initial learning rate of 0.0002, and then reduced by
half every 200,000 steps, for a total of 600,000 steps. We use Adam as the optimizer.
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Figure 5. Standard transformers experiments with different depths. Testing the trained standard transformers (GPT-2 architecture (Radford
et al., 2019)) on the test set, as the number of interference samples increases, the model classification accuracy decreases and gradually
converges. The results also show that deeper models are more robust.

H.2. Linear transformers facing different interference intensity

In this section, we mainly discuss how the robustness of the model changes with the interference intensity. In our modeling,
the interference intensity is determined only by the distance between the query sample and the similar interference samples
defined in the test set, that is, by the variable σ in Dte. In real-world observations, according to the idea of the induction
head (Olsson et al., 2022), the more similar the context prepend used for interference is to the query, the more likely the
model is to use in-context learning to output incorrect results. Therefore, we examine different σ to determine whether the
model conforms to the actual real-world interference situation, that is, to verify the rationality of our modeling.

Observing the experiment results in Figure 6, when σ gradually decreases from 0.8 to 0.1, that is, the interference intensity
of the data gradually increases, the classification accuracy of the model decreases significantly. When σ is larger and the
interference context is less, the model can always classify accurately, indicating that weak interference does not affect the
performance of the model, which is consistent with real observations. Various experimental phenomena show that our
modeling of the context hijacking task by the distance between the interference sample and the query sample is consistent
with the real semantics.
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Figure 6. Linear transformers experiments with different depths and different σ. In real-world semantics, smaller σ means stronger
interference. Comparing the test performance of the model under different σ, we can find that as σ decreases, the robustness of the model
decreases significantly, which verifies the rationality of our modeling.
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