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Abstract. In recent years, Large Language Models (LLMs) have rapidly
progressed in their capabilities in natural language processing (NLP) tasks,
which have interestingly grown in scope to include generating computer
programs. Indeed, recent studies have demonstrated how LLMs can
enable highly proficient genetic programming (GP) algorithms and novel
evolutionary algorithms more broadly. Motivated by these opportunities,
this paper introduces OpenELM , an open-source Python library for
designing evolutionary algorithms that leverage LLMs to intelligently
generate variation, as well as to assess fitness and measures of diversity.
The library includes implementations of several variation operators, and
is designed to accommodate those with limited compute resources, by
enabling fast inference, being runnable through hosted notebooks (such
as Google Colab), and allowing for API-based LLMs to be used instead
of local models run on GPUs. Additionally, OpenELM includes a variety
of domain implementations for easy experimentation and adaptation,
including several GP domains. The hope is to help researchers easily
develop new approaches and applications within the nascent and largely
unexplored paradigm of evolutionary algorithms that leverage LLMs.

Keywords: Language models · Genetic Programming.

1 Introduction

The capability of large language models (LLMs) 1, 5, 10, 32 has advanced
rapidly in recent years, and LLMs now demonstrate near-human performance
on many NLP tasks [32], including programming benchmarks [6, 9]. LLMs
capable of competent programming provide an intriguing challenge to genetic
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programming (GP) methods, as they are directly applicable to many GP-relevant
tasks, including impressive zero-shot translation of a natural language description
of desired functionality into its implementation [9, 29, 30] and a strong ability
to automate the repair of program bugs [19]. Presently, ML systems with the
strongest performance on programming benchmarks such as HumanEval [9] tend
to be LLMs.

Intriguingly, LLMs have also demonstrated the ability to refine their output
iteratively and to critique and improve their own outputs [2, 26, 41, 43]. This
capability can be leveraged to improve a LLM’s problem-solving ability, and
relevant to GP, it highlights the potential for LLMs to act as an intelligent search
operator in the space of language and code.

In this way, evolutionary algorithms can benefit from LLMs that provide an
intelligent engine of variation in domains such as plain-text code generation (e.g.
evolving pure Python code). Lehman et al. [20] introduced Evolution through
Large Models (ELM), demonstrating the use of LLMs as a mutation operator
for evolving Python programs in a simple 2D physics-based environment called
Sodarace [44]. Other following papers have used LLMs to generate evolutionary
variation in different ways [8, 27, 42, 53], and have also used LLMs (and large
models of other modalities, such as generative image models) as part of the
representation or selection of an evolutionary algorithm [27], e.g. a sentiment
detection LLM as a fitness function to change the sentiment of an input sentence
(while attempting to maintain its semantic meaning measured through a separate
sentence-embedding LLM). The implication is that large models may enable a
wide new set of possible evolutionary algorithms and their applications; this is
especially true for GP, given the representational universality of code [20].

However, while methods such as ELM show the potential of LLMs and evolution-
ary computing, the work may appear challenging to build on (the code and special
diff-generating models associated with the original ELM paper were unreleased),
or potentially require significant amounts of compute to run locally (since large
open-source models can potentially require many GPUs to run at scale). Such
difficulty motivates the creation of an open source library that implements many
LLM-based techniques, and enables easily switching between locally-hosted and
API-based LLMs. This paper thus introduces OpenELM, a Python package to
meet those requirements, to easily enable evolution with large language models
across both natural language and code. In particular, OpenELM aims to:

1. Implement an open-source version of ELM [20] and its associated diff models.
Diff models are language models specialised for predicting code diffs, which
act as an alternative mutation operator to simple prompting of a standard
code generation model.

2. Integrate with open language models that can be run locally on a user’s
GPU (or on hosted notebooks such as Google Colab), and with proprietary
models such as ChatGPT which are accessible through an API. We prioritise
enabling a range of LLM-based generation options, including methods to
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greatly improve inference efficiency with local LLMs, to support the many
end-users whom have access to limited compute.

3. Provide a simple interface to a range of potential test environments, including
those evolving over both code and natural language, to make it easy for
downstream users to subclass these environments for their application.

4. Demonstrate the potential of evolution with large language models and bring
these ideas to a wider audience.

The rest of the paper introduces the OpenELM library and its features:

– Section 2 describes existing work in evolution with large language models,
and contextualizes the overall framework.

– Section 3 contains an overview of the different evolutionary algorithms in-
cluded in OpenELM.

– Section 4 describes the different ways that language models can act as
evolutionary operators of variation, and how we trained our own LLMs for
mutation.

– Section 5 considers the computational efficiency and safety problems asso-
ciated with evolution with large language models and executing generated
code. We describe how we tackled these problems in OpenELM.

– Section 6 introduces the domains included with OpenELM, and shows some
reference results.

2 Background: Evolution and LLMs

One way of viewing LLMs is as models that take language as input, and output
language in response. At first it might not be obvious why such models could be
useful for driving an evolutionary algorithm. However, when trained with large
datasets of human-generated data [14], LLMs can demonstrate (1) competence in
generating many different kinds of text, e.g. writing natural language code in many
different programming languages (as is common in large-scale LLM datasets), and
(2) useful emergent properties [49]. For example, as well-trained LLMs become
larger they gain the ability to learn from a few given examples of behavior as
input, and can, to some extent, generalize the pattern in response (referred to
as in-context learning). This ability can be leveraged to create mutations to
executable code (e.g. by giving several examples of how to create slight changes
to Python code).

LLMs can also be fine-tuned to follow instructions [33], and then be told explicitly
how to revise a given input (such as a program or a natural language sentence).
The benefit of LLMs for generating variation is that as they become larger and
more capable, they internalize more complex patterns from human-generated
artifacts (e.g. like code and language more generally), and are able to suggest
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intelligent changes (e.g. to make coupled changes to code, or to be able to work
with and extend code that uses many Python libraries and function calls).

The idea of using large language models as a mutation operator was first explored
in ELM [20], demonstrating the use of specially-trained diff models to intelligently
mutate Python code. Such diff-based LLMs were trained on revision history from
GitHub, i.e. they were trained to model the space of code changes, and can
suggest incremental changes to Python code. Diff mutation operates on a single
parent, and from a few generic instructions (taking the place of commit messages)
instruct the language model how to modify it (e.g. “make a small change to
the program”). ELM demonstrated the ability to bootstrap from a single seed
program into strong performance in a code domain the language model had not
been exposed to in training. As an alternative mutation operator, ELM also
introduced prompt-based mutation, wherein an instruction-following model is
given an initial piece of code and an instruction to change it or fix a bug; the
advantage is that this mutation operator does not require special diff models (but
the paper only tested such prompt-based mutation in a toy bug-fixing domain).

In follow-up work concurrent with the development of OpenELM, Myerson et
al. [27] introduced language model crossover (LMX), a method for crossover
mutation that can work with arbitrary (i.e. not specially-trained) language
models. LMX exploits the mechanism of in-context learning (i.e. that LMs are
pattern completion engines and will attempt to infer the distribution from a few
given examples and attempt to output an artifact from a similar distribution). In
LMX, k ∈ [1, 3] parents are concatenated in the prompt and the model will output
an offspring which is similar in pattern to those parents. LMX demonstrated
results across a variety of text domains, including mathematical expressions,
sentence sentiment, prompts for text-to-image models, and Python programs that
represented robots, which broadly showed that language-model-based crossover
with multiple parents is an effective domain-agnostic operator.

Chen et al [8] demonstrated a powerful application of language model-based
evolution, to neural architecture search (NAS)—pursuing the insight that pow-
erful code generation models are now capable of searching for neural network
architectures in code directly. Their method, EvoPrompting, is able to use lan-
guage models to crossover and mutate candidate solutions for architecture search,
evaluating fitness on how well each solution performs when trained.

Xu et al [53] introduce a technique called Evol-Instruct, consisting of a genetic
algorithm with some filtering steps, to generate complex synthetic instructions
for language models. Fine-tuning a language model (WizardLM ) on this evolved
instruction dataset results in significantly better performance for a chat LLM, as
evaluated by both humans and GPT-4.

Sudhakaran et al. [42] develop a language model for generation of Super Mario
Bros levels, and utilize a novelty search algorithm to create a dataset of diverse
and playable levels conditioned on natural language descriptions.
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Fig. 1. OpenELM evolutionary diagram. This figure shows an abstract schematic of
the OpenELM process. Green boxes indicate steps which, in OpenELM, may be wholly
or partly carried out by a large language model, or an arbitrary combination of large
language models. The ‘selection’ box represents the genetic or quality diversity algorithm
itself. The evaluation and generation shown here is an example of the use of AI feedback
to evaluate the generation of poems.

LLMs (and large models in general), beyond being useful for variation, can also
be used to evaluate fitness, and to assess diversity. For example, there exist LLMs
that classify text based on their sentiment, and such classifications can be used as
fitness. Other LLMs exist that take sentences and embed them into an embedding
space, where semantically similar sentences in theory are closer than ones further
away. Such embeddings can be used to actively encourage diversity when evolving
in the space of natural language or code, e.g. by rewarding programs that are
further from others in the population within the embedding space. Preliminary
work has shown that it is possible to drive a QD algorithm in a very qualitative
domain (e.g. evolving diverse poetry) by measuring both quality and diversity
through instruction-following LLMs [3]. In this way, a higher-level picture of
how language models can potentially benefit evolution can be seen (shown in
Figure 1). This figure illustrates how many of the core elements of an evolutionary
algorithm may be assisted by or replaced with, language models, assuming that
solutions can be represented in text (which is often the case, as, e.g. code can be
seen as a near-universal representation).

3 OpenELM Evolutionary Algorithms

This section describes the evolutionary algorithms currently implemented in
OpenELM.
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Following the approach in ELM [20], we initially chose for the OpenELM library
to focus on Quality Diversity (QD; 21, 34) algorithms, i.e. algorithms that
search for a wide diversity of high-quality solutions to a problem. While other
evolutionary algorithms can easily be implemented, MAP-Elites [28], which is
a simple, effective, QD algorithm, serves as OpenELM’s default evolutionary
algorithm. We also include a simple vanilla genetic algorithm, and welcome
further contributions for other evolutionary algorithms.

MAP-Elites relies on a uniformly-spaced discrete grid of cells, called the map.
Each cell in the grid represents a specific region of the behavior space, and the
algorithm aims to find the best (or “elite”) solution for each cell. At the start of
evolution, one or more ‘seed’ solutions are modified using mutation or crossover,
for some number of initialization steps to create an initial population. These
are placed in the map according to their behavior characterization. Then, new
solutions are evolved from the initial population, and if any perform better than
the existing solution in their cell, the new solution replaces the old. Over many
iterations, the map increasingly fills with high-performing and diverse solutions.

We have also implemented variations of MAP-ELITES, such as Deep-Grid MAP-
Elites [11], which adds a history of solutions to each cell in the map. Then, when
solutions are sampled from the map to evolve, we can select from within each
cell a solution from the history in proportion to its fitness.

Another implemented variation addresses a common limitation of MAP-Elites,
which is that it is best suited to lower-dimensional behavior spaces, since as the
number of diversity dimensions increases, the number of cells in the map grows
exponentially. Therefore, we also include in OpenELM an implementation of
Centroidal Voronoi Tessellation (CVT) MAP-Elites [47], a variant which uses
Voronoi tessellation to divide the behavior space instead of uniform grid cells,
which can provide a more balanced coverage, particularly in high-dimensions.

Finally, we include a simple genetic algorithm baseline in OpenELM, to enable
comparisons between this and adding a diversity behavior space.

4 Language Models as Evolutionary Operators

Language models can act as powerful operators of variation in both code and
natural language. In this section, we describe two uses of LLMs as evolutionary
operators: diff models, and LMX crossover. Diff models [36] are mutation operators
in the form of language models fine-tuned to predict text diffs (structured changes
to files). We describe the collection of a large dataset of code diffs and the fine-
tuning of our own diff models up to 6B parameters in size [4]. Language model
crossover (LMX) [27], meanwhile, can act as an efficient evolutionary operator
that enables greater diversity among generated text than simple prompt-based
mutation of a single parent.
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4.1 Diff Models

Lehman et al. [20] demonstrate the use of diff models as a basic language model
mutation operator. A diff model is a language model trained on a dataset of edits
to a piece of text, formatted in Unified Diff Format [12]. Prior work identified
the potential for diffs as a source of rich data on how to make changes to code
[20, 25, 36], and trained models on diffs, but did not release their models or
compare their performance to other language model mutation operators in an
evolutionary context.

These models can suggest, when given a piece of text and a description of a
desired change, an intelligent mutation to the text that fits the description,
marking the lines added, changed, and deleted in diff format. A primary use case
for these models is suggesting changes to code, but we can imagine many possible
natural language datasets for which this style of training may be useful, such as
a dataset of Wikipedia edits for making mutations to articles.

In order to be able to compare different kinds of language model operators, we
train our own code diff models on a dataset of 19 million commits scraped from
GitHub.

A Diff Dataset To assemble our dataset, we used Google’s BigQuery GitHub
Activity Dataset, a public snapshot of the history of millions of open-source
GitHub repositories. We take this dataset and filter to exclude any Git commits
which do not meet the following criteria:

– Repository has more than 100 stars.

– Repository has an open-source non-copyleft license such as MIT, Apache 2.0,
etc.

– Commit has more than 10 characters in the commit message.

– Commit only edits files with one of the 22 most popular programming,
scripting, and markup languages, including Python, HTML, Bash scripts,
SQL, C++, etc.

This resulted in a dataset of 19 million commits after filtering. To obtain the
code files, we ran git clone on every repository in the dataset and obtained the
raw code files before the diff is applied, together with the diff itself in Unified
Diff Format. These were processed into Apache Parquet format, with one row
per file changed, so that if a commit edited k files it was split up into k rows
in the dataset. The data was then concatenated into a single string, ready for
training, discarding any examples where the total length of the string was longer
than the language model’s context length (in this case, 2048 tokens). The final
format that the language model is prompted with is:

<NME> {filename}
<BEF> {file_before_changes}
<MSG> {commit_message}
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<DFF> {diff}

After training, the model is typically prompted with everything up to <DFF>,
but the user can also optionally include the section heading of the unified diff
format immediately after <DFF>, which specifies which lines exactly the model
should change. For example, appending @@ -1,3 +1,9 @@ after the diff tag would
instruct the model to change the file at line 1, adding 9− 3 = 6 lines. The final
dataset consisted of 1.4 million files obtained from 19 million commits, resulting in
a dataset of 2.925 billion tokens after tokenizing with a modified GPT-2 tokenizer
to include whitespace tokens.

Fine-tuning a Diff Model We used the CodeGen model suite [30] as a base
for fine-tuning. These models are decoder-only transformer language models
trained with a causal (predict the next token) objective with a context length
of 2048 tokens, consisting of four model sizes: 350M, 2B, 6B, and 16B. We used
the mono variants of these models, which were first pre-trained on The Pile [14],
before being fine-tuned on a large dataset of permissively licensed code across 6
programming languages, then further fine-tuned on a Python-only dataset. Since
the code in these pre-training datasets was sourced from GitHub, we expect that
the code will inevitably overlap to some degree with our diff dataset, although
they do not contain diffs.

We fine-tuned the 350M, 2B, and 6B models on 64 NVIDIA A100 GPUs for a
single epoch each, although we did not deduplicate the dataset so some samples
are repeated. As described in Lehman et al. [20], we use a loss function including
only the tokens that make up the diff itself (including the tag <DFF>), intended
to encourage the model to predict the diff and not memorize the file and commit
message. This means that the models perform poorly when asked to predict, for
example, the commit message as well as the diff, since the commit message is
not included in the loss function, but we found that it led to significantly better
results for diff generation.

Our diff models are released open-source under an MIT license, on the Hugging-
Face Hub repository. For a full list of hyperparameters, see Appendix A.1.

Diff Benchmarks To evaluate our models, we test their bug fixing capabilities
on two tasks:

1. 4-Parity, a simple toy benchmark used by Lehman et al. [20] in which the
language model is required to fix basic bugs in a Python function to calculate
the parity of a 4-bit sequence. To evaluate a model, we generate 3200 diffs
for each bug introduced, then apply the diff to the incorrect code, execute it,
and measure the percentage of resulting programs which are correct across
all possible inputs.

2. GitHub Bugs [16], a set of 1000 filtered synthetic and real Python bugs
scraped from GitHub repositories. In this benchmark, we generate a diff for
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each bug (since we have the correct code), and measure the exact match
string accuracy between the generated function after applying the diff model,
and the correct function. Note that we do not execute the generated code to
test it, since given its source this would be impractical.

Both benchmarks primarily tackle basic bugs consisting of an incorrect variable
name or binary operator, but they provide a simple testbed for whether diff
models can make multiple coordinated and effective changes to code.

Model 4-Parity (% correct) GitHub Bugs (% accuracy)

Diff 350M 4.5% 2.285%
Diff 2B 14.2% 5.67%
Diff 6B 49.6% 5.925%

CodeGen 350M 1.75% 2.03%
CodeGen 2B 15.8% 3.89%
CodeGen 6B 59.6% 4.54%

Table 1. Comparison of our diff models on bugfixing tasks to the CodeGen suite [30]
of language models. Note that the 4-Parity results are the percentage of generated
programs correct for all inputs, while the GitHub Bugs accuracy measures the percentage
of generated programs which exactly match a correct version. Therefore the GitHub
Bugs results likely underestimate the true percentage of correct programs.

The results, shown in Table 1, demonstrate that our diff models can perform
basic bug fixing at comparable skill to the CodeGen models, which are simply
prompted with the bugged function followed by #Fixed bugs. As expected, there
is a clear performance increase with scale, and the diff models do noticably better
in the GitHub Bugs benchmark.

Qualitatively, we also evaluated the accuracy of the line numbers in the generated
diff hunk (the indicator of the changed line numbers in the diff), and noticed
that the larger scale models do very well at accurately generating line numbers
corresponding to the lines actually changed by the generated diff. This opens
the door to prompting the model with specific line numbers to change, add, or
remove, allowing for more control over the code generation in comparison with a
non-diff model.

We also noticed that the diff models (especially at 2B and 6B size) tend to do
better when prompted with longer code generation tasks (such as fixing bugs
in a large function), and that varying the prompt induces greater diversity in
generated code in comparison with the non-diff CodeGen models.

Results from an evolutionary loop in the Sodarace domain using a diff model as
a mutation operator can be seen in Figure 3.
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Fig. 2. Sodaracer crossover results. We show the results for varying numbers of parents
(seeds) in the LLM prompt and across model scale, using the CodeGen suite [30].
(left) Number of niches filled in MAP-Elites. (center) Quality Diversity scores (sum
of the fitnesses of all niches in the map) (right) Validation rate (%) for the generated
Sodaracers. LMX generally benefits from more examples in its prompt, is able to
produce reasonable variation, and often creates valid Sodarace mutations, highlighting
its promise for evolving code. Figure reproduced from Myerson et al. [27].

4.2 LMX: Language Model Crossover

In parallel work, described in Myerson et al. [27], we experimented with the
idea of language models as an evolutionary crossover operator, named LMX. In
this technique, new candidate solutions are obtained by concatenating multiple
parents into a prompt for a language model, and collecting offspring from the
output. In MAP-Elites, this works much the same as prompt-based mutation of
a single parent—the main difference is that multiple parents must be sampled
for crossover. Aside from the obvious random selection, other strategies include
selecting parents which are nearby in the map, or selecting in proportion to
individuals’ fitness.

In OpenELM, we implemented this crossover operator and demonstrated prelim-
inary results in the Sodarace domain, as shown in Figure 2. we generate 1000
initial MAP-Elites solutions from a set of seed programs using crossover. The
results demonstrate that as the number of parents in the prompt increases, the
diversity of offspring and the ability of MAP-Elites to fill out the map in a fixed
number of iterations also increases. Notably, LMX crossover performs better than
prompt-based single-parent mutation.

In addition, LMX also demonstrated the use of the crossover operator in several
other domains, including mathematical expressions, prompts for a text-to-image
generation model, and the sentiment of English sentences. The latter is particularly
interesting, since it demonstrates how language model evolution can utilize other,
smaller, language models as modular components to provide fitness feedback and
define the behavior space. In this case, a sentiment classification model was used
to evaluate the fitness, providing the probability of positive sentiment, while
the behavior space was defined via the embeddings in a Sentence Transformer
[37]. OpenELM was designed with a flexible API, so that many combinations
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of models can be used in environments either as evolutionary operators, or as
fitness and diversity metrics.

5 Engineering Challenges

The majority of the computational expense in running an ELM algorithm, aside
from environments with very computationally expensive fitness functions, is from
language model inference (i.e. running language models on new inputs, e.g. to
generate new individuals from old ones). This becomes more expensive as model
size and prompt length increases, and when a new generation may require tens
or hundreds of thousands of generated samples, the time for a single evolutionary
run can be considerable. This effect is increased for environments where we may
wish to do forward passes through a language model to evaluate members of a
population as well as generate them.

Therefore we considered it extremely important to optimize as much as possible
the efficiency of language model inference in OpenELM.

5.1 OpenELM Inference Optimizations

By default, OpenELM uses the HuggingFace Transformers library [52] for genera-
tion of text on local GPUs. However, we also support running evolutionary loops
through language model APIs using Langchain—a library designed to enable
composable sequences of prompt templates [7]. Langchain exposes ready-made
interfaces to a variety of commercial APIs to receive outputs from language
models, such as the APIs from OpenAI, Anthropic, Cohere, and more. OpenELM
can easily call these APIs through the same interface as a local language model,
providing an option for powerful language model evolution even when the user’s
computational resources are limited.

OpenELM also has the option to use NVIDIA’s Triton Inference Server [31]
and FasterTransformer, to provide for significantly accelerated local inference
across many GPUs. FasterTransformer is a collection of fused CUDA kernels
optimized for inference together with tensor and pipeline parallelism, written in
C++, while the Triton Inference Server is an optimized system for serving large
language models at scale, in both multi-GPU and multi-node setups using Docker
containers. The inference server must be run via a container system, such as
Docker, Singularity, or enroot.

With the CodeGen model suite [30], we found that using FasterTransformer with
Triton produced speedups of up to an order of magnitude, as shown in Table 2,
enabling evolutionary runs of up to a million evaluations on 8 GPUs within a
few hours.

5.2 Execution of Generated Code

Executing raw code generated by language models has the potential to be
risky to a system’s security or integrity. For example, we observed that some
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Model Transformers Library FasterTransformer + Triton

CodeGen 350M 5m 44s 31s
CodeGen 2B 9m 38s 1m 27s
CodeGen 6B 10m 45s 2m 9s

Table 2. Results benchmarking the speed of CodeGen language models [30] on 4-Parity,
a simple bugfixing task in Python, comparing the inference speed of the HuggingFace
Transformers library with FasterTransformer using the Triton Inference Server.

language models, even when prompted with something as innocuous as def
hello_world(): would occasionally generate code that imported Python built-
in functions to modify the filesystem.

We developed a sandbox environment, following Chen et al. [9], to safely execute
model generated code. The first component of this environment consists of a
heuristic-based safety guard which sets a time limit on the runtime, disables many
Python built-ins which could pose a security risk, and prevents generated code
from interfering with the filesystem or execution environment. This environment
is multi-threaded, allowing for the simultaneous evaluation of many programs
on a single CPU (each program is isolated to a single thread for safety and to
enable such simultaneous evaluation).

We then created a containerized, sandboxed server with gVisor [54], a container
runtime that introduces an additional barrier between the host and the container
to reduce the risk of any code run in the container being able to interact with
any host resources. Additional firewall rules can be configured with iptables to
prevent any unnecessary inbound or outbound network traffic from the container.
A Flask server is used to send and receive the inputs and outputs of generated
code between the sandbox and the main program.

6 OpenELM Domains

As a Python package, the OpenELM library is intended to easily support many
downstream use-cases, since in principle it enables evolving over any text that
language models are capable of generating. This includes code, configuration files,
natural language text (including creative writing, answers to queries, translation
into other languages, etc.), many forms of data (such as tabular data, domain
specific data like protein sequences, and evaluations or critiques of text), prompts
for other language models, and more.

The only requirement is to have some sort of quality metric for the generated
text, and (depending on the evolutionary algorithm used) one or more diversity
metrics as well. In practice, suitable metrics can often be hand-crafted as any
other fitness function, or can come from compiling and running the code for
code-based environments, or in some cases by using language models to evaluate
the generated text (e.g. to evaluate sentiment).
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In this section we describe results from evolving text with language models in a
diverse set of domains, to demonstrate the breadth of capabilities that OpenELM
offers:

1. Sodarace. Sodarace [44] is a 2D physics-based simulation of robots moving
across a variety of terrains. These robots are created by Python programs
generated from a language model. This environment shows OpenELM’s ability
to start with a single seed and bootstrap a language model to new capabilities
in code domains.

2. Image Generation. We describe how OpenELM can evolve over generated
images by generating code that returns NumPy arrays containing the images.
This serves as a simple test environment for code generation.

3. Prompts. OpenELM contains a generic environment suitable for evolving
prompts for language models, customised with templates to the desired
domain. We demonstrate results evolving prompts to downstream language
models for several natural language understanding tasks.

4. Programming Puzzles. We demonstrate how OpenELM can be used to
generate diverse solutions to programming puzzles such as those from [40].
This is then extended to the co-evolution of problems and solutions.

5. Architext [13] is a method for generating architectural plans with language
models from natural language prompts. By building an OpenELM environ-
ment to generate Architext plans, we demonstrate the ability to evolve diverse
plans and the potential of applying language models to evolutionary design.

All of these environments save for Architext are included in the OpenELM
package, and can be easily subclassed by a user for any downstream evolutionary
task. We chose not to include Architext in the package since it is a downstream
application of OpenELM, but we include it here as an example of what is possible.

6.1 Sodarace

Domain Overview

– Domain type: Python code. When run, the code instantiates a robot in a
2D environment.

– Fitness function: How far does the robot move in the environment.

– Diversity measures: The height, width, and mass of the generated robot.

Sodarace is a 2D physics-based simulation of robots moving across diverse terrains
[44]. These robots, or Sodaracers, can have diverse morphologies and consist
of a variable number of point masses with springs (muscles) connecting them.
The oscillation of these springs determines the Sodaracer’s movement, and a
Sodaracer is evaluated by instantiating it in the environment and measuring how
far it moves within a fixed time window. To measure the diversity of Sodaracers
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in a Quality Diversity algorithm, we capture each robot’s morphology along three
axes: height, width, and mass.

In our implementation, these robots are instantiated from Python dictionaries
defining the properties of the joints and muscles, including their position together
with the amplitude and phase of the springs. These dictionaries are generated
from Python programs, using a helper interface with add_joint and add_muscle
functions that the language model generated code can call.

Listing 1 shows an example of one of the seed programs for starting evolution
with a Sodaracer. This code instantiates a Sodaracer in the shape of a square,
with the assistance of a helper function make_square. To implement a mutation
operator for this code with a generic language model, we prompt the model
with this function, followed by def make_walker():. The language model will
then instantiate a walker_creator object and add joints and muscles to it. The
language model has access to any relevant helper functions used for the seed
program, and these helpers will be included in the executed code string.

Optional “instruction” strings can also be added after the seed function, such as
#Create a new walker by modifying the starting function above.
These instructions can be used to help guide the language model and try to
encourage it to be more consistent in generating valid programs. In theory, they
could even be generated dynamically depending on the program selected for
mutation, so that the language model can function as a type of guided mutation
operator.

Lehman et al. [20] demonstrated the ability of ELM to evolve Sodaracers using a
language model mutation operator. Building on this, we replicated their Sodarace
implementation as closely as possible, and use it as a testbed for the evolution of
programs with language models.

Results In Figure 3, we compare diff model mutation with prompt-based
mutation in the Sodaracers domain, in a MAP-Elites run of 16000 iterations,
with 3200 initialization iterations where the model is simply mutating the Square
seed shown in Listing 1. Note that this refers to 16000 samples from the language
model, but we batch generating new Sodaracers, sampling from the map, and
updating the map, with a batch size of 32. These experiments used our own
350M parameter diff model, and the 350M parameter CodeGen [30] model for
prompt mutation.

We can see that the prompt-based mutation operator appears to achieve greater
fitness and diversity than the diff model, after a crossover point which occurs
not long after we start evolving programs at 3200 steps. However, we noticed
that the performance of the prompt-based mutation was quite dependent on the
instruction and format of the prompt. In this case, after tweaking the prompt,
we settled on inserting #Create a new walker by modifying the starting
function above. after the program to mutate, since it seemed to produce greater
diversity than any simpler instruction.
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Fig. 3. Sodarace evolution trajectories, square seed. We show trajectories of the Quality
Diversity score (sum of all fitnesses in the map) and the number of niches filled, for
both diff model mutation and prompt-based mutation with instructions, using 350M
parameter models for both.

6.2 Image Generation

Domain Overview

– Domain type: Python code. When run, the code creates a NumPy array of
shape 32× 32× 3 representing an image.

– Fitness function: How close is the image to a target.

– Diversity measures: The three RGB channels are bucketed and each image
is placed into a bucket according to the mean of each channel.

Text-to-image generation is a domain that enjoys many recent breakthroughs
[38, 39]. Although multimodal techniques are outside our scope, we can formulate
and simplify the image generation task in a way that suits OpenELM, and
observe its performance in this toy domain. This serves as a simpler benchmark
for code-based evolution than the Sodarace domain.

We consider images of size 32 × 32 with RGB channels. To fit the setup of
OpenELM, we perform program synthesis on Python functions that define a
NumPy array. The returned NumPy arrays are required to be of shape (32, 32, 3)
in order to be evaluated for the diversity and quality metrics. The behavior space
is 3-dimensional and is defined by the mean across each channel: new images are
placed into buckets dividing the range [0, 255] based on their per-channel mean.

To compute the quality metric, we fix a ground truth image, and defined quality
as the L2-norm between the returned array and the ground truth image. In our
experiments, we define this ground truth image as a centered yellow circle in a
black background.
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Fig. 4. Sample individuals from the image generation environment. Shown here is a
series of individuals from the same niche, generated over 50 generations by the CodeGen
2B parameter model. Note that the model is unable to perform the task initially, but is
able to improve the code over multiple iterations to generate the correct image.

We perform mutation on previously generated programs by prompting the model
to fix bugs in the existing code. We include the parent individual’s code and
prepend comments indicating it needs to be fixed, and then add a comment
indicating the language model should write a fixed version followed by the function
signature, as shown in Appendix C.

Images generated by successive generations of individuals in the same niche are
shown in Figure 4 for the target image of a yellow circle. The first generation
individual on the left represents the baseline ability of the CodeGen 2B model to
generate a program for the task by being prompted directly. The task is beyond the
ability of the model to perform in one shot, but it is able to eventually generate an
appropriate program over multiple iterations of refinement. Appendix C contains
an example of a final evolved program. Note that this program makes use of
functions such as math.sqrt and math.pow, which would be difficult to discover
with naive random mutations, and displays intuitive naming of the variables and
intuitive program structure.

An interesting future extension for this environment would be the use of the
Contrastive Language–Image Pre-training (CLIP) model [35] for fitness evaluation
and behavior space definition. This is a deep learning model trained to associate
images with corresponding natural language descriptions. CLIP could enable a
more flexible, natural language description of the target image and the behavior
space.

6.3 Prompts

Domain Overview

– Domain type: Natural language text that can be used to prompt a down-
stream language model.

– Fitness function: Log-likelihood of the downstream model being correct on
an NLP task.

– Diversity measures: Number of characters in the prompt (length), senti-
ment.

Extensive recent work in NLP has demonstrated that the effectiveness of a
language model at solving a task is heavily dependent on the quality of the
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prompt it receives [50, 51]. For example, the Chain-of-Thought prompt “Let’s
think step by step” [50] shows that simply prompting a model to provide its
reasoning can improve its problem-solving capabilities. Despite the importance of
well-crafted prompts, the majority of effective prompts are still designed manually
(so-called prompt engineering), which naturally raises the question of whether we
can automate this process.

Some prior work has been conducted on searching prompt space via methods
such as directly optimizing the tokens generated [22, 24], or through the use
of a language model to generate and filter candidate prompts, as in Automatic
Prompt Engineer (APE) [55]. OpenELM carries this concept forward, supporting
evolutionary search through prompt space using large language models.

In OpenELM, the prompts are not static, but are defined using LangChain
[7] templates. Templates contain variables which can later be filled in with
values. Some variables are filled in when the individual is generated, representing
information encoded in the genome. This can include an instruction string
describing the task, few-shot examples and text generated by a language model.
Importantly, not all variables need to be filled in when the individual is generated.
Some variables can be left be blank to be filled in when the fitness of the individual
is evaluated; for example, a prompt for improving the mathematical reasoning of
models may include a variable which is filled in during fitness evaluation with
different mathematical problems.

We demonstrate the use of OpenELM in prompt evolution by evolving an instruc-
tion for the “largest animal” instruction-induction task proposed by Honovich et
al. [17]. In this task, the input consists of a pair of animals (for example “bear,
cat”), and the correct answer is to return the larger animal (“bear”). We would
like to evolve a prompt which instructs the model how to generate the correct
answer (“output the larger animal”).

We represent an individual in this environment by a prompt template which
takes the form:

Instructions: {instruction_str}
Input: {input_str}
Output: {output_str}

The main object of interest is the instruction_str, which will instruct the
model how to perform the task. This string will be generated by the evolutionary
operators when the individual is created. During fitness evaluation, input_str
is filled in with a random example from the evaluation dataset (in this example,
a pair of animals). To evaluate the fitness, we measure the likelihood that a
language model generates the correct animal for the output_str. The most fit
individuals will have an instruction_str which best describes the task to the
model and therefore has a high chance of the language model producing the
correct text in the output_str. We measure this by finding the average log
likelihood of the tokens making up the correct answer.



18 H. Bradley et al.

We seed the population with individuals generated using instruction induction
[17], by providing a set of exemplar input-output pairs and asking the model
to generate an instruction describing the task being shown. For subsequent
generations, we also generate new instructions through mutation, by prompting
a language model to generate a variation on an existing instruction. We use
three types of mutation prompts here: one which asks the model to rephrase the
instruction, one which asks it to make the instruction more polite, and one which
asks it to make the instruction more forceful.

We define two dimensions for the behavior space: the number of characters in
the prompt and the sentiment (whether the instruction is positive, negative,
or neutral). Prompt length allows us to explore whether long prompts, which
require more tokens of computation but can include more extensive instructions
or demonstrations, can produce better performance or whether clear and concise
instructions work best. Sentiment allows us to explore whether the emotion
expressed in a prompt makes a difference - for example, whether an encouraging
prompt is more effective than a direct order (or even a threat).

A heatmap of the map after 200 generation of evolution is shown in Figure 5.
We show the five best evolved prompts after 200 generations in Figure 6, as
well as the five best human-written prompts. We find that the evolved prompts
outperform human-written prompts by a considerable margin, and are generally
of moderate length and take a neutral tone. However, we see the most interesting
results by inspecting elites from different parts of the map. For example, a long
prompt directly includes several of the few-shot examples provided during prompt
generation:

print the largest animal

Input: camel, flea
Output: camel

Input: moose, cat
Output: moose

Input: snail, whale shark
Output: whale shark

Input: cockapoo, hummingbird
Output: cockapoo

Input: tuna, cat
Output: tuna

Input: flea, sturgeon
Output: sturgeon
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Fig. 5. Heatmap of elites from the prompt evolution environment. Shown here is a
heatmap of the fitness for the map after 200 generations for the “largest animal" task.
The shortest prompts (at the top of the map) are unable to effectively communicate the
task and receive low fitness scores. The best prompts found are medium-length prompts
in the middle of the map. The highest performing elites have neutral sentiment, but
effective prompts are found spanning the entire range of sentiment.

Fig. 6. Top individuals from the prompt evolution environment generated for the “largest
animal" task after 200 generations. Shown here are the 5 best evolved individuals
(denoted by (E)) and the 5 best human-written prompts (denoted by (H)). We find
that the evolved individuals consistently outperform human-written prompts.
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An individual at the positive end of the sentiment spectrum includes a plea to
the reader:

The answer you produce for this question will have tremendous
value for me, so please find the largest animal in a set of two
animals, assuming that the animals have been placed in increasing
order of size.

On the other hand, an individual from the negative end is forceful and speaks of
danger rather than size:

You must design and implement a function that takes two species of
animals as input and produces the most dangerous of the pair as
output.

Interestingly, because most of the evolutionary operators in OpenELM such as
initialization, mutation, and crossover are implemented as prompts to a language
model, we could also optimize these prompts through meta-evolution.

For example, in the image generation domain discussed in Section 6.2, we could
leverage the prompt evolution environment to evolve the mutation prompt
shown in Appendix E that we use to generate programs, while keeping the basic
framework consistent.

The fitness of such a mutation prompt could be evaluated through different ways.
One approach is to measure the likelihood of a correct program, which can be
done by inserting examples of correct programs into the template. Alternatively,
we can evaluate the fitness of the output directly by executing the generated code
and assessing the quality of the output image, or the proportion of syntactically
correct individuals over multiple runs.

One interesting application prompt evolution enables is the possibility of self-
adaptation. Mutation prompts for each individual could be evolved along with
the individuals for the task itself. This means that as the population evolves to
better solve the task, the prompts to generate the next generation of individuals
are also evolved to produce more effective individuals. We plan to further explore
this direction in future work.

6.4 Programming Puzzles

Domain Overview

– Domain type: Programming puzzles in Python code.

– Fitness function: Binary correctness on a programming problem.

– Diversity measures: Dimensionality-reduced embeddings from a language
model on each solution string.

Programming puzzles and problems can be a useful benchmark for language
models, since they present a wide array of reasoning and logic challenges (e.g.



OpenELM—A Library for Evolution with Language Models 21

the Tower of Hanoi problem, graph puzzles such as shortest path, and many
more) and can be specified in either natural language or code. In this domain we
consider two environments related to programming puzzles, based on the Python
Programming Puzzles (P3) dataset of puzzles [40].

These two environments are distinct in their goals but share aspects of their
fitness and diversity implementations. The first, which we refer to as P3Problem,
provides a programming puzzle problem along with an example solution such as
those found in [40]. We then evolve the solution with the goal of generating a
diverse set of valid solution approaches to this problem. In the second environment,
P3ProbSol, we are again provided with a problem and example solution, but
the objective is to co-evolve both the problem and solution together, generating
diverse new problem and solution pairs. Appendix F contains further details on
the environment setup and results.

We evaluate the fitness of the output program in a binary way: the solution
either solves the problem, verified through automated testing of the produced
program strings, or it doesn’t. So, all valid solutions achieve the same fitness. In
P3Problem, we are thus looking for mutations to eventually produce one valid
solution for different diversity niches. In P3ProbSol, we are aiming to produce
one valid problem and solution pair per niche.

We measure diversity by extracting features from the language model and per-
forming dimensionality reduction using PCA, resulting in a phenotype array of
length on the order hundreds. The OpenELM implementation of CVT-MAP-
Elites [46] is thus more appropriate for this problem domain as we get a fixed
number of total niches rather than a fixed number of subdivisions per dimension.

Using the OpenELM framework, future work includes experimentation with more
diversity measures based on the program text or based on other things such
as the actual objects that are created by solution functions. To create a more
varied fitness function, any other desired characteristics can be incorporated
such as length of the program string or a measure of problem difficulty. Another
interesting direction for future work is the implementation of a setup similar to
POET [48], where the inner loop is evolving the solution and after some iterations,
the outer loop then evolves the problem to make it more difficult. Finally, it
would be interesting to compile the problems and solutions generated by the
pipelines resulting from these investigations into a dataset used for fine-tuning
and compare to performance results from methods like those in Haluptzok et al.
[15].

6.5 Architext

Domain Overview

– Domain type: Floor plans represented by the planar coordinates of each
room, encoded in either a semantic representation or a JSON document.

– Fitness function: The thermal efficiency of the floor plan.



22 H. Bradley et al.

– Diversity measures: Number of bedrooms, number of bathrooms, and
entropy of the room areas.

In [13], Architext is introduced as a semantic generation tool for architectural
design. It produces architectural floor plans using natural language prompts
with the help of pretrained LMs, fine-tuned on a synthetically generated dataset.
Architext models showed that it is possible to transform LMs into design gen-
erators that can consistently generate valid architectural floor plans. It shows
that language models are powerful generative design tools that feature important
advantages over traditional approaches, including scalability, ease of use, and
efficiency.

However, a crucial aspect of any generative design tool is its ability to gen-
erate diverse designs and even generalize across typologies. OpenELM offers
an exploration framework to select high quality designs while preserving their
diversity.

We encode the floor plans as JSONs containing coordinates which fully specify
the shape of each room. We use the number of bedrooms, number of bathrooms,
and entropy of the room areas to define our behavior space, and measure the
thermal efficiency of the floor plan to give a fitness metric. Further details on the
environment setup can be found in Appendix D.

We performed the following two types of experiments:

– Use the Architext models in Galanos et al. [13] to generate the semantic rep-
resentations, parse them into designs and apply MAP-Elites using OpenELM.

– Use the GPT-3.5 model via the OpenAI API to generate the JSON format
by 1-shot prompting, parse them into designs and apply MAP-Elites using
OpenELM.

The prompt details and some results are demonstrated in Appendix D.2 and D.3.

It is worth mentioning that an ongoing project extending Architext-OpenELM
generative design and involving human-in-the-loop feedback is to create a UI
with movable map and interactive generations/mutations. A prototype is shown
in Figure 9. The aim is to study guided evolutions with human preferences in
the design domain, and will be elaborated in future work.

7 Discussion

In this paper we introduced OpenELM, a library designed to make evolution
with large language models easy and widely accessible. We discussed several
ways to use LLMs as variation operators, and reviewed implemented domains
that OpenELM can be applied to. However, the study of LLMs and evolution is
still a nascent endeavor with much further research needed. Following Lehman
et al. [20], we initially focused entirely on code generation environments, which
offer many exciting directions for exploration; for example, the potential to
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evolve Python code means that a hand-written Python evolutionary algorithm
itself can also be subject to evolution and modified. Beyond code, there is also
great potential in evolving natural language text, including prompts (and even
prompting strategies) for language models. Is it possible to evolve the novel
prompting strategies such as chain-of-thought reasoning? Another promising
direction is to explore using LLMs for selection (rather than just to generate
variation) in more depth; for example, through using instruction-following models
to evaluate both the quality and diversity of generated text [3].

In this work, we focus particularly on Quality Diversity algorithms [28], which we
believe are well suited to LLMs: a language model may be capable of generating
many possible solutions to a problem, or valid responses to a prompt, yet the
model may only generate a narrow subset of these when not searching adaptively
for them. Categorizing individuals into bins according to their diversity therefore
enables the language model to learn from and ‘activate’ latent capabilities that
may otherwise require significant prompt engineering to demonstrate.

Some particularly exciting future directions we see include:

1. Integrating OpenELM further with LLM fine-tuning. Fine-tuning the LLM on
the evolutionary population for a few gradient updates every k evolutionary
steps is a promising direction to improve sample efficiency and enhance
evolvability. Instead of fine-tuning the entire model, low-rank adapter modules
[18] could be used as an alternative, which enables faster and cheaper fine-
tuning. Low-rank adapters particularly shine when they are used to adapt a
model to a particular domain, so OpenELM is a natural use-case.

2. Evolving prompts for critique and evaluation of language models. Two ma-
jor open problems in NLP are (a) how best to evaluate language models
with capabilities not accurately tracked by existing benchmarks; and (b)
since language models demonstrably become much better problem-solvers
by employing iterative refinement processes or self-critique [2, 26, 41], how
can we best generate these critiques and refinements? OpenELM could offer
a path towards generating diverse and high quality datasets of critiques,
refinements, and evaluation prompts, and could be easily integrated into a
library specialized for these problems as a dependency.

An exciting factor is that presently there is continual (and rapid) capability
advances in both proprietary and open-source language models. As increasingly
more powerful LLMs become available, such as GPT-4 [32], LLaMA [45], or
StarCoder [23], OpenELM gains new capabilities as a byproduct. When OpenELM
was first envisaged in August 2022, there were few LLMs available capable of
complex code generation or human-level problem solving across many domains,
and almost all of the models that were useful were locked behind proprietary,
paid APIs.

At the time of writing, the situation is quite different: GPT-4 or ChatGPT are
sufficiently powerful to have good success rates with prompt-based mutation
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across most text-based evolution domains we could imagine, and there is an
extremely rapid proliferation in openly released or open-source LLMs. These
improvements have unlocked greater versatility for OpenELM, making it easier
than ever to get started evolving with language models.

8 Conclusion

In conclusion, the OpenELM library provides a powerful and accessible tool
for researchers and practitioners to leverage the impressive capabilities of large
language models in the design and implementation of evolutionary algorithms.
By integrating LLMs as intelligent variation operators into evolution, OpenELM
opens up a wide range of possibilities for novel applications and research directions
in GP and evolutionary computation more broadly.

In addition, the integration of LLMs and evolutionary algorithms brings us closer
to the concept of “memetic evolution”—the idea of directed evolutionary change
more akin to the evolution of ideas than of genotypes evolving through random
genetic mutation. The coming together of LLMs and evolutionary algorithms
may also help realize the vision of genetic programming, as well as infuse into
NLP and LLMs important expertise from those in evolutionary computation, e.g.
powerful concepts such as evolvability, open-endedness, and the exploration of
complex search spaces. We hope that OpenELM represents a useful stepping stone
for evolutionary computation, and we look forward to seeing what innovative
applications and research it enables.
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Table 3. Details

batch size learning rate weight decay optimizer

0.5M 1e-5 2e-2 AdamW

A Diff Models

A.1 Hyperparameters

To fine-tune the 350M, 2B, 6B models, we use the same parameters as in Table
3. The training uses a linear warmup of 895 steps out of a total of 5572 steps.
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B Sodarace Domain

from openelm.environments.sodaracer.walker import walker_creator

def make_square(wc, x0, y0, x1, y1):
"""Make a square with top left x0,y0 and top right x1,y1."""
j0 = wc.add_joint(x0, y0)
j1 = wc.add_joint(x0, y1)
j2 = wc.add_joint(x1, y1)
j3 = wc.add_joint(x1, y0)
return j0, j1, j2, j3

def make_walker():
wc = walker_creator()

# the main body is a square
sides = make_square(wc, 0, 0, 10, 10)
center = wc.add_joint(5, 5)

# connect the square with distance muscles
for k in range(len(sides) - 1):

wc.add_muscle(sides[k], sides[k + 1])
wc.add_muscle(sides[3], sides[0])

# one prong of the square is a distance muscle
wc.add_muscle(sides[3], center)

# the other prongs from the center of the square are active
wc.add_muscle(sides[0], center, 5.0, 0.0)
wc.add_muscle(sides[1], center, 10.0, 0.0)
wc.add_muscle(sides[2], center, 2.0, 0.0)

return wc.get_walker()

Listing 1: Sodarace square seed
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C Image Generation Domain

import math
import numpy as np

# Old version of draw()
# TODO: fix bugs in the code below
def draw():
...

# Fixed version of draw()
def draw():

"""
Draws a yellow circle with radius 10 in the middle of a 32 by 32 black image.

Returns:
np.ndarray: the image

"""
pic = np.zeros((32, 32, 3))

Listing 2: The mutation prompt used to generate new programs for the image
generation environment.
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import math
import numpy as np

# Fixed version of draw()
def draw():

"""
Draws a yellow circle with radius 10 in the middle of a 32 by 32 black image.

Returns:
np.ndarray: the image

"""
pic = np.zeros((32, 32, 3))
pic[16][16] = 1

# Circle in middle of image
for x in range(0, 32):

for y in range(0, 32):
distance = math.sqrt(math.pow(x - 16, 2) + math.pow(y - 16, 2))
if distance > 10:

continue

pic[x][y] = [255, 255, 0]
return pic

Listing 3: Final evolved image generation program, corresponding to the rightmost
image in Figure 4.
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D Architext Domain

D.1 A sample JSON document for floor plan design

{
"prompt": "the living room is located in the south west side of the house",
"layout": {

"bathroom": [
["150", "172"],
["150", "128"],
["165", "128"],
["165", "172"]

]
"bedroom": [

["121", "172"],
["77", "172"],
["77", "143"],
["121", "143"]

],
"living_room": [

["135", "143"],
["77", "143"],
["77", "84"],
["135", "84"]

],
"kitchen": [

["179", "128"],
["150", "128"],
["150", "84"],
["179", "84"]

],
"corridor": [

["150", "172"],
["121", "172"],
["121", "143"],
["135", "143"],
["135", "84"],
["150", "84"]

]
}

}

D.2 Architext models

We present some details and demonstrations of using an Architext model ([13],
with 162M parameters) as our mutation operator.
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We adopted two ways of encoding floor plans into texts:

– The semantic representation introduced in [13]. The following is the initial
text from a sample.

[prompt] a bedroom is adjacent to the kitchen [layout]
bedroom1: (194,91)(135,91)(135,47)(194,47), living_room:
...

↪→

↪→

– A JSON format including the prompt and the geometric representation. See
Appendix D.1 for a sample JSON document.

In our experiments, the semantic representation applies to Architext models,
while the JSON format applies to models capable of JSON document generations.

We use the following two metrics as our diversity metrics:

– Typology: a pair of integers (n,m) for n bedrooms and m bathrooms. It
is a categorical metric and we limit n,m to reasonable bounds such as
0 ≤ n,m ≤ 5.

– Gross floor area entropy: the entropy of the discrete random variable with val-
ues of room areas. More precisely, given a collection of polygons {P1, · · · , Pn},
the gross floor area entropy is defined by the following,

−
n∑

i=1

area(Pi) log(area(Pi)),

where area(·) is the area of a polygon.

We use the Heat Loss Form Factor (HLFF) as our quality metric. HLFF measures
the efficiency of the thermal envelope of a building and is regularly used in Pas-
sivhaus buildings. It is the ratio of of surface area that can lose heat (the thermal
envelope) to the floor area that gets heated (TFA). To simplify the situation, we
assume that all rooms have a uniform height of 2.0. In order to precisely describe
our formula of HLFF, given a collection of polygons {P1, · · · , Pn}, we first take
the union of all polygons

P =

n⋃
i=1

Pi.

Let c(P ) denote the circumference of the polygon P . Then

HLFF =
2× area(P ) + c(P )× height

area(P )
, (1)

where 2 × area(P ) counts both the floor and the ceiling, and height = 2.0
represents our assumption of uniform room heights.

HLFF measures the compactness of a building which in turn is a proxy of energy
efficiency, since the more compact a building is, the less insulation will be required
for the building to be energy efficient.



36 H. Bradley et al.

Prompt example Architext model is already fine-tuned on semantic represen-
tations. Therefore, the prompts are designed to be the initial texts of semantic
representations and we perform text completions to generate designs. For the
first few initial generations, we fix a list of 58 natural language descriptions, such
as

the bedroom is adjacent to the living room

We sample them uniformly, and wrap it between “prompt” and “layout” tags to
make it the initial text of the semantic representation, like the following for the
above example,

[prompt] the bedroom is adjacent to the living room [layout]

Using this, we let the Architext model complete the prompt, and parse the room
coordinates out of the generated semantic representation.

For mutations, given a semantic representation such as

[prompt] a bedroom is adjacent to the kitchen [layout] bedroom1:
(194,91)(135,91)(135,47)(194,47), living_room:
(121,194)(47,194)(47,91)(106,91)(106,106)(121,106), bathroom1:
(179,121)(135,121)(135,91)(179,91), bedroom2:
(209,165)(135,165)(135,121)(209,121), bathroom2:
(165,209)(135,209)(135,165)(165,165), bedroom3:
(121,238)(47,238)(47,194)(121,194), kitchen:
(135,77)(106,77)(106,18)(135,18), corridor:
(121,209)(121,106)(106,106)(106,77)(135,77)(135,209)
<|endoftext|>

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

we randomly keep the first 1− 3 rooms, keep the name of the next room, and
cut off the rest, such as

[prompt] a bedroom is adjacent to the kitchen [layout] bedroom1:
(194,91)(135,91)(135,47)(194,47), living_room:↪→

The Architext model will complete the prompt and we parse from the result.

Sample generation Figure 7 is a sample 5× 5 map from 300 initial random
generations and 300 mutations with a batch size of 32 (each generation returns
32 completions as potential designs). The horizontal axis is the typology, and
the vertical axis is the gross floor area entropy. Note that this map is far from
covering the full domain of all generations, and in fact most of generated designs
land outside of the map.

D.3 GPT-3.5 model

We present some details and demonstrations of using OpenAI’s GPT-3.5 as our
mutation operator.



OpenELM—A Library for Evolution with Language Models 37

Fig. 7. Architext sample generations

Prompt example In the experiments, we put a JSON example and requirements
into a system prompt of GPT-3.5. An example is the following:

You are a REST API server receiving prompts describing a floor
plan. You only return JSON documents describing your design.
The format is the following:

↪→

↪→

1. `prompt`: the original input prompt,
2. `layout`: the room-by-room details of the floor plan in terms

of the coordinates.↪→

An example is the following:
```
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{'prompt': 'the living room is located in the south west side of
the house', 'layout': {'bathroom': [['150', '172'], ['150',
'128'], ['165', '128'], ['165', '172']], 'bedroom': [['121',
'172'], ['77', '172'], ['77', '143'], ['121', '143']],
'living_room': [['135', '143'], ['77', '143'], ['77', '84'],
['135', '84']], 'kitchen': [['179', '128'], ['150', '128'],
['150', '84'], ['179', '84']], 'corridor': [['150', '172'],
['121', '172'], ['121', '143'], ['135', '143'], ['135', '84'],
['150', '84']]}}

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→

```
In the `layout` field, each room is represented as a list of

coordinates defining a polygon.↪→

The returned JSON document must satisfy the following
requirements:↪→

1. The prompt is all the info you have. The design detailed in
`layout` follows the prompt as closely as possible.↪→

2. Different rooms cannot overlap.
3. The room names should start with one of 'living_room',

'kitchen', 'bedroom', 'bathroom', 'corridor'.↪→

4. Number of bathroom <= Number of bedroom <= 4.
5. The return must be a valid JSON document.

To get a new JSON design, we then pass in a user prompt such as

the bedroom is adjacent to the living room

and parse the result by finding the JSON document and all its keys and values.

Sample generations Figure 8 is the result of a sample generation on a 5× 5
map. The horizontal axis is the typology, and the vertical axis is the gross floor
area entropy.

The experiment is performed in the following order:

1. We fix 5 original designs (but not included in the map).

2. We sample the 5 original designs uniformly, use the above prompts to perform
the chat completions 100 times (initial generations).

3. We then only use the available designs on the map to perform chat completions
200 times (mutation).

We would like to point out that Figure 7 and 8 come as a part of an ongoing
project with interactive maps and guided mutations. Figure 9 is an example of
the UI prototype.
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Fig. 8. Architext+GPT3.5+OpenELM sample generations

E Prompt Domain

In this setup, bugfix_instruction and docstring_instruction_str are filled
in with evolved content. bugfix_instruction includes the instructions for fixing
bugs in the previous code, and docstring_instruction_str includes the natural
language docstring for the new code. old_program_str is filled in with an
individual from the image generation environment, and program_str is used to
evaluate the prompt.
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Fig. 9. Architext guided mutation sample UI

import math
import numpy as np

# Old version of draw()
# TODO: {bugfix_instruction_str}
def draw():

{old_program_str}

def draw():
\"\"\"
{docstring_instruction_str}

Returns:
np.ndarray: the image

\"\"\"
pic = np.zeros((32, 32, 3))
{program_str}

Listing 4: Template for evolving over the image generation prompt.
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F Programming Puzzles Domain

In P3Problem, we prompt in a manner similar to the image generation environ-
ment, providing the previous individual along with guiding comments indicating
that it needs to be fixed. However, we also prepend the same long prompt used
in Schuster et al. [40], which contains 5 example problems and solutions along
with docstrings.

In P3ProbSol, we augment the long prompt to provide pairs of pairs: (f1_1,
g1_1) and (f1_2, g1_2), where _1 is an "original" and _2 is a “new” pair. See
Listing F for an example. The problem and solution pair to evolve is appended
at the end as (f6_1, g6_1) to prompt the model to generate (f6_2, g6_2).

In the case of the Salesforce-2B-mono model, given a text string, the feature
matrix has 2560 entries per token and PCA reduces this by about 10-fold while
retaining 95% of the variance. Then, we take the max across tokens.



42 H. Bradley et al.

from typing import List

def f1(s: str):
return "Hello " + s == "Hello world"

def g1():
"""Find a string that when concatenated onto 'Hello ' gives 'Hello world'."""
return "world"

assert f1(g1())

def f2(s: str):
return "Hello " + s[::-1] == "Hello world"

def g2():
"""Find a string that when reversed and concatenated onto 'Hello ' gives 'Hello world'."""
return "world"[::-1]

assert f2(g2())

def f3(x: List[int]):
return len(x) == 2 and sum(x) == 3

def g3():
"""Find a list of two integers whose sum is 3."""
return [1, 2]

assert f3(g3())

def f4(s: List[str]):
return len(set(s)) == 1000 and all(

(x.count("a") > x.count("b")) and ('b' in x) for x in s)

def g4():
"""Find a list of 1000 distinct strings which each have more 'a's than 'b's and at least one 'b'."""
return ["a"*(i+2)+"b" for i in range(1000)]

assert f4(g4())

def f5(n: int):
return str(n * n).startswith("123456789")

def g5():
"""Find an integer whose perfect square begins with 123456789 in its decimal representation."""
return int(int("123456789" + "0"*9) ** 0.5) + 1

assert f5(g5())

def f6(li: List[int]):
return len(li) == 10 and li.count(li[3]) == 2

# Old version of g6()
# TODO: fix bugs in the code below
...

# Fixed version of g6()
def g6():

"""Find a list of length 10 where the fourth element occurs exactly twice."""

Listing 5: Prompt structure for P3Problem. Adapted from [40].



OpenELM—A Library for Evolution with Language Models 43

from typing import List

...
def f3_1(x: List[int]):

return len(x) == 2 and sum(x) == 3

def g3_1():
"""Find a list of two integers whose sum is 3."""
return [1, 2]

assert f3_1(g3_1())

def f3_2(x: List[int]):
"""Changes from f3_1: change sum to 8; add requirement for product to equal 12"""
return len(x) == 2 and and x[0]+x[1] == 8 and x[0]*x[1] == 12

def g3_2():
"""Find a list of two integers whose sum is 8 and product is 12."""
return [2, 6]

assert f3_2(g3_2())
...

Listing 6: Snippet of the prompt for P3ProbSol. Adapted from [40].

'''
Original problem and solution pair for comparison:

def f6(li: List[int]):
return len(li) == 10 and li.count(li[3]) == 2

def g6():
"""Find a list of length 10 where the fourth element occurs exactly twice."""
return list(range(10 // 2)) * 2

'''

from typing import List

def f6_2(li: List[int]):
"""Changes from f6_1: all elements must be an integer greater than 3"""
return len(li) == 10 and li.count(li[3]) == 2 and all(x > 3 for x in li)

def g6_2():
"""Find a list of length 10 where the fourth element occurs exactly twice and
each integer is greater than 3."""
return list(range(10 // 2 + 1, 10 + 1)) * 2

Listing 7: The result of successfully evolving a problem and solution pair in
P3ProbSol.
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