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Abstract

We present the InterviewBot that dynamically001
integrates conversation history and customized002
topics into a coherent embedding space to con-003
duct 10 mins hybrid-domain (open and closed)004
conversations with foreign students applying005
to U.S. colleges for assessing their academic006
and cultural readiness. To build a neural-based007
end-to-end dialogue model, 7,361 audio record-008
ings of human-to-human interviews are auto-009
matically transcribed, where 440 are manu-010
ally corrected for finetuning and evaluation.011
To overcome the input/output size limit of a012
transformer-based encoder-decoder model, two013
new methods are proposed, context attention014
and topic storing, allowing the model to make015
relevant and consistent interactions. Our final016
model is tested both statistically by comparing017
its responses to the interview data and dynami-018
cally by inviting professional interviewers and019
various students to interact with it in real-time,020
finding it highly satisfactory in fluency and con-021
text awareness.022

1 Introduction023

With the latest advancement of Conversational AI,024

end-to-end dialogue systems have been extensively025

studied (Zhang et al., 2020; Adiwardana et al.,026

2020; Roller et al., 2021). One critical requirement027

is context awareness; robust dialogue systems must028

consider relevant parts in conversation history to029

generate pertinent responses (Serban et al., 2017;030

Mehri et al., 2019; Bao et al., 2020; Zhou et al.,031

2021; Xu et al., 2022). However, these systems still032

suffer from issues such as hallucination, inconsis-033

tency, or lacking commonsense (Bao et al., 2021),034

hindering them to take a place in real applications.035

Numerous admission interviews are given every036

year to students located in 100+ countries applying037

to colleges in the U.S., where the interviews are of-038

ten conducted online. Those interviews are usually039

unscripted with an emphasis on asking the appli-040

cants thought-provoking questions based on their041

interests and experiences. The main objective is to 042

provide decision makers (e.g,. admissions officers, 043

faculty members) with an unfiltered look at those 044

students in a daily academic environment. 045

Building an interview chatbot, called Interview- 046

Bot, will save time and effort of the interviewers, 047

and provide foreign students a cost-efficient way of 048

practicing interviews when native speakers are not 049

available. Nonetheless, there are a few hurdles for 050

developing an end-to-end InterviewBot. First, it is 051

hard to collect a sufficient amount of data covering 052

dialogues crossing open & closed domains (Sec. 3). 053

Second, most transformer-based encoder-decoder 054

models adapted by current state-of-the-art systems 055

are not designed to handle long context; thus, they 056

often repeat or forget previously discussed topics 057

(Sec. 4). Third, it is demanding to find appropriate 058

people to interactively test such a dialogue system 059

with the professional objective (Sec. 5). 060

This paper presents an end-to-end dialogue sys- 061

tem that interacts with international applicants to 062

U.S. colleges. The system questions on critical per- 063

spectives, follows up on interviewee’s responses for 064

in-depth discussions, and makes natural transitions 065

from one topic to another until the interview ends, 066

which lasts about 30 turns (5 mins for text-based, 067

10 mins for spoken dialogues). To the best of our 068

knowledge, it is the first real-time system using a 069

neural model, completely unscripted, conducting 070

such long conversations for admission interviews. 071

2 Related Work 072

Dialogue systems can be categorized into closed- 073

and open-domain systems (Ilievski et al., 2018). 074

Closed-domain systems require efficient access to 075

domain knowledge (Lian et al., 2019) and serve spe- 076

cific professions such as education (Cunningham- 077

Nelson et al., 2019), healthcare (Fan et al., 2021; 078

Amiri and Karahanna, 2022), or customer service 079

(Baier et al., 2018; Nichifor et al., 2021). Open- 080

domain systems converse across multiple domains 081
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with natural transitions (Adiwardana et al., 2020)082

and conduct interactions in a broader horizon (Ah-083

madvand et al., 2018; Wang et al., 2017; Finch084

et al., 2020). For admission interviews, however,085

the conversation is often a mixture of closed (job-086

related questions) and open domains (general as-087

pects of the applicant) dialogues, which makes it088

more challenging to build an end-to-end system.089

Several dialogue systems have been developed090

to communicate with humans for information ex-091

change or elicitation (Finch et al., 2020; Li et al.,092

2017; Kim et al., 2019) across multiple domains093

(Safi et al., 2020; Khoa, 2021; Okonkwo and Ade-094

Ibijola, 2021). Conversational agents for interviews095

have been experimented with for law enforcement096

(Minhas et al., 2022), healthcare (Ni et al., 2017),097

job application (Xiao et al., 2019), and psychology098

(Siddig and Hines, 2019), among which most are099

proof of concept. A few interviewbots have been100

developed on commercial platforms such as Google101

Dialogflow and IBM Watson Assistant, with the102

limitation of pre-scripted interviews; thus, they can-103

not proactively follow up to the user contents.104

3 Interview Dataset105

Audio recordings of 7,361 interviews are automati-106

cally transcribed with speaker identification by the107

online tool RevAI,1 where 440 are manually cor-108

rected on speaker ID assignment for finetuning and109

evaluation of our models (Table 1). Each recording110

contains an average of a ≈15-min long dialogue111

between an interviewer and an interviewee. The112

interviews were conducted by 67 professionals in113

2018 - 2022. The largest age group of interviewees114

is 18-years-old with 59.3%, followed by 17-years-115

old with 29.4%. The male-to-female ratio is 1.2:1.116

The major country of origin is China with 81.4%117

followed by Belgium with 10.5%, alongside 37118

other countries. Appendix A.1 provides detailed119

demographics of the interviewees.120

4 Dialogue Generation121

Figure 1 depicts an overview of our dialogue gener-122

ation model. Since inputs to the encoder E and the123

decoder D are limited by the total number of tokens124

that the pretrained language model accepts, sliding125

window (Sec. 4.1) and context attention (Sec. 4.2)126

are proposed to handle long utterances and con-127

texts in the previous utterances, respectively. In128

1https://www.rev.ai

D U S1 S2

TRN 140 43.8 39.3 64.0
DEV 150 45.0 36.2 60.3
TST 150 44.3 37.8 61.3

RAW 6,921 40.4 41.5 67.6

¸

Table 1: Distributions of our data. D: num of dialogues,
U: avg-num of utterances per dialogue, S1/S2: avg-
num of tokens per utterance by interviewer/interviewee.
TRN/DEV/TST: training/development/evaluation (anno-
tated) sets. RAW: unannotated set (auto-transcribed).

addition, topic storing is used to remember user- 129

oriented topics brought up during the interview 130

(Sec. 4.3). The input to E and output of D include 131

the speaker ID S1 or S2 as the first token followed 132

by an utterance from the interviewer or intervie- 133

wee, respectively. Hyperparameters are finetuned 134

by cross validations. 135

4.1 Sliding Window 136

Let n = m+ e be the max-number of tokens that 137

E and D accept (e < m < n). Every utterance U 138

whose length is greater than n is split into U1 and 139

U2 as follows (wi is the i’th token in U ): 140

U1 = {w1, . . . , wm, wm+1, . . . , wn}
U2 = {wm+1, . . . , wn, wn+1, . . . , wn+m} 141

In our case, n = 128, m = 100, and e = 28 such
that n + m = 228 is sufficiently long enough to
handle most utterances based on our stats. E takes
U1 and U2 then produces E1 = {e11, . . . , e1n} and
E2 = {e2m+1, . . . , e

2
n+m} where e∗i ∈ R1×d is the

embedding of wi. Finally, the embedding matrix
E ∈ R(n+m)×d of U is created by stacking all of
the following embeddings:

{e11, . . . ,
1

2

2∑
i=1

(eim+1), . . . ,
1

2

2∑
i=1

(ein), . . . , e
2
n+m}

For utterances whose lengths are less than or equal 142

to n, zero-padding is used to transform E’s output 143

from Rn×d to R(n+m)×d. 144

4.2 Context Attention 145

Let Ui be the i’th utterance to be generated as out- 146

put. Let C ∈ Rℓ×d be the context matrix stacking 147

the embedding matrices of the previous utterances 148

{Ei−k, .., Ei−1}, where k is the number of previ- 149

ous utterances to be considered and ℓ = k(n+m). 150

The transpose of C is multiplied by the attention 151
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Figure 1: The overview of our dialogue generation model.

matrix A ∈ Rℓ×n such that CT ·A → ST ∈ Rd×n.152

Thus, S ∈ Rn×d represents the context summary153

of Ui−k, .., Ui−1, which is fed into the decoder D.154

4.3 Topic Storing155

Even with the context attention, the model still has156

no memory of contexts prior to Ui−k, leading it to157

repeat the same topics that it has already initiated.158

To overcome this issue, topic storage is introduced159

to remember key topics derived by the interviewer.160

Every interview in our data came with 8-16 ques-161

tions by the interviewer, who used those questions162

during the interview and thought they led to assess163

crucial aspects of the interviewee. Our final model164

considers these questions the “key topics” and dy-165

namically stores them as the dialogue progresses.166

Let Q = {q1, .., qh} be the topical question set.167

During training, D learns to generate Q instead of168

S1 as the first token of the interviewer’s utterance169

that contains any qi ∈ Q. In addition, it generates170

B/E if the interviewer begins/ends the current dia-171

logue with that utterance (Table 3). Any utterance172

starting with Q is encoded by E that creates the ut-173

terance embedding vi ∈ R1×d. These embeddings174

get stacked as the interview goes to create the topic175

matrix V ∈ Rh×d. If |Q| < h, then zero-padding is176

used to create V (in our case, h = 16). Finally, V177

is stacked with the context matrix C (Sec. 4.2), and178

(V ⊕ C)T ∈ Rd×(h+ℓ) is multiplied by the atten-179

tion matrix A ∈ R(h+ℓ)×n to create the transpose180

of the context summary matrix S ∈ Rn×d.181

5 Experiments182

For our experiments, the encoder and the decoder183

in BlenderBot 1.0 (Roller et al., 2021) are used.2184

Three models are developed as follows:185

• BB: Blender Baseline that takes only up to 128186

tokens in Ui−1 as context.187

2There have been updated versions of BlenderBot introduced
(Xu et al., 2022; Shuster et al., 2022). However, we chose the
first version for our experiments because we found it to be as
effective yet much more efficient than the newer versions.

• SW: BB + Sliding Window (Section 4.1), taking 188

all tokens in Ui−1 as context. 189

• CT: SW + Context Attention (Section 4.2) + 190

Topic Storing (Section 4.3), taking all tokens in 191

{Ui−k, .., Ui−1} as context. 192

All models are first trained on raw and finetuned 193

on TRN in Table 1). To assess real-life performance, 194

10 interviews are conducted per model, where each 195

interview consists of exactly 30 turns. A qualitative 196

analysis is performed on the top-3 most frequently 197

occurring errors as follows: 198

• Repetitions: how often it repeats topics already 199

covered in the previous utterances. 200

• Early Ending (EE): implies to end the interview 201

without covering a sufficient amount of topics. 202

• Off Topic (OT): how often it makes utterances 203

that are not relevant to the current topic. 204

Table 2 shows the error analysis results. The repe- 205

tition rates are significantly reduced as the model 206

gets more advanced. Compared to the baseline, the 207

CT model conducts 3.5 times longer conversations 208

before it attempts to end the interview, while gen- 209

erating twice fewer off-topic utterances, which is 210

very promising. Examples of these error types are 211

provided in Appendix A.2. 212

Model Repetitions (R) Early Ending (EE) Off Topic (OT)

BB 30.0 13.3 20.0
SW 16.7 23.3 26.7
CT 6.7 46.7 10.0

Table 2: The error analysis of all generation models. R:
avg-% of repeated topics, EE: avg-% of the interview
conducted before the model attempts to end (higher is
better), OT: avg-% of off-topic utterances.

5.1 Static Evaluation 213

Following previous work, static evaluation is per- 214

formed on the CT model, where the input is every 215

3



Flag Utterance

B
Hello, and thank you so much for coming today. uh, Let us start by having you just to state your full legal name
and also the school that you are currently attending?

S2 Sure, my name is David, and I go to Shanghai high school in China.

Q Great. um, yeah, let’s talk about leadership experiences. Can you give me some specific examples?

S2
Sure, when I was a junior, I was elected to be the Vice President in the Student Union and I organized many
activities to help students to enrich their life on campus.

S1
Okay, great. Thank you so much for sharing that. so, um, tell me a little bit about your leadership style. What do
you think you bring to the student union?

S2 Sure, I am very open-minded, and with some of my colleagues, we together established a lot of new programs on
top of our existing ones. Many of those programs became very popular.

S1 Ok, great. and so, um, what, uh, what would you say has been the most challenging aspect of being a leader?

· · ·

Q
Great. uh, um, hmm, let’ talk about your courses. What courses did you take in high school and which courses
do you like most?

S2 Sure, I took Math, English, PE, Chemistry, Art, and so on. I like Math most.

Q Okay. so, um, tell me a little bit about your, your interest in mathematics.

· · ·

E
Okay, great. well, thank you very much for sharing that with me. um, and thank you for taking the time out of
your day to interview with us.

Table 3: An interview dialogue conducted by our best model (CT in Section 5). S1/S2: interviewer/interviewee
(chatbot/human), B/E: beginning/ending utterance (chatbot), Q: topical question (chatbot).

batch of k-utterances and prior topics per interview,216

and its output is compared to the corresponding hu-217

man response in TST (Table 1). The average BLEU218

score is 0.08 and cosine similarity is 0.19, which219

are low. However, such static evaluation assesses220

each output independently and obstructs dialogue221

fluency by artificially inserting human utterances to222

the model, and thus, does not reveal its capability223

in conducting long contextualized interviews.224

5.2 Real-time Evaluation225

The CT model is deployed to an online text-based226

platform in a public cloud. For real-time evaluation,227

5 professional interviewers and 10 students are in-228

vited to have conversations with our InterviewBot229

and give ratings from 1 to 5 to indicate their overall230

satisfactions. The average dialogue duration is 256231

seconds. Almost half of the evaluators are satisfied232

(Scores 4 and 5) and another 40% indicate positive233

attitude on the coverage of topics and discussions234

(Score 3), implying that it performs reasonably well235

for this realistic setting (Table 4). Overall, with the236

average score of 3.5, the InterviewBot has shown237

great potential in applying to practical applications.238

6 Conclusion239

Our InterviewBot is a model-based dialogue system240

equipped with contextual awareness and topic sen-241

sitivity that conducts college admission interviews.242

Questions covering diverse topics and discussions243

Rating Score 5 4 3 2 1
∑∑∑

Evaluator Count 3 4 6 1 1 15

Table 4: The rating distribution of the InterviewBot con-
versations for real-time evaluation. 5: very satisfied, 4:
satisfied, 3: neutral, 2: unsatisfied, 1: very unsatisfied.

in extended follow-ups are carried along the conver- 244

sations, which have been assessed by professional 245

interviewers and student volunteers. The average 246

satisfaction score of 3.5 projects prevailing deploy- 247

ment of the InterviewBot for thousands of college 248

applicants, especially for international students. 249

With promising future applications, however, the 250

current version of the InterviewBot has two major 251

limitations. First, the early ending in Table 2 still 252

happens, where an ending utterance gets generated 253

after an insufficient amount of turns, in which case, 254

the interview may not cover critical aspects of the 255

applicant. Second, the bot makes good follow-ups 256

to various topics; however, it needs to derive deeper 257

discussions with more details. 258

In the future work, the main focus is to enrich the 259

follow-up discussions on topics or sub-topics dur- 260

ing interactions by training the InterviewBot with 261

more structured topic-flow materials. This task 262

would indirectly alleviate the early ending issue by 263

deepening the discussions on certain topics. 264
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7 Ethics Statement and Broader Impact265

This research project is conducted under full com-266

pliance of research ethics in the ACL Code of267

Ethics. The data revealed in this paper are either268

generalized or generated from models that have no269

identifying or private information released. The270

interviewers and interviewees involved in the con-271

versational data used in this paper have agreed to272

the usage of the data by the data collecting party273

and its collaborators for research purposes.274

The future application of the Interviewbot will275

impact thousands of students applying to U.S. col-276

leges. While institutions emphasizing on the re-277

search environment, the Interviewbot could help278

students understand the basics of research conduct279

of ethics, and even admission committees to make280

decisions on students’ readiness in compliance of281

code of ethics in research, through interview con-282

versations.283

However, constant observations of its perfor-284

mance may be enforced to prevent negative impact285

due to malfunction, biased behaving or unbalanced286

demographic distributions in learning.287
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A Appendix445

A.1 Interviewee Demographics446

We summarize the demographics of the intervie-447

wees in this section. Table 2 shows the distribution448

of the ages of applicants. Most interviewees are449

between 17 to 19, which is an accurate reflection450

of the ages of high school students applying to451

colleges.
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Figure 2: The interviewee age demographics.

452
The distribution of countries of origin of appli-453

cants is shown in Figure 3. There are 38 coun-454

tries in total. The majority of applicants come455

from China. Other major countries are Belgium,456

Bangladesh, Canada, India and Belarus.457
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Figure 3: The interviewee country demographics.

The gender distribution of applicants is shown458

in Figure 4. The numbers of male and female ap-459

plicants are close, with exclusion of applicants not460

providing gender information.461

A.2 Examples of Generation Limitations462

The following are examples for each type of gen-463

eration errors (
::::::::::
underlined). Early ending prevents464

the Interviewbot from covering critical aspects of465

applicants and further discussion. The Interview-466

bot cannot name mentions properly, either skipping467

over or generating wrong entities in the conversa-468

tions. Random Generation generates random words469
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Figure 4: The interviewee gender demographics.

and punctuation, and concatenates them incorrectly. 470

Not following up on previous topics hinders the 471

Interviewbot from becoming proactively engaged 472

with interviewees. 473

– Early Ending 474

∗ InterviewBot: Could you please state your 475

name? 476

∗ Interviewee: Sure. My name is David. 477

∗ ... 4 more turns ... 478

∗ InterviewBot:
::::::
Thank

::::
you

::::
and

::::
best

:::::::
wishes 479

::
to

::::
your

::::::::::::
applications. 480

– Repetition 481

∗ InterviewBot: Now why, why do you think 482

receiving an education is important? 483

∗ ... more turns ... 484

∗ InterviewBot: Why do you think people 485

value education so much? 486

– Off Topic 487

∗ Interviewee: Sure, I really like Mathe- 488

mathcs. 489

∗ InterviewBot:
:::::
What

::
do

::::
you

:::
do

:::
for

::::
fun? 490
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