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Abstract

Mixture-of-Experts (MoE) has emerged as a prominent architecture for scaling
model size while maintaining computational efficiency. In MoE, each token in
the input sequence activates a different subset of experts determined by a routing
mechanism. However, the unchosen experts in MoE models do not contribute to the
output, potentially leading to underutilization of the model’s capacity. In this work,
we first conduct exploratory studies to demonstrate that increasing the number of
activated experts does not necessarily improve and can even degrade the output
quality. Then, we show that output distributions from an MoE model using different
routing strategies substantially differ, indicating that different experts do not always
act synergistically. Motivated by these findings, we propose Self-Contrast Mixture-
of-Experts (SCMoE), a training-free strategy that utilizes unchosen experts in a
self-contrast manner during inference. In SCMOoE, the next-token probabilities
are determined by contrasting the outputs from strong and weak activation using
the same MoE model. Our method is conceptually simple and computationally
lightweight, as it incurs minimal latency compared to greedy decoding. Exper-
iments on several benchmarks (GSMS8K, StrategyQA, MBPP and HumanEval)
demonstrate that SCMoE can consistently enhance Mixtral 8x7B’s reasoning capa-
bility across various domains. For example, it improves the accuracy on GSM8K
from 61.79 to 66.94. Moreover, combining SCMoE with self-consistency yields
additional gains, increasing major@20 accuracy from 75.59 to 78.31.

1 Introduction

Scaling up model parameters, dataset size and training time has been considered the most direct and
effective approach to improving foundation models’ performance [[IH3l]. However, scaling dense
models substantially increases computational costs, which poses a significant practical challenge.
Mixture-of-Experts (MoE) [4-9] has emerged as a compelling solution for optimizing the balance
between model capacity and computation overhead in the era of large foundation models.

MoE models achieve the goal by sparsely activating only a portion of the parameters for each specific
input. Specifically, in MoE models, parameters are grouped into a bunch of experts, MoE models
only activate some of them for processing a given input. This selective activation is achieved through
a routing mechanism that dispatches each input token to a fixed number of experts (e.g, top-k
routing [6} 8} [10L [11]]). Therefore, compared to their dense counterparts, MoE models enjoy more
efficient training with significantly reduced computational costs [SH9, [L1]. At the inference stage,
they typically adhere to the same routing strategy as the training stage, activating only a small fraction
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Figure 1: Performance comparison between increasing the value of top-k (i.e., ensemble routing) and
SCMOoE. SCMOoE surpasses the performance of ensemble routing across various benchmarks.

of experts. Basically, for each input token, most of the well-trained experts do not contribute to the
output prediction. As a result, the potential of utilizing more experts during the inference stage to
enhance performance remains underexplored.

In this paper, we investigate the impact of unchosen expertsﬂ on the performance of MoE models and
explore their suitable usage. A direct hypothesis is that incorporating more experts improves MoE
models and helps solve more difficult problems [12H14]]. However, in our exploratory experiment on
Mixtral 8x7B [6], we find simply raising the number of activated experts (blue lines in Figure T does
not lead to stable improvements and may even hurt performance on different tasks. This indicates that
unchosen experts may contribute little or even negatively to the final performance, which is contrary
to the common perception of unchosen experts as candidates of positive power.

Inspired by the finding, we further dive deep into the difference between the output probability
distributions of MoE models applying different routing strategies. As shown in Figure[3] we calculate
the Kullback-Leibler Divergence (KLD) between the token distributions obtained from the default
top-2 routing and rank-k routing, and find apparent discrepancy. The discrepancy is particularly
evident in the parts that require rigorous reasoning. This suggests that different experts do not always
act synergistically; instead, they may exhibit conflicting behaviors.

Therefore, we introduce Self-Contrast Mixture-of-Experts (SCMoE), which can convert the negative
effects brought by unchosen experts into positive ones through contrasting the output logits obtained
using different routing strategies. Specifically, the probability of next token is based on the logits
difference between strong and weak activation of the MoE models. For "strong activation" and
"weak activation”, we use the top-2 routing strategy (Figure[2](a)) and the rank-k routing strategy
(Figure 2] (b)) respectively. Thus, SCMoE enables unchosen experts to contribute to the prediction.
An overview of how SCMoE works is presented in Figure 2] (c).

Experimental results on various benchmarks across different domains demonstrate that SCMoE
significantly enhances Mixtral 8x7B’s reasoning capability (Section[3)). Specifically, compared to
greedy decoding, the accuracy increases from 61.79 to 66.94 (+5.15) on GSMS8K, 72.83 to 76.29
(+3.46) on StrategyQA, and the pass@1 accuracy increases from 46.20 to 48.80 (+2.60) on MBPP
and 33.54 to 41.46 (+7.92) on HumanEval. Further analysis shows that SCMoE can even surpass the
result of using self-consistency with major@5 (66.87) on GSM8K. What’s more, combining SCMoE
with self-consistency can further boost the model’s performance, improving major@20 accuracy
from 75.59 to 78.31 (+2.72) on GSM8K. Regarding inference efficiency, it turns out that SCMoE
incurs only a minor (x1.30) delay compared to greedy decoding, which is competitive among several
strong decoding baselines. To sum up, empirical results and comprehensive analyses demonstrate
that SCMOoE is a both effective and efficient approach to unleashing MoE models’ power.

2 Method

In this section, we first provide a preliminary introduction of MoE models. Then, we present an
analysis based on next-token distribution KLD to reveal the divergence between different routing

3 Unchosen experts refer to the experts not selected by default routing (e.g., top-2 routing in Mixtral 8x7B).
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Figure 2: (a & b) Given an input h, (a) and (b) demonstrate the workflows of top-2 routing and
rank-k routing (e.g., k=2). We use two MoE layers as a simple schematic, omitting other layers in
MoE models. Note that, in the second MoE layer, rank-k routing activates the unchosen expert in
top-2 routing; (c) An illustrative example of how SCMoE works, which contrasts zop-2 (2¢|<¢) with
Zrankx (Tt|Z<¢). The complete question and answer for this example are shown in Figure

strategies in MoE models. This analysis motivates the introduction of SCMOoE, a self-contrast method
to leverage the contrastive information existing between different routing strategies in MoE models.

2.1 Preliminary

In Transformer-based MoE models, the conventional Feed-Forward Network (FFN) is substitued with
the MoE layer [15]. Typically, each MoE layer consists of a router R and a set of experts { F; } ¥ ;.
For a given input sequence x«; = (x1,22,...,+—1), the router allocates each token in z; to a
specific subset of experts, which are subsequently activated to process the tokens. Specifically, given
each token’s hidden state h, the router first calculates an initial gate value vector w across the N
experts as follows:

w = Softmax(W h) (1

where W,. denotes the weight matrix of the router. Each element w; in w represents the probability
of activating the i-th expert.

After that, the router applies a routing strategy (e.g., top-2 or rank-k routing in Section [2.2) to
determine the subset of experts to be activated. Then the w; of the unchoosen expert is set to 0 and w
is renormalized to w accordingly. Subsequently, the output o of the MoE layer is computed as the
weighted sum of outputs from the activated experts:

o= Z w; - E;(h) 2

ie{j|w;#0}

Once the input sequence x -; has undergone a complete forward pass through the MoE model, the
next-token distribution p(z¢|z <) is computed based on the output of the final layer. A decoding
algorithm is then applied to predict x; from the vocabulary V based on p(z¢|z<¢).

2.2 Divergence Between Different Routing Strategies: An Exploratory Analysis

As depicted in Figure [T} unchosen experts may contribute little or even negatively to the final
performance. Based on this finding, we are inspired to study the difference of output probabilities
using different routing strategies. Specifically, we conduct an analysis on Mixtral 8x7B [[16], with
two different routing strategies, i.e., top-2 routing and rank-% routing, which are detailed as follows.

Top-2 Routing. Top-2 routing (Figure [2| (a)) [4] is the default routing strategy of Mixtral 8x7B,
which activates the two experts with the highest values in w. In this setting, the renormalized gate
value for the i-th expert, w; , is defined as follows:

2 jcion(w,2) Wi’ 3)

R —_— i€ tOp(W, 2)
W; =
0, i & top(w, 2)



Question: Hallie had dance practice for 1 hour on Tuesdays and 2 hours on Thursdays. On Saturdays, she had dance practice that
lasted twice as long as Tuesday's night class. How many hours a week did she have dance practice?
Answer: On Tuesdays, she had 1 hour. On Thursdays, she had 2 hours. On Saturdays, she had 2 x 1 =2 hours. 1 +2 + 2 =5. The answer is 5.
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Figure 3: Heatmap of Kullback-Leibler Divergence between the output distribution of top-2 routing
strategy ( Pop-2(2¢|2<¢) ) and different rank-% routing strategies ( Prank-k (2¢|Z<¢) ). The k in rank-k
routing ranges from 1 to 8. The values in the heatmap are scaled by 10°. This example is taken from
the GSMB8K dataset. An additional quantitative study of the KLD is provided in Appendix Elr

where top(w, 2) returns the indices of the largest 2 elements in w.

Rank-% Routing. The rank-k routing strategy (Figure 2] (b)) only activates one expert, whose initial
gate value is ranked at £ in w. The renormalized gate value w; is defined as follows:

o {1, i = rank(w, k)
T O7

i # rank(w, k) @)

where rank(w, k) returns the index of the k-th largest element in w. For Mixtral 8x7B, k is enumer-
ated from 1 to 8. We employ rank-k routing as a representative strategy to utilize unchosen experts
of top-2 routing (Additional statistics on the utilization ratio of unchosen experts are provided in

Appendix [B).

Given an input sequence =, we denote the next-token distributions using top-2 routing and rank-k
routing as piop-2(T¢|<¢) and prankk (¢ <¢), respectively. Then, we compute the Kullback-Leibler
Divergence (KLD) between piop-2(2¢|T<¢) and prank-k(z¢|z<¢) on GSM8K dataset. A qualitative
illustration is presented in Figure[3|and a more detailed quantitative study is included in Appendix [A]
As shown in Figure 3| the KLD between piop2(2¢|z<t) and prank-1 (z¢|x <) is relatively minor,
suggesting a high similarity in their next-token prediction capabilities. However, for k values ranging
from 2 to 8, we identify three key findings:

Finding 1: prani.i(z¢|x <) with different & values exhibits discernible KLD with piop-2 (2¢|2<¢). As
k increases from 2 to 8, the KLD increases accordingly. This finding indicates the overall next-token
prediction capability gap between top-2 and rank-£ routing.

Finding 2: Apparent KLD is observed when generating reasoning sequences, such as mathematical
expressions (e.g., "1+2+2=5") and the initiation of reasoning steps (e.g., "On Thursday"). This
suggests notable differences between top-2 and rank-£ routing in generating tokens for reasoning.

Finding 3: For the generation of function words (e.g., "is") and punctuations (e.g., ","), the KLD
between piop-2 (2+|€<t) and prank-k(@¢|z<¢) is relatively smaller than that for generating critical
reasoning sequences. This indicates that such predictions pose fewer challenges for rank-k routing.

To sum up, it is observed that, in scenarios demanding reasoning capability for next-token prediction,
MoE models with top-2 and rank-k routing strategies demonstrate distinct generation behaviors. This
phenomenon suggests that different experts do not always act synergistically, and could in fact exhibit
conflicting behaviors. To harness such information introduced by more experts, a feasible approach is
to apply contrastive methods [18] to transform the observed negative impacts into positive ones.



Therefore, we propose to leverage the contrastive information existing between different routing
strategies of the MoE model (e.g., top-2 routing and rank-k routing) during inference decoding.

2.3 SCMoE: Self-Contrast Mixture-of-Experts

We introduce Self-Contrast Mixture-of-Experts (SCMoE), an MoE-native self-contrast decoding
method. The fundamental idea behind SCMOoE is to determine next-token distribution of an MoE
model by leveraging the contrastive information between its strong and weak activation, thereby
amplifying the desirable behaviors of the strong activation. In this context, "strong activation" and
"weak activation" of an MoE model refer to the activations obtained by adopting routing strategies
with inherent differences (e.g., top-2 routing and rank-% routing). An MoE model offers flexible
combinations of routing strategies that can be applied for strong and weak activation. We consider
the case of top-2 routing for strong activation and rank-k routing for weak activation.

Specifically, in SCMoE, given the output logits of strong and weak activation, we use the following
equation to obtain the adjusted logits for next-token prediction:
Zee(xp = i|lT2t) = (L4 8) - ztop2 (2t = ix<t) = B+ Zrankek (e = i|z<1) Z € Voalid 5)
-0 ¢ ¢ Vvalid

where 5 € (0,00) is a hyperparameter modulating the intensity of the contrastive penalty.
Ziop-2 (T4 <t) and zyanik (4|7 <+ ) represent the output logits prior to the softmax operation. Vyqii4 is
a subset of the vocabulary V to restrict the search space:

Voalid = {Z | Ztop—Z(xt = Z.|1'<t) > loga + rjf_leaﬁ( Ztop—Z(zt = ]|x<t)} (6)

where o € (0, 1] is a hyperparameter to control the size of V, ;4 by masking out tokens that are
assigned lower logits. Empirically, « is set to 0.1.

Figure 2] (¢) presents an example of how SCMoE works. In this figure, the output logit of "_=" is
consistently high across both top-2 and rank-k routing strategies. Notably, the logit of the ground-truth
token "_+" shows an apparent increase with the top-2 routing compared to rank-% routing. SCMoE
capitalizes on this contrast to boost the logit of "_+", thereby generating more accurate output.

3 Experiments

3.1 Datasets and Models

To measure the effectiveness of SCMoE, we consider several challenging tasks for LLMs, including
mathematical reasoning, commonsense reasoning, and code generation. For mathematical reasoning
and commonsense reasoning, we select GSM8K [19] and StrategyQA [20] respectively, reporting
accuracy. For code generation, we use HumanEval [21] and MBPP [22], reporting pass@1 accuracy.
‘We choose Mixtral 8x7B [6] as our backbone model.

3.2 Setup

As discussed in Section[2.3] in SCMoE, we use Mixtral 8x7B’s default top-2 routing as the strong
activation. For the weak activation, we only consider the rank-£ routing with k£ = 2. For the penalty
strength (3, we search from [0.1,0.3,0.5,0.7,0.9].

We employ the representative routing-based methods (i.e., dynamic and ensemble routing) as the
baselines of experts utilization for MoE models. Noting that SCMoE can be seen as a decoding
method, we also select commonly used search-based methods (i.e., contrastive search, contrastive
decoding and Dola) for LLMs as additional baselines. The details of each method are listed below:

Greedy. Greedy chooses the highest probability token at each step.

Dynamic Routing. Inspired by [14], during inference, the number of activated experts is not fixed.
Instead, a threshold is set, and experts are selected in order from highest to lowest scores until the
threshold is exceeded. The range of the threshold is [0.2,0.3,0.4, 0.5, 0.6].

Ensemble Routing. Ensemble routing activates k experts for inference with greedy search, where
k ranges from 1 to 8. Note that when k = 2, it is the same as greedy.
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Table 1: Experimental results on GSM8K, StrategyQA, MBPP and HumanEval with Mixtral 8x7B.
We report the best results for each method here. The performance of each method with different
hyperparameters can be found in the Appendix Table

Method | GSMSK  StrategyQA MBPP HumanEval

Greedy | 61.79 72.83 46.20 33.54
Routing-based

Dynamic Routing 61.11 74.41 47.80 38.41

Ensemble Routing 63.84 74.37 46.20 37.20
Search-based

Contrastive Search 60.96 74.85 46.20 36.59

DoLa 49.96 71.04 33.00 12.80

Contrastive Decoding 62.24 74.45 45.20 35.98

SCMoE | 66.94 76.29 48.80 41.46

Contrastive Search. Su et al. [23] use a look-ahead mechanism and penalizes tokens compromising
the isotropy of the model’s latent space. We search the penalty degree from [0.3, 0.4, 0.5, 0.6].

Contrastive Decoding. Li et al. [18] search for tokens that maximize the probability difference
between the base LLM and an amateur model. We use Mixtral 8x7B as base LLM and Mistral-7B [16]]
as the amateur. We search the strength of the amateur penalty 8 from [0.1,0.3,0.5,0.7,0.9].

DoLa. Chuan et al. [24] obtain the next-token distribution by contrasting the logits differences
between the last layer and a premature layer. The premature layer is dynamically selected from a
pre-specified set of layers. Following DoLa [24]], we test two sets of layers: even-numbered layers
from [0, 16) and from [16, 32) respectively.

3.3 Results

Unchosen experts can contribute too. We present the results for each method in Table [I] For
dynamic routing, compared with the greedy approach, dynamically selecting the number of experts to
use can enhance Mixtral 8x7B’s performance except for GSM8K (GSMB8K -0.68, StrategyQA +1.58,
MBPP +1.60, HumanEval + 4.87). This observation indicates that adopting the same top-2 routing
strategy during inference as in the training stage may not be optimal for MoE models. Furthermore,
for ensemble routing, incorporating additional experts into inference can also improve performance
for each task except for MBPP (GSMS8K + 2.05, StrategyQA +1.54, MBPP + 0, HumanEval + 3.66).
This findings implies that unchosen experts can be further utilized.

SCMoE unleashes MoE models’ power. SCMOoE enhances mathematical reasoning by a +5.10
increase on GSMS8K, commonsense reasoning by a +3.46 improvement on StrategyQA. Moreover,
in code generation, SCMoE gets improvements of +2.60 and +7.92 on the MBPP and HumanEval,
respectively. In contrast, traditional search-based methods do not demonstrate substantial improve-
ments on MoE models. In particular, DoLa’s performance not only fails to surpass, but actually
falls below the greedy baseline, particularly due to its inability to terminate generation sequences
appropriately (for specific examples, refer to Table [IT]in the appendix). Meanwhile, contrastive
decoding with Mistral 7B as the amateur model does not result in consistent improvements, and even a
decrease in pass@1 accuracy on MBPP (-1.00). Contrastive decoding necessitates a suitable amateur
model for effectiveness [[18| [25]], but selecting a separate amateur model with same vocabulary is not
always feasible. In comparison, SCMOoE capitalizes on the MoE models’ inherent strong and weak
activation to conduct self-contrast. Different weak activation can be viewed as different amateur
models, offering higher flexibility and thus help to find the ideal one for contrast.

4 Analysis

4.1 Impact of Weak Activation

In our main experiments, we use weak activation with rank-2 routing across all benchmarks. In fact,
SCMOoE offers the flexibility to employ various routing strategies to determine weak activation. Thus,
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Figure 4: Experimental results of different weak activations. We set the strong activation with top-2
routing in SCMoE. The detailed results with their hyperparameters are report in Appendix Table @

Table 2: Experimental results of different strong activations. We set the weak activation with rank-2
routing. For each benchmark, we select the top-k routing yielding the best performance in Figure
as the ideal strong activation. The specific hyperparameter settings can be found in Table [9]

Method \ GSMS8K StrategyQA MBPP HumanEval
SCMOoE | 66.94 76.29 48.80 41.46
SCMOoE w/ ideal strong activations |  68.92 76.42 50.60 41.46

in this section, we further explore the effects of selecting different weak activation. Specifically, we
first set rank-k routing with k ranging from 1 to 8 as different weak activation and then investigate
corresponding performance changes. Besides rank-k routing, we also consider random-1 routing
strategy to serve as an alternative weak activation for SCMoE. In the random-1 routing strategy, at
each MoE layer, the router randomly selects one expert to process current input token.

The experimental results for each candidate weak activation are presented in Figure [} Firstly,
compared to the greedy baseline (represented by the red line), there is a noticeable enhancement in
GSMSK, StrategyQA and HumanEval regardless of the chosen weak activation in SCMoE. Moreover,
when using random-1 routing (represented by the green line), there is still an improvement compared
to greedy, which demonstrates the advantage of SCMOoE in utilizing its weak activation for self-
contrast. Overall, using rank-2 routing as weak activation can provide consistently good performances,
and further exploring rank-k or other routing strategies may bring additional improvements.

4.2 TImpact of Strong Activation

—+— Self-Consistency w/ SCMoE — = SCMoE
—O— Self-Consistency w/ Temperature Sampling =+ Greedy

As revealed by Figure|l} using default top-2 routing is not <0

optimal for all tasks. For instance, top-3 routing yields best
results on GSM8K, while top-4 routing achieves the high-
est accuracy on HumanEval and StrategyQA. This leads
us to consider whether enhancing the strong activation in
SCMOoE can further unlock MoE models’ potential. To this
end, we adjust the strong activation of Mixtral 8x7B to top-
3 for GSMSK, and to top-4 for StrategyQA, MBPP, and
HumanEval, while keeping the weak activation with rank-
2 routing as before. The experimental results, as shown
in Table [2] reveal that enhancing the strong activation 55

Accuracy

of SCMOoE can further boost MoE models’ performance. ! > Majlo(i@k 13 20

Compared to the previous best performance achieved when

only utilizing top-2 routing for strong activation, this ad- Figure 5: Experimental results on com-
justment improves Mixtral 8x7B’s performance by 1.98 bining SCMoE with self-consistency on
on GSMS8K, 0.13 on StrategyQA, and 1.80 on MBPP. GSMEK using Mixtral 8x7B.



Table 3: Averaged decoding latency for each method. CS is short for contrastive search and CD is
short for contrastive decoding. We set k = 3 for ensemble routing, while for dynamic routing we set
threshold = 0.5. The speeds are tested on 4 A100 40G with batch size = 1.

Method \ Greedy Ensemble Dynamic CS DoLa CD SCMoE
Latency (s / 512 tokens) | 50.32 59.82 54.85 81.73 5330 72.04 65.47
Latency Ratio x1.00 x1.19 x1.09 x1.62 x1.06 x1.43 x1.30

Table 4: Experimental results on GSM8K, StrategyQA, MBPP and HumanEval with DeepSeekMoE-
16B. We report the best results for each method here. The performance of each method with different
hyperparameters can be found in the Appendix Table@}

Method | GSMSK  StrategyQA MBPP HumanEval

Greedy | 1895 60.41 35.20 26.83
Routing-based

Dynamic Routing ‘ 19.71 60.63 34.80 25.00

Ensemble Routing 19.71 60.41 35.20 26.83
Search-based

Contrastive Search ‘ 19.94 61.77 33.40 25.00

DoLa 18.27 61.72 36.00 22.56

SCMoE | 2077 62.99 37.20 28.05

4.3 Combining SCMOoE with Self-Consistency

Using self-consistency [26]] for multiple sampling and taking a majority vote to determine the final
answer is a common method to improve LLMs’ performance. Therefore, we explore whether SCMoE
can combined with self-consistency. For vanilla self-consistency, we use temperature sampling with
temperature 7 = 0.7 to reach the best baseline performance [27]]. For self-consistency with SCMoE,
we simply employ 8 = 0.5, rank-3 routing as weak activation, according to the best hyperparameters
setting from Table [§] It is worth noting that since SCMOoE already has a mask o = 0.1 to limit the
sampling range of the vocabulary, we do not perform any additional temperature processing on the
final logits. As shown in Figure[5] SCMOoE (67.94) yields comparable results with major@5 (66.87).
Furthermore, SCMOoE can enhance the major@20 accuracy from 75.59 to 78.31 (+2.72) on GSM8K.

4.4 Latency

We further evaluate the impact of SCMoE on decoding latency and compare it with other methods on
Mixtral 8x7B. Specifically, we first input 32 tokens to each method and then force them to generate a
sequence of 512 tokens to calculate the latency. The results in Table[3|show that SCMoE increases the
decoding time by a factor of 1.30x compared to greedy. When compared with other methods, SCMoE
does not introduce a significant amount of latency, especially when compared to contrastive search
(x1.62) and contrastive decoding (x1.43). Moreover, SCMOoE even surpasses the results of using
self-consistency with major@5 on GSM8K, which has a 5x latency compared to greedy. Therefore,
the latency of SCMoE can be considered negligible, making it both effective and efficient approach.

4.5 Employ DeepSeekMoE

We further explore the adaptability of SCMoE to other MoE models. We conduct experiments
on DeepSeekMoE-16B [28]]. DeepSeekMoE-16B employs fine-grained expert segmentation and
shared expert isolation routing strategies, which is different from Mixtral 8x7B [[6]. We detail the
hyperparameters settings of experiments in Appendix [C] It is worth noting that contrastive decoding
needs a suitable model to serve as an amateur. However, DeepSeekMoE-16B does not have a
smaller model with the same vocabulary, so DeepSeekMoE-16B does not have the contrast decoding
baseline. As depicted in Table 4, SCMOoE effectively unleashes the potential of DeepSeekMoE-
16B. Specifically, compared to greedy baseline, SCMoE demonstrates improvements across all
tasks: it enhances mathematical reasoning by 1.82 on GSM8K, commonsense reasoning by 2.58 on



StrategyQA, code generation by 2.00 on MBPP, and 1.22 on HumanEval. In contrast, other methods,
regardless of routing-based or search-based, struggle to outperform the greedy baseline. These results
demonstrate that SCMoE can be successfully applied to other MoE models.

5 Related Work

Mixture-of-Experts The Mixture-of-Experts (MoE) model was initially introduced by A. Jacob et
al. [29]. Previous studies have demonstrated that sparsely gated MoE models can significantly improve
model capacity and efficiency, enabling superior performance compared to dense ones [4} 5, [11}30].
In MoE models, a static number of experts are activated regardless of the varying complexity presented
by input tokens. Typically, top-1 or top-2 experts are activated in these models [15, [10]]. In the
era of LLMs, numerous extensive open-source models based on MoE architecture have emerged.
Specifically, both Mixtral 8x7B [[6] and Grok-1 [8] introduce an 8-expert MoE that uses a top-2
routing algorithm during inference. DeepSeekMOoE [[7] and QwenMOoE [9]], on the other hand, both
employ a fine-grained expert segmentation, applying 2 shared experts with IV routed experts. As a
result, they use k+2 experts for inference, with 2 fixed shared experts and top-k routed experts.

While several works have attempted to examine pruning or dynamic routing algorithms for MoE mod-
els [31, 132, [14] from the perspective of reducing computational costs while maintaining performance.
Our approach differs in that we investigate the utilization of unchosen experts in a self-contrast
manner to boost MoE models’ capability without increasing too much computation.

Contrast in Language Modeling The idea of employing contrast to enhance language modeling
has been explored through various approaches. Specifically, the contrast enables language models to
discern between desirable and undesirable behaviors, a distinction that the conventional maximum
log-likelihood modeling often fails to adequately capture [33]. One line of research focuses on
training-time optimization. Reinforcement learning from human feedback (RLHF) [34H36] trains
reward models by contrasting the rewards associated with desirable outputs to those of undesirable
ones, and then optimize the LLM to maximize rewards through reinforcement learning. RRHF [37],
DPO [38]], and PRO [39]] eliminate the necessity of constructing reward models and instead directly
optimize LLMs by contrasting preferred responses versus dispreferred ones. Another research avenue
focuses on inference-time optimization. DExperts [[17] fine-tunes two models with desirable and
undesirable attributes separately, guiding the base model by leveraging the contrast between those
models. Contrastive Decoding [[18} 25]] contrasts base model with an amateur model to mitigate
undesirable tendencies of the amateur. Emulated fine-tuning [40] and proxy-tuning [41] achieve
training-free alignment in a similar way, applying the contrast between aligned and unaligned
models as a reward signal to guide the decoding process of a larger unaligned LLM. Contrastive
Search [23]] uses a look-ahead contrastive mechanism and penalizes tokens compromising the isotropy
of the model’s latent space. DoLa [24] obtains the next-token distribution by contrasting the logits
differences between the last layer and a premature layer to improve factuality.

Our research focuses on inference-time optimization. Distinct from the above methods that mainly
utilize contrasts between different models, our work leverages the contrastive information among
strong and weak activation of MoE models to unleash their potential through self-contrast.

6 Conclusion

In this work, we develop Self-Contrast Mixture-of-Experts (SCMoE), a conceptually simple and
computationally lightweight strategy to unleash MoE models’ power via self-contrast. We find
that different routing strategies within an MoE model output results with considerable divergent
information. Utilizing this information in a self-contrast manner can further enhance MoE models’
reasoning capabilities in next-token prediction. Experimental results show that SCMoE improves the
MoE models’ performance on multiple benchmarks with only minor latency increase at inference time.
Due to resource constraints, our main limitation is that we cannot further explore the performance
of SCMOoE on larger MoE models such as Mixtral 8x22B or DeepSeek-V2. Overall, SCMOoE is a
critical step to leverage the inherent self-contrast features of MoE models, and offers new insights to
the utilization of unchosen experts.
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Table 5: Average KLD between pmp_g(xt |z<+) and different distribution across three token sets using
the GSMSK dataset. Specifically, we compare piop-2(z¢|z <) With p(z¢|z ;) generated by Mixtral
8x7B with rank-k routing, Mixtral 8x7B with random-1 routing and Mistral-7B, respectively. “1”
and “|”: the percentage increase and decrease relative to the “All” token set. The values in the table
are scaled by 10°.

| Mixtral 8x7B |
Token Set | rank-k | |Mistral-7B
random-1
B 2 3 4 5 6 7 8 | |
All ‘ 0.17 5.05 10.21  12.81 1580 17.78 19.47 25.36‘ 10.36 ‘ 0.25
. 0.13 6.62 12.16 14.60 1752 19.19 20.50 25.70 12.21 ‘ 0.23
Expression
123.24% +31.13% 119.05% 113.97% 110.89% 17.92%  +5.32% 11.32% | 117.89% 17.70%
0.20 3.40 6.84 8.38 11.06 13.09 1540 21.03 7.22 0.28
Stopword
124.94% 132.67% 133.04% |34.60% 130.00% 126.37% 120.87% (17.09% | 130.25% 112.53%
Appendix

A Quantitative Study of Kullback-Leibler Divergence

A.1 KLD Supplement for Section

In Section 2.2] Figure [3] qualitatively illustrates that reasoning ability gap among different expert
routing (i.e., top-2 and rank-k routing). To support this, we also conduct a quantitative study.

Using the questions and ground-truth answers from GSMS8K train set as input, we obtain the the
next token in a teacher-forcing approach with Mixtral 8x7B. Then, we calculate the average KLD
between the p(x;|x ;) produced by Mixtral 8x7b with top-2 routing strategy and those generated
with different rank-£ routing strategies. Specifically, the average KLD is calculated across three sets
of tokens:

(1) "All"': This set includes all tokens in ground-truth answers;

(2) "Expression'': This set comprises tokens from mathematical expressions in ground-truth answers.
The generation of these tokens poses reasoning challenge for MoE models. We use regular expressions
to extract the mathematical expressions within ground-truth answers.

(3) ""Stopword'": This set contains tokens from stopwords, which serves as a representative proxy for
function words. We utilize the NLTK stopwords lisﬂ

The results are presented in Table[5] The results further support the three findings in Section [2.2] for k&
values ranging from 2 to 8:

Finding 1: pranii (2| z ;) with different & values exhibits notable average KLD with piop-2 (2¢|z<¢).
As k increases from 2 to 8, the average KLLD also increases accordingly. This finding suggests the
overall next-token prediction discrepancy between top-2 and rank-k routing.

Finding 2: For each rank-# strategy, apparent average KLD is observed when generating mathemati-
cal expressions (i.e., "Expression" token set). This indicates the notable differences between top-2
and rank-k routing in generating tokens for reasoning.

Finding 3: For each rank-k strategy, the average KLD between piop-2 (¢ <¢) and prank-k (@¢|r<¢)
is relatively smaller when generating stopword tokens (i.e., "Stopword" token set) compared to
generating mathematical expression tokens. This suggests that such predictions pose fewer challenges
for rank-k routing.

A.2 Further Analysis on Kullback-Leibler Divergence

We also calculate the KLD between piop-2 (2+|2 <+) and prandom-1(2+¢|% <+ ) PMistrar-78 (¢ | € <1 ) in Table
and present further analysis on Kullback-Leibler Divergence:

*https://www.nltk.org/
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Table 6: The proportion of experts that are activated by rank-k routing during weak activation but not
activated by top-2 routing in strong activation on GSM8K with Mixtral 8x7B. Unchosen experts refer
to the experts not selected using default top-2 routing.

rank-k | 1 2 3 4 5 6 7 8
unchosen expert ratio (%) | 2.81 4621 72.62 80.54 84.61 8779 90.44 90.96

It is observed that the KLD between piop-2(2¢|T<+) and prank-2(x¢|T <) is relatively small for the
"Stopword" token set. This indicates that Mixtral 8x7B with rank-2 routing exhibit basic stopword
generation capability similar to Mixtral 8x7B with top-2 routing. However, for the "Expression" token
set, the KLD increases notably compared to that of the "All" token set (i.e., it increases by 31.13%).
These observations suggest that when shifting routing strategies from top-2 routing to rank-2 routing,
the reasoning capability of Mixtral 8x7B decreases more than basic generation capability.

As suggested by prior works [[18, 25]], this apparent reasoning ability gap can be leveraged to better
amplify the reasoning strength of Mixtral 8x7B with top-2 routing. Thus, in our main experiments,
we report results with fixed rank-2 for the weak activation. The same observation also applies to
the weak activations of rank-3, rank-4, and random-1, albeit with varying degrees of significance.
Empirically, results in Section [3.3] and also illustrate that contrast with rank-2 routing yields
generally better improvements.

For Mistral 7B, the average KLLD between its next-token distribution and that of Mixtral 7x8B with
top-2 routing across three token sets is quite small, indicating that their overall distributions is very
similar. This similarity makes Mistral 7B not an ideal weak model to contrast.

B Quantitative Study of SCMoE’s Unchosen Experts’ Utilization.

As mentioned in Section [I] unchosen experts refer to the experts not selected using default (e.g. top-2)
routing. To further evaluate the utilization ratio of unchosen experts in SCMoE, we calculate the
proportion of experts that are activated by rank-k routing during weak activation but not activated
by top-2 routing in strong activation. Specifically, we take quantitative study of SCMoE’s unchosen
experts’ utilization on GSM8K with Mixtral 8x7B as detailed in Table @ In SCMOE, the activation
proportion of unchosen experts for rank-2 routing on GSM8K is 46.21% and for rank-3 routing on
GSMB8K is 72.62%, indicating that unchosen experts can contribute to MoE models.

C Hyperparamters Setting for DeepSeekMoE-16B

Here, we detail the hyperparameter setting of each baselines for DeepSeekMoE-16B [7]. It is
important to note that contrastive decoding needs a suitable model to serve as an amateur. However,
DeepSeekMoE-16B does not have a smaller model with the same vocabulary, so DeepSeekMoE does
not have a contrast decoding baseline. For other baselines, we list the details below:

Greedy. Greedy does not have hyperparameters to set.

Dynamic Routing. The range of the dynamic threshold is [0.2,0.3,0.4, 0.5, 0.6].
Ensemble Routing. The number of activated experts for inference ranges from 1 to 8.
Contrastive Search. The penalty degree is [0.3,0.4,0.5, 0.6].

DoLa. For DoLa, due to DeepSeekMoE-16B having 28 layers, we test two sets of layers: even-
numbered layers from [0, 14) and from [14, 28) respectively.

SCMoE DeepSeekMoE-16B defaults to taking top-6 routing. Therefore, when implementing
SCMOoE, we choose top-6 routing as strong activation and top-k routing & € [1,2,3] as weak
activation. For the penalty strength (3, we also search from [0.1,0.3,0.5,0.7,0.9].

D Detailed Results of Different Hyperparamters Setting for Each Method

There is one fixed value for the hyperparameter ov = 0.1 in Equation [6]that generalizes across various
domains. To provide some clarity, when « is set closer to 1, the contrastive process activates fewer
vocabulary for strong activation, resulting in minimal changes after the self-contrast. Conversely,
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setting « closer to 0 allows more vocabulary tokens to be considered in the self-contrast process,
leading to significant changes and potentially introducing more noisy information. A suitable o should
strike a balance between including ideal tokens, which can lead to accurate results in the contrastive
vocabulary, and avoiding the introduction of excessive noise from an overly large vocabulary. Previous
work [18]] on masking vocabulary based on « suggests that o = 0.1 is quite robust and generalizes
well across various domains. This guides our choice in this setting.

Moreover, we report the performance of each decoding method in Tables [T} [0] {] Figure f] under
method-specific hyperparameter settings in[7] [ [0} [I0]

Table 7: Details for Table|l} Experimental results on GSM8K, StrategyQA, MBPP and HumanEval
with Mixtral 8x7B. The performance of each method with different hyperparameters.

Method | Hyper | GSM8K StrategyQA MBPP HumanEval
Greedy | - | 61.79 72.83 46.20 33.54
Routing-based
0.2 44.66 65.35 41.20 26.22
0.3 49.20 68.64 39.80 32.93
Dynamic Routing 0.4 54.13 72.27 44.20 34.76
0.5 59.82 74.41 46.20 38.41
0.6 61.11 74.19 47.80 34.15
1 45.19 64.87 38.60 26.83
2 61.79 72.83 46.20 33.54
3 63.84 73.45 44.20 34.15
Ensemble Routin 4 62.93 74.37 46.20 37.20
g 5 62.02 73.53 44.80 34.15
6 59.14 73.23 44.00 29.88
7 57.32 72.31 43.80 29.27
8 57.70 72.18 42.40 31.71
Search-based
0.3 60.42 74.06 46.20 36.59
Contrastive Search 0.4 60.58 74.02 46.20 36.59
0.5 60.96 74.80 41.00 34.76
0.6 59.74 74.85 39.20 21.95
DoLa [0, 16) 49.96 71.04 33.00 12.80
[16, 32) 36.54 65.22 21.60 6.10
0.1 61.03 74.15 45.20 34.76
0.3 62.24 74.45 45.20 35.98
Contrastive Decoding 0.5 61.03 73.58 44.40 34.76
0.7 59.97 74.06 43.20 34.15
0.9 60.05 73.97 41.40 31.10
0.1 62.62 73.93 48.80 39.02
0.3 65.96 75.28 47.40 39.63
SCMOoE 0.5 66.94 76.29 45.00 41.46
0.7 64.37 76.16 42.60 39.63
0.9 64.29 75.59 41.60 38.41
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Table 8: Details for Figure |4} Experimental results of different weak activations with Mixtral 8x7B.
We set the strong activation with top-2 routing in SCMoE.

Task ‘ 15} ‘ rank-k ‘random—l
| | 1 2 3 4 5 6 7 8 |

0.1 | 60.88 62.62 61.87 63.08 6338 62.09 6376 63.38 63.38
03 | 6224 6596 6520 6520 64.82 6550 6550 64.29 64.74
GSMEK 05 | 6331 6694 67.02 6679 6429 6535 66.03 62.02 64.97
0.7 | 6391 6437 66.03 64.14 6437 6444 6626 63.15 65.13
09 | 6353 6429 6497 6482 6444 6437 6475 61.94 63.84

0.1 | 73.80 7393 7336 73.88 7402 7419 7292 73.80 74.58
03 | 7432 7528 73.01 75.15 7353 7419 73.18 7279 74.62
StrategyQA | 0.5 | 7493 7629 7340 7423 7454 7410 74.63 72.88 75.55
0.7 | 7581 76.16 7235 73.14 7432 7498 7340 72.66 75.24
09 | 7555 7559 7323 7406 7528 73.14 7275 73.14 75.11

0.1 | 4440 48.80 47.60 46.80 4540 44.00 4340 43.80 46.40
0.3 | 4540 4740 4640 4640 4520 4240 4320 41.80 45.00
MBPP 0.5 | 4400 4500 4540 4380 41.80 38.60 38.80 40.80 44.20
0.7 | 43.40 42.60 40.60 43.60 40.60 38.00 36.60 39.00 41.80
09 | 43.00 41.60 39.60 39.60 3940 38.80 3520 39.60 37.00

0.1 | 3720 39.02 39.63 3841 40.85 3598 3659 35098 38.41
03 | 3720 39.63 39.02 37.80 39.02 3598 3354 3841 37.80
HumanEval | 0.5 | 37.80 4146 37.80 3598 3476 3293 34.15 33.54 37.20
0.7 | 3476 39.63 3354 31.71 28.05 31.10 3232 3415 33.54
09 | 3293 3841 29.27 3232 2622 29.27 31.10 3293 28.66

Table 9: Details for Table Experimental results of different strong activations on GSMS8K,
StrategyQA, MBPP and HumanEval with Mixtral 8x7B. We set the weak activation with rank-2
routing.

Task | top-k | B
| | 0.1 0.3 0.5 0.7 0.9
GSMSK | 3 | 6376 6892 67.70 66.11 66.41
StrategyQA | 4 | 7472 7550 7642 7633 76.38
MBPP | 4 | 48.00 50.60 49.00 4540 43.40
HumanEval | 4 | 40.24 39.02 39.63 39.02 4146
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Table 10: Details for Table Experimental results on GSM8K, StrategyQA, MBPP and HumanEval
with DeepSeekMoE-16B. The performance of each method with different hyperparameters. In
SCMOoE, "A/B" refers to top-k and j3, respectively.

Method | Hyper | GSM8K StrategyQA MBPP HumanEval
Greedy | - | 1895 60.41 35.20 26.83
Routing-based
0.2 11.60 56.47 29.40 19.51
0.3 16.83 59.36 32.60 22.56
Dynamic Routing 0.4 18.12 60.24 33.80 23.17
0.5 19.26 60.63 36.00 24.39
0.6 19.71 59.97 34.80 25.00
1 4.32 51.57 20.00 15.24
2 10.92 55.69 30.00 20.12
3 15.47 58.49 31.40 23.17
Ensemble Routing 4 16.98 59.76 33.00 22.56
5 17.82 58.88 35.20 25.00
6 18.95 60.41 35.20 26.83
7 19.71 59.06 34.40 26.21
8 19.41 58.84 34.00 26.83
Search-based
0.3 18.95 60.67 33.40 25.00
Contrastive Search 0.4 19.79 61.77 33.20 24.39
0.5 19.94 61.59 33.20 23.17
0.6 18.42 61.42 33.20 21.95
DoLa [0, 14) 18.27 61.72 36.00 22.56
[14,28) 10.46 56.17 24.60 15.24
(1,0.1) 19.86 61.90 35.40 26.83
(1,0.3) 19.56 62.64 36.60 26.83
(1,0.5) 20.55 62.99 37.20 23.78
(1,0.7) 19.48 62.16 35.60 22.56
(1,0.9) 19.11 61.11 34.80 20.73
(2,0.1) 18.73 61.29 33.80 26.83
(2,0.3) 19.41 60.54 34.40 27.44
SCMoE (2,0.5) 19.71 59.84 36.40 25.61
(2,0.7) 20.62 60.76 35.20 25.61
(2,0.9) 18.88 60.32 33.80 24.39
(3,0.1) 19.56 60.85 34.80 27.44
(3,0.3) 19.11 60.63 34.60 27.44
(3,0.5) 18.88 60.98 35.20 28.05
(3,0.7) 20.77 60.19 36.00 27.44
(3,0.9) 20.24 61.20 36.20 26.22
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E Failed Examples of DoLa on Mixtral 7x8B

The performance of DoLa on Mixtral 8x7B is quite poor. Through a case study, we find that DoLa
cannot terminate its generation appropriately and may exhibit degeneration, as shown in Table [T}

Table 11: Failed examples of DoLa.

GSMSK

Input:

Tom plants 10 trees a year. Every year he also chops down 2 trees a year. He starts with 50 trees. After 10 years
30% of the trees die. How many trees does he have left?

Output:

10-21s 8, and 50 - (10 x 2) is 30, and 30 - 10 is 20, and 20 - 10 is 10, and 10 - 10 is 0, and 30% of 0 is 0, and 0
+0is0,and 10-01is 10, and 10-10is 0, and 10 - 10is 0, and 10 - 10is 0, and 10 - 10is 0, and 10 - 10 is 0, and
10-10is0,and 10 - 10is 0, and 10 - 10is 0, and 10 - 10is 0, and 10 - 10is 0, and 10 - 10 is 0, and 10 - 10 is O,
and 10-10is 0, and 10-10is 0, and 10- 10is 0, and 10 - 10is 0, and 10 - 10is 0, and 10 - 10is 0, and 10 - 10
is0,and 10-10is 0, and 10- 10is 0, and 10 - 10is 0, and 10- 101is 0, and 10 - 10is 0, and 10 - 10 is 0, and 10 -
10is 0, and 10- 10is 0, and 10 - 10is 0, and 10 - 10is 0, and 10 - 10is 0, and 10 - 10is 0, and 10 - 10 is 0, and
10-10is 0, and 10 - 10is 0, and 10 -

MBPP

Input:

You are an expert Python programmer, and here is your task: Write a python function to count number of
substrings with the sum of digits equal to their length. Your code should pass these tests:

assert count_Substrings("112112",6) == 6
assert count_Substrings("111",3) ==
assert count_Substrings("1101112",7) == 12

Output:

import re

def count_Substrings(s,l):
lis=re.findall(r’ 1#0%*1#0%*1*0%*1*0%1*0* 1*0*1*0* 1 *0* 1 *0* 1 *0* [ #0* [ *0* 1 #0* 1 #0%* 1 *0* 1 *0*1*0*1*0*1*0* 1 *0*

1*O*¥1*¥0*1*0*1*0* 1#0*1*0* 1¥0*1*0* 1 ¥0* 1 *0* 1 *0* 1#0* 1 *0* 1 #0* 1*0* 1 *0*1*0* 1 *0*1*0* 1 *0* 1 *0*1*0* 1 *0*
RO*1#0*1#0*1#0*1*0*1*0*1*0*1*0* 1*0* 1*0* 1*0* 1*0* 1*0* 1#0*1#0*1*0*1*0*1*0*1*0*1*0*1*0*1*0* 1 *0*
1*0*¥1*¥0*1*#0*1*0* 1#0*1*0* 1*0*1*0* 1 ¥0* 1 *0* 1 *0* 1#0* 1 *0* 1 #0*1*0* 1 *0*1*0* 1 *0*1*0* 1 *0* 1 *0*1*0* 1 *0*
T*O*1*0* 1*0* 1*0* 1*0* 1#0*1*#0*1*0*1*0* 1 *0*1*0*1*0* 1 *0* 1 *0* 1 *0* 1*0* 1 *0* 1 *0*1#0*1*0* 1 *0*1*0*1*0*

1*0*1*0*1*#0*1*#0*1*0*1*0*1*0*1*0*1*0*1*0)

HUMANEVAL
Input:
from typing import List

def concatenate(strings: List[str]) -> str:

""" Concatenate list of strings into a single string
> > > concatenate([])

> > > concatenate(["a", "b", "c"])

Habcﬂ

nn

Output:

#1.2.3.4.5.6.7.8.9.10. 11. 12. 13. 14. 15. 16. 17. 18. 19. 20. 21. 22. 23. 24. 25. 26. 27. 28. 29. 30. 31.
32.33. 34, 35.36. 37. 38. 39. 40. 41. 42. 43. 44. 45. 46. 47. 48. 49. 50. 51. 52. 53. 54. 55. 56. 57. 58. 59. 60.
61. 62. 63. 64. 65. 66. 67. 68. 69. 70. 71. 72. 73. 74.75. 76. 77. 78. 79. 80. 81. 82. 83. 84. 85. 86. 87. 88. 89.
90. 91. 92. 93. 94. 95. 96. 97. 98. 99. 100. 101. 102. 103. 104. 105. 106. 107. 108. 109. 110. 111. 112. 113.
114. 115. 116. 117. 118. 119. 120. 121. 122. 123. 1
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F Scope of SCMoE'’s Effectiveness

The strength of SCMOoE lies in its ability to handle tasks requiring intricate reasoning processes
by leveraging both strong and weak activations, which benefits in scenarios demanding reasoning
capability for next-token prediction. In contrast, benchmarks like MMLU [42] do not have explicit
(verbalized) reasoning paths, which SCMOoE is dedicated to helping. Therefore, SCMOoE, similar to
other generation decoding strategies like contrastive search [23]] and contrastive decoding [18]], may
not exhibit distinct advantages.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We ensure that all claims made in the paper are included in the abstract and
introduction.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In the conclusion section, we have discussed the limitations of our work.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide corresponding explanations for the formulas used in our work.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We use open-source models and publicly available datasets, so our results are
reliable and reproducible.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We use open-source models and publicly available datasets, and we also
include our code in the supplementary materials.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide the detailed setting in the Experiments section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: The experiments results support the main claims of our paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have explained the GPU resources we used to measure latency.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our code meets NeurIPS code of ethics’ requirements.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of our work performed.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We make appropriate references to the open-source models and publicly
available datasets we used in the text.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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