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Abstract

The rapid spread of information in the digi-
tal age highlights the critical need for effective
fact-checking tools, particularly for languages
with limited resources, such as Vietnamese. In
response to this challenge, we introduce Vi-
FactCheck, the first publicly available bench-
mark dataset designed specifically for Viet-
namese fact-checking across multiple online
news domains. This dataset contains 7,232
human-annotated pairs of claim-evidence com-
binations sourced from reputable Vietnamese
online news, covering 12 diverse topics. It
has been subjected to a meticulous annotation
process to ensure high quality and reliability,
achieving a Fleiss Kappa inter-annotator agree-
ment score of 0.83. Our evaluation leverages
state-of-the-art pre-trained and large language
models, employing fine-tuning and prompting
techniques to assess performance. Notably, the
Gemma model demonstrated superior effec-
tiveness, with an impressive macro F1 score
of 89.90%, thereby establishing a new stan-
dard for fact-checking benchmarks. This result
highlights the robust capabilities of Gemma
in accurately identifying and verifying facts in
Vietnamese. To further promote advances in
fact-checking technology and improve the re-
liability of digital media, we have made the
ViFactCheck dataset, model checkpoints, fact-
checking pipelines, and source code freely
available on GitHub. This initiative aims to
inspire further research and enhance the accu-
racy of information in low-resource languages'.

1 Introduction

The rapid proliferation of digital information has
created significant challenges in distinguishing be-
tween accurate and false information. The spread of
disinformation, rumors, and fake news has become
a global concern with far-reaching consequences
for individuals, societies, and public discourse. As

!The supplementary material will be made publicly avail-
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noted in the study by Lazer et al. (2018), the exten-
sive spread of fake news can have severe negative
impacts on individuals and society. It can cause
confusion and misunderstanding, disrupt social or-
der, and even threaten national security.
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Céc cong dan tré tiéu biu cling tham gia vao gidi chay
bd “Budc chan xanh” nhdm hudng tng chién dich Gio
Trai dt ndm 2023.
English: Exemplary young citizens also participate in
the “Green Steps” running event to support the Earth
Hour campaign in 2023.
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Context:

TPO-Séng 25/3, Thanh Poan, H6i LHTN Viét Nam
TPHCM , Hoi Sinh vién Viét Nam TPHCM t§ chic Giai
chay bo “Budc chan xanh” 1an thi 2. Giai chay thu hut
hon 1.000 ngudi tham gia hudng ting chién dich Gio Trai
dat nam 2023. Bén canh dong dao doan vién, thanh nién,
sinh vién, giai chay bo “Budc chan xanh™ con thu hut
céac guong cong dan tré tiéu biéu TPHCM, céc hoa hau,
4 hau, van nghé si tré... cung tham gia.

English: TPO-March 25th, the HCM Youth Union and
the Vietnam National Union of Students in HCM City
organized the 2nd “Green Steps” running event. The race
attracted over 1,000 participants in response to the Earth
Hour campaign in 2023. In addition to a large number of
union members, youth, and students, the “Green Steps”
running event also attracted notable young citizens of
HCM City, beauty queens, runners-up, young artists,
and others to participate.
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Figure 1: An example of the Vietnamese fact-checking
task. Words highlighted in blue represent key evidence
used to support the classification of the claim as “Sup-
ported”

Fact-checking, a rigorous process to verify the
accuracy of claims in specific contexts, relies on
informed individuals using evidence, reasoning,
and available information to make well-founded
judgements. Figure 1 provides a specific illustra-
tion for Vietnamese fact-checking. Although sub-
stantial efforts have been devoted to fact-checking
in English (Thorne et al., 2018; Aly et al., 2021;



Schuster et al., 2021), resources for fact-checking
in low-resource languages like Vietnamese are lim-
ited. This scarcity primarily stems from the limited
availability of guidance resources to analyze the
structure and semantics of Vietnamese.

To bridge this gap, this study presents the devel-
opment of ViFactCheck, the first publicly available
human-curated fact-checking dataset tailored to
Vietnamese news, which spans multiple domains.
Our main contributions are described as follows:

1. Dataset Construction: We developed Vi-
FactCheck, a comprehensive dataset encom-
passing 12 critical domains of Vietnamese on-
line news. This dataset contains 7,232 rigor-
ously vetted human-annotated claims, thereby
ensuring a robust foundation for both research
and practical applications.

2. Model Experimentation: We utilized fine-
tuning and prompting techniques on several
state-of-the-art language models using the Vi-
FactCheck dataset to evaluate their effective-
ness in verifying information within the Viet-
namese context. Our study encompasses the
use of both pre-trained and large language
models, specifically adapted to this linguistic
framework, to explore their efficacy.

3. In-depth Analysis: Through detailed exam-
inations of the challenges faced during the
creation of the dataset and subsequent experi-
mentation, this study offers profound insights
into the hurdles of developing fact-checking
systems for low-resource languages, guiding
future advancements in the field.

The remainder of this paper is structured as fol-
lows. Section 2 delves into the fundamentals of
fact-checking tasks. Section 3 describes the pro-
cess of constructing the ViFactCheck benchmark
dataset. Section 4 discusses the results of our exper-
iments and identifies key challenges encountered.
Section 5 concludes with a summary of our find-
ings and suggests directions for future research.

2 Fundamental of Fact-Checking

2.1 Foundational Benchmark Datasets

Benchmark datasets are crucial in the development
and evaluation of fact-checking algorithms, serving
as the foundation upon which these systems are
tested and fine-tuned. The FEVER dataset (Thorne
etal., 2018) is particularly notable, containing more

than 185,000 claims sourced from Wikipedia, each
meticulously annotated with evidence to support or
refute the claims. Following FEVER, the FEVER-
OUS dataset (Aly et al., 2021) extends these ca-
pabilities by incorporating not only text but also
structured data such as tables and lists, presenting a
more comprehensive dataset that challenges algo-
rithms to parse and verify information across differ-
ent formats. Another significant dataset, MultiFC
(Augenstein et al., 2019), compiles claims from
26 different fact-checking websites, covering vari-
ous topics and offering a rich environment to test
the adaptability of verification systems to differ-
ent contexts and types of misinformation. These
benchmark datasets play a critical role in advanc-
ing the field of fact-checking, providing a diverse
set of challenges and inspiring the development
of diverse open-domain fact-checking datasets in
many languages (Schuster et al., 2021; Wang, 2017;
Hu et al., 2022; Ngrregaard and Derczynski, 2021;
Khouja, 2020). The comparison of multi-domain
fact-checking datasets is summarized in Table 1.

2.2 Advanced Methods in Fact-Checking

The evolution of fact-checking methods has signif-
icantly advanced through the adoption of sophisti-
cated machine learning technologies. Notably, the
use of Pre-trained Language Models (PLMs) and
Large Language Models (LLMs) like BERT and
other transformer-based architectures (Devlin et al.,
2019) has been instrumental. These models, lever-
aging deep learning, excel at understanding and
analyzing the context within texts, making them
exceptionally effective for tasks such as evidence
retrieval and claim verification (Nie et al., 2019;
Soleimani et al., 2020; Liu et al., 2020; Zhong
et al., 2020). By fine-tuning these models on spe-
cific fact-checking datasets, researchers can adapt
their capabilities to better recognize and interpret
the nuances of misinformation. Furthermore, re-
searchers have explored prompting techniques with
these models to direct their focus without exten-
sive retraining, enhancing their utility in diverse
applications (Huang et al., 2023; Pan et al., 2023).
The synergy of language models with traditional
retrieval and verification methods has also given
rise to hybrid models, which combine the depth and
adaptability of machine learning with the precision
of rule-based systems (Vlachos and Riedel, 2014),
graph modeling (Popat et al., 2018; Zhong et al.,
2020; Baek et al., 2023), leading to more robust
and accurate fact-checking solutions.



Dataset Labels # Claims Real-World Language Source #RS

FEVER (2018) 3 185,445 X English Wikipedia Multi
= FEVEROUS (2021) 3 87,026 X English Wikipedia Multi
ED VitaminC (2021) 3 488,904 X English Wikipedia Single
= MultiFC (2019) 2-40 36,534 v English Fact-check Multi

LIAR (2017) 6 12,836 v English Fact-check W/O
<  CHEF (2022) 3 10,000 (4 Chinese News/Fact-check  Multi
E‘J DANFEVER (2021) 3 6,407 X Danish Wikipedia Multi
Lg ANT (2020) 2 4,547 X Arabic News Multi
Z. ViFactCheck (Ours) 3 7,232 (4 Vietnamese News Multi

Table 1: Comparative overview of typical open-domain fact-checking datasets. Real-World indicates datasets
comprising claims generated by humans about events that have actually occurred. The type of Reasoning Steps
(#RS) column reflects the complexity involved in verifying the claims in each dataset.

2.3 Vietnamese Research on Fact-Checking

Research within Vietnam on fact-checking has been
making significant strides, particularly with the de-
velopment of customized datasets that address the
unique linguistic characteristics of Vietnamese. A
notable study by Duong et al. (2023) has produced
a dataset with more than 129K triples checked for
fact, specifically designed to evaluate the effec-
tiveness of fact-checking algorithms under Viet-
namese linguistic constraints. This approach not
only enhances the precision of fact-checking in
Vietnam but also contributes significantly to the
global body of knowledge. It showcases how fact-
checking technologies can be adapted to different
linguistic and cultural contexts, providing a model
for similar adaptations in other regions.

3 Dataset Creation Process
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Figure 2: The ViFactCheck dataset contruction process.

Figure 2 shows the development of ViFactCheck,
the first multi-domain Vietnamese news fact-
checking benchmark. The dataset construction in-
cluded three phases: data collection, dataset anno-
tation, and annotation validation, each rigorously
monitored by experts to ensure dataset quality.

3.1 Data Collection

This research constructs a dataset from articles
sourced from nine licensed and widely-read Viet-
namese online newspapers, detailed in the Ap-
pendix B. These sources were chosen for their com-
prehensive and timely news coverage, ensuring the
relevance and reliability of the dataset. We ex-
tracted datasets that included titles, content, topics,
descriptions, and URLs of articles published be-
tween February and March 2023. The selection of
this period aims to capture the current dynamics of
news reporting, providing a contemporary snapshot
of media trends.

The initial corpus contained 1,000 articles cov-
ering 12 topics. Notably, article descriptions were
merged with their respective contents to form a
“Full Context” field, thereby enriching the dataset
with a more comprehensive narrative view. This
methodological rigor ensure the utility of dataset
in advancing research on media analysis and com-
putational linguistics.

3.2 Dataset Annotation

The construction methodology proposed for Viet-
namese news differs from the conventional meth-
ods in previous datasets (Khouja, 2020; Ngrregaard
and Derczynski, 2021), which mimic the FEVER
approach (Figure 3a). Recognizing the nuanced
and dynamic nature of online news, our method
employs human annotators to extract and interpret
contextual nuances and factual details from news
articles (Figure 3b). This human-centered approach
enhances the naturalness and relevance of the data,
enabling the dataset to better represent complex
real-world information scenarios.



Online !
Newspaper /

Source

1 | 1
{1 [conTEXT] !
H ——=ooo |

&

Sevd H Contextin
Extracting b | \ Newspaper  }
I information from | Generationby .

\. Wikipedia 7 . Human / Source

Claim GW

E’Support, Refuted cr‘i
1 NEI

Document Retrieval

Claim Generation

i’Support, Refuted or\i
i NEI

Verification Classifier  Verification Classifier

(a) Thorne et al. (2018). (b) Our proposed process.

Figure 3: Comparison of the labeling pipelines in the
FEVER and ViFactCheck datasets.

By assigning labels that reflect the context of
each article, our methodology supports intricate
inference tasks that require analysis across multiple
pieces of evidence. This refined approach ensures
that our dataset is exceptionally well-suited for ad-
vanced fact-verification systems, significantly con-
tributing to the accuracy and effectiveness of misin-
formation detection in the digital media landscape.

3.2.1 Pilot Annotation

The first stage of dataset annotation is the pilot an-
notation, which is used to familiarize the annotators
with the claim generation and verification classifier
process described above. We conducted a pilot an-
notation with each annotator annotating 120 claims
corresponding to 20 random articles. Annotators
were instructed to proofread each claim carefully
and rigorously in accordance with the annotation
guidelines. Details of the annotators recruitment
and specific annotation guidelines can be found in
Appendices C and D.

To verify the integrity of the pilot annotation pro-
cess, we conducted thorough reviews of both the
claims and their corresponding labels. The expert
provided detailed feedback and asked the annota-
tors to review any details or labels that did not meet
the requirements of the annotation guidelines.

3.2.2 Main Annotation

Following a pilot phase that familiarized the anno-
tators with the tasks, each was assigned a specific
subset to ensure focused and deep engagement.
Throughout this phase, strict adherence to estab-
lished guidelines was paramount to ensure consis-
tency and enhance the overall quality of the dataset.

Claim Generation: Before generating any
claims, annotators conducted a thorough review
of the article. This meticulous process ensures a
deep understanding of the multiple facets of the
article, facilitating an accurate interpretation of
the information. Annotators then employed their
expertise to construct claims that align with the
predefined labels: Support, Refute, and NEI (Not
Enough Information). Such rigorous adherence
to these guidelines is essential for generating con-
textually relevant claims, thereby enhancing the
reliability of the dataset and its utility in advancing
fact-checking research.

Evidence Annotation: In terms of evidence an-
notation, the task extends beyond simple identifica-
tion. Annotators are required to meticulously anno-
tate the supporting evidence for each claim derived
from the phrases previously collected from the arti-
cles. To enhance the complexity of the dataset and
the challenge it presents, annotators are instructed
not to limit their claims to single pieces of evidence.
Instead, they are required to craft intricate claims
that amalgamate multiple pieces of evidence (Ap-
pendix E). This process involves breaking down the
claim, collating diverse evidences, and perform-
ing multi-step reasoning. The ability to synthesize
complex evidence not only enriches the data but
also crucially underpins more sophisticated analy-
ses in fact-checking research.

3.3 Validation of Annotation

After completing the main annotation phases, we
implemented several strategies to ensure the quality
and consistency of the dataset: (1) Self-checking:
Annotators review their own claims and labels,
checking for grammatical errors and typographical
mistakes. (2) Cross-checking: Annotators verify
the work of their peers. Any identified errors are
collaboratively discussed and corrected.

Metric For Inter-Annotator Agreement:
Fleiss Kappa is widely used to evaluate inter-
annotator agreement (IAA) in several tasks and is
considered a benchmark for such measurements
(McHugh, 2012; Thorne et al., 2018). Conse-
quently, we utilized the Fleiss Kappa metric (Fleiss,
1971) to assess inter-annotator agreement, thus en-
suring quality assurance in human annotation.

We randomly selected 10% of the claims (n =
726) from the labeled dataset, assigning them to a
group of three annotators. These claims, originally
authored by different individuals, were relabeled
without revealing the existing annotations. The



inter-rater agreement was then calculated using the
Fleiss Kappa measure. We achieved an agreement
level of 0.83, indicative of a very high level of
agreement among annotators, which confirms the
high quality and reliability of our dataset.

3.4 Words overlap and Semantic similarity
analysis

To evaluate the complexity of inference within our
dataset, we employed two principal metrics: word
overlap and semantic similarity. For word overlap,
we used metrics including Longest Common Se-
quence (LCS), New Word Ratio (%) (NWR), Jac-
card Similarity (%) (JS), and Lexical Overlap. For
semantic similarity, we utilized the concept of Re-
lated Words, generating embeddings with SBERT
(2019) and calculating correlations using cosine
similarity. The results are summarized in Table 2.

LSC NWR JS LO RW
Support | 20.60 654 1146 20.13 36.24
Context  Refute | 18.10 1150 10.06 17.90 34.00
NEI | 19.89 1181 1096 1850 32.85
Support | 1770 1713 63.52 73.87 86.89
Evidence Refute | 1546 2547 5463 66.69 81.41
NEI | 1671 2684 57.56 6439 8113

Table 2: Relationship between claim-context and claim-
evidence in the ViFactCheck dataset.

McCoy et al. (2019) demonstrated that mod-
els face difficulties with low overlap ratios, ne-
cessitating advanced inference capabilities. Our
dataset features claim-context pairs with minimal
word overlap and semantic similarity, complicat-
ing model inference. In contrast, a strong corre-
lation between claim-evidence pairs significantly
enhances the performance of models when the ap-
propriate evidence is retrieved. Further detailed
analysis can be found in the Appendix G.

4 Experiment and Results

4.1 Software and Hardware Configurations

We employed the AdamW optimizer for fine-
tuning pre-trained language models, as detailed
by Loshchilov and Hutter (2019). The settings for
these models included a learning rate of 5e-06, a
dropout rate of 0.3, a batch size of 16, and a training
duration of 10 epochs. Additionally, for PhoBERT,
we segmented the text data using VnCoreNLP (Vu
et al., 2018), adhering to the recommendations by
Nguyen and Tuan Nguyen (2020).

For LLMs, we utilized the Unsloth framework
with supervised fine-tuning using LoRA adapta-
tion. The hyper-parameters were configured with a
Lora rank of 16, Lora alpha of 16, a learning rate of
2e-04, a batch size of 16, and 5 epochs. All experi-
ments were conducted on a RTX 4090 GPU with
24GB of memory, utilizing PyTorch version 2.2.1
and Transformers version 4.41.2, and took a total
of five days to complete. Details of the models and
parameters can be found in Appendices H and I.

4.2 Main Results

Table 3 presents a detailed comparison of language
models in fact-checking, examining their perfor-
mance across different methods such as fine-tuning
and prompting, and their efficiency in using Full
Context versus Gold Evidence. Using the macro-
average F1 score (%), the analysis provides insights
into the capabilities of the models, highlighting the
strengths and limitations of each approach in pro-
cessing complex information sets.

Model Context Evidence A
Fine-tuning PLMs
PhoBERT 68.55 77.76 19.21
PhoBERT 4,4 62.93 79.76 116.83
ViBERT 59.95 72.18 1712.23
mBERT 58.07 69.94 T11.87
XLM-Rpgse 65.40 81.10 115.70
XLM'Rlarge 75.42 88.02 T1260
Fine-tuning LLMs
Gemma 85.94 89.90 13.96
Mistral 70.13 88.63 118.50
Llama2 41.47 79.53 138.06
Llama3 79.65 88.67 19.02
Prompting LLMs
Gemini 76.26 74.88 $1.38
Gemma 45.05 39.47 $5.58
Mistral 61.02 57.31 $3.71
Llama2 63.54 51.64 $11.90
Llama3 56.66 50.81 $5.85

Table 3: Performance comparison of baseline models on
the ViFactCheck test set. Context and Evidence indicate
the use of Full Context and Gold Evidence, respectively,
for Claim Verification. The best scores are highlighted
in bold; models that outperform other peers are un-
derlined. Performance differences (A) are statistically
significant, confirming robust gains or reductions when
Full Context is employed compared to Gold Evidence.

Fine-tuning Pre-trained Language Models
Among the PLMs, XLM-R;,,4c stands out with
exemplary performance, scoring 75.42% in Con-
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Figure 4: Comparative performance of various text retrieval models across different Top-K settings.

text and 88.02% in Evidence. These results suggest
that the scale and design of XLM-R;,,4. provide a
robust model capable of handling the complexities
inherent in determining the veracity of claims based
on the provided contexts and evidence. Addition-
ally, variants of BERT-based models also demon-
strate considerable gains, with PhoBERT;.¢c in
particular showing a significant leap in context un-
derstanding compared to its peers.

Fine-tuning Large Language Models The
LLMs, particularly Gemma, display remarkable
effectiveness, outperforming other models in both
Context (85.94%) and Evidence (89.90%) scores.
This superior performance is likely due to the
deeper learning capabilities and broader contextual
understanding inherent in larger models. Variations
in performance within this category also highlight
the potential for specific architectural enhance-
ments and targeted training strategies, as evidenced
by the disparity between Llama2 and Llama3.

Fine-tuning PL.Ms and LLMs Fine-tuning both
PLMs and LLMs consistently produces better re-
sults than prompting methods. Fine-tuning, which
involves specific adjustments to model weights for
the task, enables the models to directly learn de-
tailed and nuanced patterns within the training data.
The effectiveness of fine-tuning is particularly evi-
dent in scenarios involving Gold Evidence, where
the fine-tuned model can precisely assess the va-
lidity of claims based on key information.

Performance with Gold Evidence versus Full
Context The use of Gold Evidence typically results
in higher accuracy scores across models compared
to when the Full Context is provided. Gold evi-
dence, being directly relevant to the claims, allows
models to focus their computational power on a
smaller, more pertinent dataset, thereby reducing

the noise associated with broader contexts. This
targeted approach leads to more precise verifica-
tions but does not necessarily prepare models for
real-world scenarios where they must extract rele-
vant information from extensive, unstructured data.

Prompting and Handling Full Context Models
designed to handle extensive and complex contexts,
such as Gemini, benefit from prompting techniques
that leverage pre-trained knowledge to interpret
new data without extensive re-training. This ap-
proach enables efficient navigation and processing
of large datasets, making it especially suitable for
applications that require the processing of general-
ized information. However, despite its capability
to manage broader data, prompting generally falls
short of achieving the accuracy delivered by fine-
tuning, particularly when detailed specificity and
deep data understanding are necessary.

Influence of Model Architecture and Size The
results consistently reveal that larger models such
as XLM-R/,,4e and Gemma surpass their smaller
counterparts in both context and evidence metrics.
The enhanced performance of these models is at-
tributed to their expanded capacity, which is essen-
tial for addressing the intricacies associated with
verifying claims. Equipped with extensive neural
networks and deeper layers, these models possess
greater computational power, enabling them to ef-
fectively model complex relationships and depen-
dencies in the data. This allows for more effective
information extraction and synthesis, providing a
significant advantage in fact-checking tasks.

4.3 Analysis and Discussion

How does the Evidences Retrieval help? Our
analysis of retrieval models in fact-checking sheds
light on the operational dynamics of SBERT
(Reimers and Gurevych, 2019), BM25 (Robert-



Overall Single-evidence Multiple-evidence
Avg. F1 Support Refute NEI | Avg. F1 Support Refute NEI | Avg. F1 Support Refute NEI
Fine-tuning PLMs
PhoBERT}se 69.79 71.04 65.53  72.80 | 64.92 66.89 67.10 60.77 | 68.47 69.75 69.75  69.75
PhoBERT ;4. | 75.01 76.27 70.81 7795 | 62.72 64.44 67.12  56.58 | 71.47 72.64 69.59  72.18
ViBERT 56.42 61.38 4631 61.59 | 58.11 63.64 56.23 5446 | 57.16 62.08 49.57 59.81
mBERT 71.92 70.45 67.17 78.13 | 61.72 62.19 60.57 6241 68.97 67.80 65.03  74.08
XLM-Rpase 71.52 74.96 64.75 74.86 | 67.46 67.35 69.49  65.56 | 70.48 72.57 66.33  72.54
XLM-Ry4rge 80.06 81.38 78.00 80.80 | 74.97 78.96 77.82 68.14 | 78.75 80.60 7794 71.72
Fine-tuning LLMs
Gemma 83.99 84.77 82.33  84.87 | 79.52 81.71 81.96 74.88 | 82.85 83.75 82.21 82.59
Mistral 83.62 85.26 83.01 82.60 | 77.35 82.99 78.11  70.94 | 81.89 84.52 81.41  79.75
Llama2 38.99 38.77 33.62 4459 | 38.05 45.02 33.09 36.04 | 38.81 40.73 3345 4227
Llama3 83.45 85.88 80.64 83.82 | 75.02 82.01 7751  65.55 81.18 84.59 79.65  79.29
Prompting LLMs
Gemini 73.96 80.85 71.58 69.46 | 75.33 80.55 72770 7275 | 69.96 81.46 69.29  59.13
Gemma 49.53 53.33 54.16  41.09 | 52.08 55.67 56.19  46.55 | 49.76 61.26 5231 3571
Mistral 51.54 68.79 5338 3245 | 53.97 68.20 53.01  40.69 | 49.99 68.06 50.14  31.78
Llama2 36.12 65.43 11.95 30.99 | 43.58 64.08 30.83 35.83 | 33.16 67.14 19.68  22.66
Llama3 48.65 61.16 50.41 3437 | 5231 55.31 59.56  42.06 | 43.71 48.21 46.25  36.67

Table 4: Performance comparison of language models across Single and Multiple evidence scenarios.

son et al., 2009), and their hybrid configurations
under various conditions, with a focus on how well
these models understand the semantic complexi-
ties of language processing (see Figure 4). The
choice of these models for a more detailed evalua-
tion is based on their superior performance across
experiments, as discussed in Section 4.2.

A deeper dive into the results reveals that in-
creasing the number of top-K retrieved evidences
universally benefits all models by expanding the
pool of potentially relevant information. However,
the relationship between the number of documents
retrieved (K) and the improvement in F1-score is
not linear and varies significantly between differ-
ent models and configurations. SBERT, in partic-
ular, shows a strong positive correlation between
increased K and performance gains, indicating its
effective use of broader contextual data.

Interestingly, performance improvements begin
to plateau at higher K values in certain configura-
tions, including Gemma within the SBERT model,
suggesting an optimal K threshold of 5. This
threshold represents the balance point where the
benefits of additional document retrieval begin to
decline relative to the computational costs. This
insight is crucial for optimizing retrieval systems,
emphasizing the need to balance data comprehen-
siveness with resource efficiency.

How Multi-evidence Impacts Model Reasoning?
The comparative performance of language mod-
els shows significant variations, particularly when
comparing their ability to handle single-evidence
versus multiple-evidence inputs, as depicted in Ta-
ble 4. Gemma stands out for its robust capability

in both types of scenarios, benefitting significantly
from training on a diverse, multilingual dataset.
This extensive training enhances its adaptability
and accuracy by enabling it to effectively manage
complex contexts. Additionally, Gemma excels in
data sufficiency assessments, effectively classify-
ing the Not Enough Information (NEI) category
across different scenarios, which is crucial for en-
suring the reliability of fact-checking systems and
preventing misinformation.

In single-evidence scenarios, the simplicity of
the data allows models such as Llama3 to achieve
higher accuracy. This straightforwardness typi-
cally presents less ambiguity, enabling the models
to apply their verification capabilities more effec-
tively. However, when multiple evidence sources
are introduced, the added complexity significantly
challenges all models. The noticeable decline in
performance metrics in these scenarios highlights
a gap in the ability of models to synthesize and in-
tegrate information from various sources, revealing
a critical area for future enhancements.

4.4 Human Performance

Table 5 presents an evaluation of fine-tuned models
in fact-checking tasks, offering crucial insights into
their varied performances in the Support, Refute,
and NEI compared to human performance. Models
such as Gemma and Llama3 demonstrate strong
capabilities in the Support and NEI categories, in-
dicating their robustness in handling both direct
and ambiguous information. However, their perfor-
mance declines in the Refute category, highlighting
a critical gap in the ability of Al to effectively pro-



cess and analyze contradictory information.

Model F1score Support Refute NEI
Fine-tuning PLMs

PhoBERT}¢ 71.29 75.19 63.89  74.80

PhoBERT 4,y  73.08 79.70 6230 77.24

ViBERT 55.66 68.70 48.28  50.00

mBERT 66.94 71.79 61.84  67.18

XLM-Rpgse 66.33 71.64 6497  62.39

XLM-Rpgse 74.95 76.47 73.02  75.36
Fine-tuning LLMs

Gemma 83.95 91.73 77.52  82.61

Mistral 66.61 77.46 62.69  59.68

Llama2 46.10 50.45 40.94  46.91

Llama3 84.24 91.97 77.05  83.69
Human Evaluating

Human 84.93 81.25 80.95  82.38

Table 5: Evaluation results of human performance com-
pared to the models on the test set of 200 samples.
Models that outperform human evaluators are marked
in gray.

This pattern is not isolated but is evident across
various models, suggesting that current Al architec-
tures and training paradigms may lack the sophisti-
cated reasoning required to handle complex linguis-
tic challenges that humans manage more adeptly.
The comparative underperformance of Al in the
Refute category underscores the need for integrat-
ing deeper contextual understanding and advanced
reasoning mechanisms into Al systems to better
mimic human cognitive abilities in processing con-
tradictions and complex arguments.

4.5 Qualitative Error Analysis

Based on the macro F1 scores, we selected the
Gemma model as our baseline to perform a detailed
error analysis. As illustrated in Figure 5 and further
detailed in Appendix K, we evaluated 100 random
incorrect predictions from the development set to
identify and categorize error types.

Semantic Ambiguity

Annotation Error g g Evidence Retrieval Failure

V 13.0%

26.0%,

Complex Inferential Chain
Inference Hallucination

Figure 5: Distributions of errors.

The analysis revealed significant challenges in
handling Semantic Ambiguity and Complex Infer-

ential Chains, both of which are pivotal for refining
NLP technologies. Semantic Ambiguity issues par-
ticularly highlight the necessity for context-aware
processing (Baek et al., 2023; Wang et al., 2022;
Wu et al., 2023). By integrating transformer-based
models, the ability of the Gemma model to interpret
complex linguistic contexts could be substantially
improved, enhancing its accuracy in environments
where nuance is critical.

Moreover, the frequent errors associated with
Complex Inferential Chains expose the limitations
of the model in synthesizing and reasoning across
diverse informational inputs. The adoption of
memory networks and knowledge graphs could
markedly improve its capacity to process and link
extended data sequences, thereby enhancing its
overall reasoning and inference capabilities (Kim
et al., 2023; Pan et al., 2023).

5 Conclusion & Future Work

The development of the ViFactCheck dataset marks
a transformative advancement in fact-checking for
Vietnamese. This dataset comprises 7,232 entries
across 12 topics, providing a substantial resource
to assess various SOTA baseline models. Our work
demonstrates the potential of using advanced lan-
guage models, fine-tuned on this dataset, to achieve
high levels of accuracy, as evidenced by a macro
F1 score of 89.90%. This validates the efficacy
of our dataset and methodologies in a real-world
context, setting a new benchmark for fact-checking
performance in low-resource languages. The chal-
lenges identified through our in-depth analysis,
such as semantic ambiguity and evidence retrieval
failures, not only underscore the complexity of fact-
checking in such environments but also pave the
way for targeted improvements.

Future research will focus on addressing the
identified challenges to further enhance model per-
formance. Efforts will include refining semantic
understanding and evidence retrieval capabilities
to handle ambiguous and complex datasets more
effectively (Wang et al., 2022; Wu et al., 2023).
In addition, we plan to develop methods to miti-
gate inference hallucinations and improve reason-
ing across complex inferential chains (Kim et al.,
2023; Pan et al., 2023). Expanding the dataset
to incorporate a wider range of misinformation
types and correcting labeling errors will also be
crucial (Gupta and Srikumar, 2021; Augenstein
et al., 2019).



Limitations and Ethics consideration

The ViFactCheck dataset and methods present
a significant advancement in Vietnamese fact-
checking; however, certain limitations must be ac-
knowledged. One notable limitation pertains to po-
tential bias introduced during data labeling by hu-
man annotators. These biases, whether conscious
or unconscious, can impact the fairness and gener-
alizability of fact-checking models trained on the
dataset. Addressing this limitation requires the
implementation of transparent guidelines and rig-
orous quality control measures to minimize bias
and ensure consistency in the annotations.

During the construction of the ViFactCheck
dataset, we prioritized ethical principles to protect
the privacy of individuals. Informed consent was
obtained from the data contributors and data pri-
vacy regulations were strictly adhered to. We estab-
lished clear annotation guidelines and performed
regular quality control checks to minimize poten-
tial biases. The dataset was anonymized to protect
the confidentiality of the sources and individuals
mentioned in the claims. We commit to using the
ViFactCheck dataset solely for research purposes,
ensuring its reliability and ethical integrity.
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platforms, ensuring annotations that accurately re-
flect current linguistic trends.

To ensure the reliability and accuracy of our an-
notation process, we engaged two linguistic experts
with a solid background in Vietnamese grammar
and syntax. These experts, also native speakers,
were tasked with developing the guidelines and
continuously monitoring the annotation process.
Their expertise is grounded in extensive academic
achievements and a critical ability to evaluate news
content across various media platforms, adding a
significant layer of scientific rigor and depth to our
data creation methodology.

Human Evaluation Recruitment To evaluate
human performance in the fact-checking process,
we engaged three native Vietnamese-speaking stu-
dents who had no prior exposure to the task of
fact-checking. They were tasked with annotating
a representative subset consisting of 200 samples.
Comprehensive instructions were provided to en-
sure their understanding of the task, including clari-
fications on the significance of each label and addi-
tional information to assist them in determining the
appropriate labels for each sample. The final label
for each claim was determined through a majority
consensus among the assessors.

D Data Annotation Tool and Guideline

Data annotation tool During the annotation
phases of the dataset, we utilized Label Studio,
an open-source platform that provides an intuitive
interface and supports various labeling tasks across
different types of data. Our annotation interface is
shown in Figure 6.

Figure 6: Label Studio UI for our annotation task.
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Data annotation guideline Comprehensive
guidelines” were provided to the annotators to
ensure a cohesive and systematic approach:

(1) The annotation process required the genera-
tion of six claim pairs for each article in the dataset,
resulting in two pairs for each designated label:
Support, Refute, and NEI (Not Enough Infor-
mation). (2). For the Support and Refute labels,
annotations were grounded in the intrinsic informa-
tion and contextual evidence derived directly from
the corresponding news articles. The NEI label
required a more nuanced approach, involving the
addition of external information and context, which
could either align with or deviate from the truth. (3)
The generated claims must adhere to certain rules:
paraphrasing sentences from the article, inferring
claims by combining multiple pieces of informa-
tion, and meticulously avoiding spelling and abbre-
viation errors that could compromise the quality
of the dataset. (4) To enrich the dataset with di-
verse perspectives and challenges, annotators were
encouraged to leverage their broad vocabulary and
skilled sentence-writing techniques, thereby intro-
ducing valuable nuances into the annotations.

E Data Examples

The ViFactCheck dataset includes various exam-
ples of written claims, as illustrated in Table 7. To
create a challenging and realistic context, annota-
tors were tasked with generating claims based on
multiple pieces of evidence, which are highlighted
within the textual context provided. This method-
ological approach not only enhances the complex-
ity and challenge of the annotation task but also
contributes significantly to the reliability and prac-
tical value of the dataset for fact-checking tasks in
the Vietnamese language. By ensuring that claims
are grounded in verifiable pieces of evidence, the
dataset fosters a robust environment for training and
evaluating language models specifically tailored to
the nuances of fact verification.

F Human-Generated Rules

In the ViFactCheck datasets, annotators were en-
couraged to leverage their broad vocabulary and
skilled sentence-writing techniques, thus introduc-
ing valuable nuances into the annotations. The ba-
sic rules for the use of the generation by annotators
are summarized in Table 8.

The detailed annotation guideline will be provided upon
acceptance.


https://filetransfer.io/data-package/XLQWD66a#link

Context

Support

Refute

TPO - Téng Cong ty Cang Hang khong Viét Nam (ACV) vita chinh thic gia han thdi gian moi
thau thém 1 thang, kéo dai thdi gian thuc hién géi thau thi cong nha ga sian bay Long Thanh tir 33
thang 1én 39 thang. Nhu viy, “siéu san bay” Long Thanh sé chi ¢6 th€ dua vao khai thac tif nim
2026 thay vi muc tiéu nim 2025 nhu trudc d6. Tin tit ACV cho hay, don vi chinh thiic diéu chinh
ké hoach va hd so mai thau géi thau thi cong xdy dung va lap dit thiét bi nha ga hanh khach san
bay Long Thanh giai doan 1 (do ACV 1am chii du tu). Cu thé, thoi gian mai thiu dudc gia han
thém 1 thang, kéo dai t6i sang ngay 28/4, thay vi t6i ngay 28/3 nhu trude do. ...

do ACV lam chi dau tu.

(English: TPO - Vietnam Airport Corporation (ACV) has officially extended the bidding period
by an additional month, prolonging the implementation time for the construction contract of the
Long Thanh Airport passenger terminal from 33 to 39 months. Consequently, the “mega airport”
Long Thanh will only be operational by 2026 instead of the previous target of 2025. According to
ACYV, the organization has formally adjusted the plan and tender documents for the construction
and installation of the passenger terminal at Long Thanh Airport Phase 1 (with ACV as the main
investor). Specifically, the bidding period has been extended by one month, now ending on the
morning of April 28, instead of the previous deadline of March 28. ...

is being managed

Viéc nha thau thi cong xay dung va lap dit thiét bi nha ga hanh khich san bay Long Thanh giai
doan 1 bi diéu chinh, thdi gian bi kéo dai t6i sang ngay 28/4 thay vi t6i ngay 28/3 nhu du kién.
English: The construction and installation contract for the Long Thanh Airport Phase 1 passenger
terminal has been adjusted, with the timeline extended to the morning of April 28 instead of the
originally anticipated March 28.

Téng Cong ty Cang Hang khong Viét Nam (ACV) vira gia han thdi gian mdi thau thém thdi gian
2 théng, tic “siéu san bay” Long Thanh s& chi c6 thé dua vao sit dung tit ndm 2026 thay vi nim
2025 nhu du kién ban dau.

English: Vietnam Airport Corporation (ACV) has recently extended the bidding period by an
additional 2 months, meaning that the “mega airport” Long Thanh will only be operational by
2026 instead of the originally planned year 2025.

Géi thau 16n nhét du 4n san bay Long Thanh 13 géi thau thi cong nha ga hanh khéch véi tri gia
hon 35 nghin ty ddng, dudc tai tr¢ bdi cong ty Han Qubc.

English: The largest contract within the Long Thanh Airport project is the construction of the
passenger terminal, valued at over 35 trillion VND, and it is sponsored by a South Korean
company.

Table 7: Typical samples from the ViFactCheck dataset with three labels Support, Refute, and . The highlighted
words is the evidence of the claim.
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SUPPORT REFUTED NEI
62%
80%
93%
1 rule m 2 rules m 3 rules m 4+ rules

Figure 7: The ratio of combining different rules to create claims in ViFactCheck.

Rules Ratio (%)
Restructuring the evidences 73.68
g Eliminating or adding words - 4421
E Substituting numbers, time, or mathematical inferences 7.34
Altering the word order in a sentence 8.42
Employing Negation 8.16
"Replacing Words with Antonyms 1735
§ Miscprosuingquntty 245
& Misrepresenting Temporal Logic 16.37
Misinterpreting Entity Relationships 501
‘Misjudging Bvent Dynamics - 47.96
= Inferring sentences with unspecified information 90.20
Z  Utilizing external knowledge 1078

Table 8: Approaches and rules for generating claims by
humans in the ViFactCheck dataset. Note that a claim
could involve multiple rules

Annotators are required to follow guidelines to
create diverse and challenging data. The distribu-
tion of data-generating rule usage for claims related
to Support, Refute, and Not Enough Information
(NEI) is shown in Figure 7. To understand how
annotators behave in creating ViFactCheck, we an-
alyzed the number of rules used to generate claims.
We randomly selected 100 context-claim pairs for
Support, Refute, and NEI categories.

The primary trend in this dataset reveals an ob-
vious bias towards using 1-2 rules, reflecting a
standardized annotation process. However, some
annotators deviated from this trend, opting for four
or more rules, demonstrating an awareness of the
complexity and diversity of data. This underscores
the importance of judiciously combining rules for
reliable and accurate annotation.

The use of multiple rules presents challenges
for language model development, introducing com-
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plexity into inference and decision-making pro-
cesses dependent on rule combinations. However,
it also offers an opportunity to improve more adapt-
able language models, ensuring greater accuracy in
making inferences.

G Additional Dataset Analysis

Dataset basic statistic. The ViFactCheck dataset
contains 7,232 samples divided into three subsets:
training, development, and test with a ratio of 7:1:2.
The basic statistics of the three subsets are shown
in Table 9. We observed that the average length
of a context in the dataset is approximately 700
words, with the longest context extending to 3,602
words. Such richness in context proves highly ben-
eficial for models with large parameter sets, such
as Gemma, as they can effectively capture the max-
imum features of the data. On average, each claim
sentence contains about 36 words, with the longest
reaching 165 words.

Training | Development | Test
Total samples 1035 496 758
% Avglengh | 6932 | 6702 | 6905
g Maxlengh || 3602 | 2534 | 3602
© Minlength || 7 7 71
Total vocabsize | 25382 | 16,522 | 21,263
Total samples 5062 723 1447
Avglengh | 359 356 | 358
_'Ec ‘Maxlength | 65| 145 135
Y Mintength || 7| ol 7
Total vocabsize | 12,189 | 4555 | 6711

Table 9: Basic statistic of ViFactCheck dataset. The size
and length of the vocab are computed at word level.



Topic Distribution Analysis The ViFactCheck
dataset covers 12 popular topics frequently found in
Vietnamese newspapers, which are often subjected
to misinformation. These topics, summarized in
Figure 8, include “Headlines”, “World”, “Educa-
tion”, and “Economics”, among others. “Head-
lines”, covering updates on social issues and events,
appears most frequently, demonstrating a signif-
icant presence in the dataset. The other notable
topics, “World", “Education”, and “Economics”,
contribute 12.4%, 12.9%, and 10.9% to the dataset,
respectively. In contrast, “National Security” ac-
counts for the lowest percentage at 2.0%. This
lower representation is attributed to the relatively
few articles on this topic in real life. Despite its
smaller volume, due to the critical need for accu-
racy in information pertaining to national security,
a concerted effort was made to include articles re-
lated to this topic.

Entertainment 6.60%_—
Science 5‘60%1 "

Education 12.90%

Healthy 6.20%‘

_World 12.50%

|_Economic 10.909

Topic

“\Politics 3.70%
——"“Culture 9.30%

Figure 8: Topic distribution on ViFactCheck dataset.

Evidence Distribution Analysis Figure 9 from
the ViFactCheck dataset shows the distribution of
samples with varying numbers of evidence per
claim. Single evidence refers to using only one
piece of information to verify a claim, while multi-
evidence involves integrating findings from multi-
ple sources, necessitating advanced analytical skills
to synthesize and validate information.

The distribution reveals a predominant reliance
on single pieces of evidence, where claims are sup-
ported by one source, reflecting simpler verifica-
tion tasks. Multi-evidence scenarios, where claims
are substantiated by two or more sources, demon-
strate a steep decline to 1,765 and 293 samples for
two and three evidences, respectively. This indi-
cates the increasing complexity and computational
demand of integrating diverse evidences. Notably,
the rise to 130 samples for claims with more than
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five evidences suggests some scenarios necessitate
extensive, complex reasoning, highlighting the ca-
pability of the dataset to train models for robust,
multifaceted fact verification.

5080

Number of samples

1765

]
1 2 3

Number of evidences per claim

64 130

4 >5

Figure 9: The distribution of single and multiple evi-
dences samples in the ViFactCheck dataset.

H Details about the Baselines

H.1 Pre-trained Language Models

Based on the significant performance of
transformer-based in prior fact-checking tasks
(Thorne et al., 2018; Hu et al., 2022; Ngrregaard
and Derczynski, 2021), we employ pre-trained
language models, specifically BERT (Devlin
et al., 2019) and RoBERTa (Liu et al., 2019)
architectures, for the fact-checking task. This study
includes four models, comprising two multilingual
models and two monolingual models (the details
of each model are shown in Table 10).

mBERT (Devlin et al., 2019) is a transformer-
based model trained on an extensive corpus of 104
languages, including Vietnamese. Its linguistic ver-
satility makes mBERT invaluable for fact-checking
tasks. As a multilingual model, mBERT enables
comprehensive analysis and serves as an excellent
tool for ensuring the credibility of data within the
Vietnamese fact-checking framework.

Cross-lingual Language Model - RoOBERTa
(XLM-R) (Conneau et al., 2020) is a transformer-
based model trained on 100 languages. This vast
linguistic scope means XLLM-R can understand and
compare information across different languages, an
advantage for fact-checking that offers a broader
context beyond the Vietnamese language. The abil-
ity of XLM-R to process information from multi-
lingual sources or across language barriers is es-
pecially valuable when dealing with content that
transcends linguistic boundaries.



PhoBERT (Nguyen and Tuan Nguyen, 2020),
leveraging the powerful Transformer architecture
of RoBERTa (Liu et al., 2019), exhibits a profound
understanding of the nuances and context of the
Vietnamese language. This linguistic precision is
highly beneficial for the Vietnamese fact-checking
dataset, as it can discern subtle language nuances
that general models might overlook. With its fo-
cus on Vietnamese, PhoBERT delivers exceptional
efficiency and accuracy when applied to a corpus
of the same language, facilitating high-quality fact-
checking within the Vietnamese context.

ViBERT, based on the BERT architecture and
specifically designed for Vietnamese, was intro-
duced by Bui et al. (2020). Unlike mBERT, which
is trained on a multi-language corpus, ViBERT is
pre-trained on a substantial corpus of 10GB of un-
compressed Vietnamese text, focusing solely on
Vietnamese to achieve optimal performance.

By investigating the effectiveness of these BERT
variants in Vietnamese fact-checking, we aim to
enhance the field’s ability to combat disinforma-
tion. The diversity of these models in terms of
monolingual understanding, linguistic precision,
and cross-lingual capabilities promises to make a
significant contribution to the fact-checking land-
scape, advancing a more credible and precise in-
formation ecosystem.

H.2 Fine-Tuning Large Language Models

Recent advances in large language models (LLMs),
which exhibit strong contextual understanding,
have demonstrated their effectiveness in tasks such
as contextual comprehension and reasoning, in-
cluding fact-checking. Consequently, we employ
several primary models that are suitable for low-
resource configurations. Specifically, we utilize
the open-source models Llama2 7B, Llama3 8B,
Gemma 7B, and Mistral 7B.

LLaMA (Touvron et al., 2023), or Large Lan-
guage Model Meta Al, represents a significant
leap in the development of foundational models
for natural language inference (NLI) tasks. Intro-
duced by Meta Al, LLaMA is designed to cre-
ate a more accessible and efficient framework for
researchers and developers. Available in various
sizes including 7B, 13B, 33B, 65B, and 70B pa-
rameters, LLaMA caters to different computational
needs and research objectives. It is trained on a
diverse dataset comprising 1.4 trillion tokens from
20 languages, enabling it to perform a wide range
of NLP tasks with high accuracy and efficiency.
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Innovations in its architecture, such as the SwiGLU
activation function and rotary positional embed-
dings (Shazeer, 2020), contribute to its superior
performance on NLP benchmarks.

Mistral (Jiang et al., 2023), developed by Mis-
tral Al, stands out for its innovative approach
to structured content generation and instruction-
based modeling. Designed to generate high-quality,
structured content similar to the functionalities
offered by OpenAl models, Mistral achieves en-
hanced efficiency and lower resource requirements.
The Mistral-7B model utilizes mechanisms like
Grouped-query Attention (GQA) and Sliding Win-
dow Attention (SWA) to achieve faster inference
times and handle longer text sequences. Its abil-
ity to parse and extract information using a JSON
Schema makes it particularly suited for tasks re-
quiring structured output.

Gemma (Team et al.,, 2024), developed by
Google DeepMind, leverages technology from the
Gemini model to offer state-of-the-art, open mod-
els. Itincludes a 7B parameter model for GPU/TPU
use and a 2B parameter model for CPU and on-
device applications, both trained on up to 6 billion
tokens. These models excel in language under-
standing, reasoning, and safety benchmarks, out-
performing similarly sized open models in 11 out
of 18 tasks. Key enhancements in the Gemma
models include multi-query attention, RoPE em-
beddings, GeGLU activations, and RMSNorm for
stable training. The models are rigorously eval-
uated through automated and human benchmarks
to ensure robustness and reliability, with a strong
emphasis on responsible Al practices.

The LLMs were fine-tuned using the LoRA
through the Unsloth library. Detailed configuration
specifics and prompting procedures are described
in Section 4.1 and Appendices J, respectively.

H.3 In-Context Learning Models

In addition to fine-tuning large language mod-
els (LLMs), we rigorously assessed the in-context
learning capabilities of these models through zero-
shot evaluations, where models are tasked with
generating accurate responses without prior spe-
cific training on examples.

Beyond the models detailed in Appendix H.2,
we employed Gemini 1.5 Flash (Reid et al., 2024),
a recent addition to the LLMs developed by Google
Al Introduced in May 2024, Gemini 1.5 Flash, part
of the broader Gemini family, excels in handling
multimodal tasks. Notable for its high-speed, large-



Model H #Layer #Head #Params #Vocab  #MSL Domain data Language support

PhoBERT},s. (Nguyen and Tuan Nguyen, 2020) 12 12 135M 64K 256 ViWiki + ViNews Vietnamese
PhoBERT 4.4 (Nguyen and Tuan Nguyen, 2020) 24 16 370M 64K 256 ViWiki + ViNews Vietnamese
ViBERT (Bui et al., 2020) 12 12 30K 256 Vietnamese News Vietnamese
mBERT (Devlin et al., 2019) 12 12 110M 30K 512 Wikipedia + BookCorpus  Multilingual
XLM-Rp,se (Conneau et al., 2020) 12 12 270M 250K 512 CommonCrawl 100+ languages
XLM-R;grge (Conneau et al., 2020) 24 16 550M 250K 512 CommonCrawl 100+ languages
Gemini (Reid et al., 2024) 1,048,576 Mixed large datasets Multilingual
Gemma (Team et al., 2024) 28 16 7B 256K 8,192 Mixed large datasets Multilingual
Mistral (Jiang et al., 2023) 32 32 7B 32K 32,768 Mixed large datasets Multilingual
Llama?2 (Touvron et al., 2023) 32 32 7B 32K 4,096 Mixture of datasets Primarily English
Llama3 (Touvron et al., 2023) 32 32 8B 128K 8,192 Mixture of datasets Primarily English

Table 10: Detailed specifications of our baseline models. Abbreviations used are: #Layers (Number of Hidden
Layers), #Heads (Number of Attention Heads), #Params (Total Number of Parameters), #Vocab (Vocabulary Size),

and #MSL (Maximum Sequence Length).

scale information processing capabilities, Gemini
1.5 Flash is particularly suitable for real-time ap-
plications and environments requiring frequent up-
dates. Despite its focus on efficiency, this model
maintains robust reasoning capabilities across mul-
tiple modalities, including text, image, and audio,
and supports an extensive context window of up
to one million tokens. This feature is crucial for
tasks that require a deep comprehension of prior
information.

Furthermore, we conducted experiments on the
ViFactCheck dataset using the prompt described in
Appendix J, following a zero-shot approach. These
experiments aimed to evaluate the ability of mod-
els to integrate and reason with various types of
information without preliminary fine-tuning, show-
casing its potential in real-world applications where
training data may be sparse or unavailable.

I Number of Parameters

To establish the main baseline models, we utilized
several state-of-the-art methods, including a pre-
trained and large language model, to support the
Vietnamese Fact-Checking task. The details of
each model are shown in Table 10.

J Prompts for Vietnames Fact-Checking

In this section, we outline the templates for the
prompting methods used for fine-tuning and zero-
shot evaluations with LLMs in the fact-checking
task. The prompt structure is designed to test the
ability of models to assess the veracity of a claim
based on the given context or evidence.

Fine-Tune Instruction Prompting

You will be presented with a long context, followed by a
claim. Your task is to fact-check the claim based on the
provided context. You must categorize the claim into one
of three categories:
- Support: Choose this if the claim is true and fully sup-
ported by the context.
- Refute: Choose this if the claim is false and contradicted
by the context.
- Not Enough Information: Choose this if the claim
contains content that is not covered by the context, making
it impossible to determine its accuracy.
### Context:
### Claim:

#+# 7 Response:

J

Zeroshot Prompting

Return only the label in the format: Label: Support(0),
Label: Refute(1), or Label: Not Enough Information(2).
Instructions:

1. Fact check the claim based on the provided evidence.
2. Use the following labels:

- Support: The claim is true and supported by the evi-
dence.

- Refute: The claim is false and contradicted by the evi-
dence.

- Not Enough Information: The claim contains content
that is not covered by the evidence, making it impossible
to determine its accuracy.

Example:

Label: Support

\ J

K Definition and Examples of Error
Analysis

We introduce the error definition as follows and
illustrate some error cases for Vietnamese fact-
checking tasks in Figure 5:

* Semantic Ambiguity: Issues arising from
context with ambiguous, verbose, or complex
data, leading to interpretive difficulties (as
shown in Figure 10).
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¢ Evidence Retrieval Failure: Failures due to
the inability of model to accurately and fully
extract essential evidence from data sources
(as shown in Figure 11).

* Inference Hallucination: Incorrect classifi-
cations produced by the model, despite the
correct extraction and availability of relevant
evidence (as shown in Figure 12).

¢ Complex Inferential Chain: Errors result-
ing from the necessity to synthesize insights
across multiple sources or evidences through
sequential reasoning (as shown in Figure 13).

* Labeling Error: Issues stemming from inac-
curacies or inconsistencies introduced during
the manual data labeling process.

Semantic Ambiguity

: Context: ...Bén canh do, S& ciing yéu ciu céc co s6 gido duc phéi hop véi lyc !
1 lugng chirc nang tai dia phuong dam bao trat ty, an toan cho hoc sinh, sinh vién |
: tai khu vuc cong truong. 1
1 (In addition, the Department also requested educational institutions to collaborate !
I with local authorities to ensure order and safety for students in the school gate ,
: area.) :
1

I Claim: S ciing yéu cu cac co s& gido duc phdi hop véi luc lugng chire nang :
| tai dia phuon;, g dam bao trét tu, an toan cho hoc sinh, sinh vién tai nhitng khu vuc '
1 dong dic gan truong.

: (The department also requested educational institutions to collaborate with local |
1 authorities to ensure order and safety for students in crowded areas near schools.) !
1

: Gold labels:

Gemma Prediction: Refute 1

Figure 10: Examples of Semantic Ambiguity.

Evidence Retrieval Failure

X X Cugc dua xe dap Cup Truyen hmh TP HCM 2023 véi slogan “Non :
\ song lién mot dai - Niém tin chién thing” quy tu tat ca doi dua manh trén ca nudc |
1 vén quen thuge véi lang xe dap chuyén nghi¢p gém: TP.HCM - Vinama, Tap 1
' doan Loc Trdi, Duge Domesco Pong Thap, Quan khu 7, Ha Noi, Kenda Dong !
| Nai, Binh Duong...

1 (...The 2023 Ho Chi Minh City Television Cup cycling race with the sloganl
! ) "United Nation, Victory Belief" brings together all the strong teams across the
| country who are familiar with the professional cycling scene, including: Ho Chi |
! Minh City - Vinama, Loc Troi Group, Domesco Dong Thap Pharmaceutical, '

| Military Zone 7, Hanoi, Kenda Dong Nai, Binh Duong...)

|
| 1
: Claim: Cugc dua xe dap quy tu 100 doi dua xe chuyén nghiép trong nudc tham :
| gia. 1
I (The cycling race brought together 100 professional cycling teams from across |
! | the country.) :

1

' Retrieved Evidence: Ching dua ddng doi tinh gior s¢ dién ra tai Quang Ngii. Nét!
dac biét cua giai dua ndm nay la ngoai 19 trinh 1én Tay Nguyén va vong xubng h
| céc tinh mién Dong Nam Bo con la chuyén tai nhiéu thong diép nhu quang ba du 1
!lich, gi6i thiéu van hoa ving mién, bao vé moi truong, gop phan ¢d vii, dong vién !
| phong trao dap xe dap trong ca nudc va cac hoat dong thién nguyén, lan toa cong ,
1 tac dén on dap nghia. 1
: (The team time trial stage will take place in Quang Ngai. A special feature of this :
| year's race is that in addition to the route up to the Central Highlands and down to
| the provinces of the Southeast, it also conveys many messages such as promotm}, !
tounsm introducing regional culture, protecting the environment, contributing to | |
|encoura5m5 and motivating the cycling movement nationwide, and charitable 1
: activities, spreading gratitude and repayment.) !

1
1 Gold labels: Gemma Prediction: ¢
|

Figure 11: Examples of Evidence Retrieval Failure.
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Inference Hallucination

\ ! Context: (Chinhphu.vn) — Viét Nam va Trung Québc s& tlep tuc hop tac chat ché '
1 ciing nhau thiic ddy du lich hai nuéc phuc hdi va phat trién lanh manh. .

: ((Chinhphu.vn) - Vietnam and China will continue to work closely together to1
1 promote the recovery and healthy development of tourism in both countries.) !
1
: Claim: Viét Nam va Trung Qudc sé tiép tuc hop tac chit ché trong linh virc nong
1 nghiép.

: (Vietnam and China will continue to strengthen cooperation in agriculture.)

1
1
1
1
1
. 1
1 Retrieved Evidence: (Chinhphu.vn) — Viét Nam va Trung Quéc s& tiép tuc hop :
' tac chit ché cang nhau thic ddy du lich hai nudc phuc hdi va phat trién lanh 1
| manh :
1 ((Chmhphu.vn) - Vietnam and China will continue to work closely together to |
1
1
1
1
1

: promote the recovery and healthy development of tourism in both countries.)

1
! Gold labels: Gemma Prediction:

Refute

Figure 12: Examples of Inference Hallucination.

Complex Inferential Chain

1 Context _Rang sang 6/2, tran dong dat d6 lon 7, 8 ¢6 tAm chén tai Th Nhi Ky !
' da gay thiét hailén tai nue ndy va nuée lang giéng Syria. Tinh dén 16h ngay :
| 12/2 (gio Viét Nam), tran dong dat nay da cudp di sinh mang ctia hon 29.000 1
lngum tai ca hai nu6c, trong d6 c6 24.617 ngudi tai Thé Nhi Ky va hon 4. 500 !
ngum tai Syria, trong khi ¢6 hang chuc nghin nguoi bi thuong.
| (Early morning on February 6th, a 7.8 magnitude earthquake centered in Turkey l
I struck, causing widespread devastation in both Turkey and neighboring Syria. As
: of 4 PM on February 12th (Vietnam time), the earthquake has claimed the lives of 1
1 over 29,000 people in both countries, including 24,617 in Turkey and over 4,500 '
' in Syria, while tens of thousands have been injured) .
1
| Claim: Tran dong dét d 1on 7,8 ¢6 tam chén tai Thé Nhi Ky da gay thiét hai lon '
tal nude ndy va hai nude lang gidng 1a Bulgaria va Syria, ¢6 hang chuc nghm 1
| nguoi bi thwong, cudp di sinh mang ciia hon 29.000 ngudi. !
| (The 7.8 magnitude ecarthquake centered in Turkey has caused widespread !
dcvastatlon in the country and its neighboring nations, Bulgaria and Syria. The ;
| disaster has left tens of thousands injured and tragically claimed the lives of over !
' 29,000 people.)

I Gold labels: Gemma Prediction: Re

Figure 13: Examples of Complex Inferential Chain.

L Additional Qualitative Analysis

To obtain insights into the performance of language
models, we conducted an in-depth analysis consid-
ering various factors such as the length of the con-
text, the topic of discussion, the volume of training
data, and the duration of model training.

Effects of Context Length We initiated our in-
vestigation by analyzing the test results with re-
spect to the length of the context (see Figure 14).
Notably, PhoBERT ;4. and XLM-R;4;4c perform
well when analyzing shorter texts (0-100 words).
However, their performance declines as text length
increases, particularly in the 400-500 and 500-600
word ranges, suggesting that longer texts may pose
challenges for these models. In contrast, Gemma
and Gemini exhibit more consistent performance
across different text lengths, showing only minor
fluctuations. This stability suggests their poten-
tial suitability for tasks involving a wide range of
text lengths, where maintaining accuracy is cru-
cial. The consistent performance of Gemma and



Gemini across various text lengths is particularly
advantageous for fact-checking, which often in-
volves analyzing claims of different lengths, from
short social media posts to longer articles.

\

B PhoBERT large BXLM-R large ® Gemma 8 Gemini # Amount data
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Figure 14: The effect of the length context on test set.

Effects of Topic Further analysis focused on the
impact of topics on model performance, as illus-
trated in Figure 15. Gemma consistently outper-
forms other models across most topics, excelling
particularly in the “Science”, “National Security”,
and "Culture" categories. Gemini generally per-
forms the second best, closely following Gemma
in most areas but showing a slight dip in “National
security” and “Entertainment”. While not as strong
overall, PhoBERT4;4c and XLM-R;,4¢ have their
strengths: PhoBERT),,.4. performs notably well in
“Politics”, benefiting from being pre-trained on a
large Vietnamese dataset that provides an advan-
tage in this domain due to the specific vocabulary
required. Conversely, XLM-R;4;.4c shows a rela-
tive peak in the “World” category, leveraging its
multilingual training data to gain an advantage over
monolingual models like PhoBERT ;.

BPhoBERT large @XLM-R large B Gemma B Gemini

S TN

Figure 15: The effect of the topic on the test set.

Interestingly, except for Gemma, the remain-
ing models seem to struggle with the “Science”,
“Law”, and “Health” categories, indicating a po-
tential area for improvement in Vietnamese fact-
checking models. These categories require high
accuracy and specialized vocabulary, which may
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explain the suboptimal performance of the other
models. Additionally, there is a noticeable perfor-
mance gap between Gemma and the other models
in several topics, suggesting that the architecture or
training data of Gemma might be better suited for
fact-checking Vietnamese across diverse topics.

Effects of Training Data Size To investigate the
effect of training data size on model performance,
we conducted experiments with various data sub-
sets, including those containing 1000, 2000, 3000,
4000, and 5062 data points. Figure 16 visually
represents the evaluation performance across these
subsets. Note that all models demonstrated im-
proved performance as the dataset size increased.
Given that Gemini is an API-based model and can-
not be trained on custom datasets, it was excluded
from this analysis.

B PhoBERT large BXLM-R large @ Gemma

Flmacro

XLM-R large

POBERT large

1000 2000 3000 4000 5000

No. instances

Figure 16: The impact of training data size on test set.

Our comprehensive analysis highlights the
multifaceted factors influencing model perfor-
mance. Gemma consistently outperforms both
PhoBERT;.4. and XLM-Ry,;.4c across all training
sizes. While all models exhibit improved perfor-
mance with increased data, F1-score of Gemma
starts higher and increases at a steeper rate, espe-
cially up to 2,000 instances. Beyond this point, the
rate of improvement for all models slows, indicat-
ing diminishing returns from additional training
data. This consistent superiority demonstrates ef-
fectiveness of Gemma regardless of the available
training data amount.

Moreover, our findings show that increasing the
size of the training data improves the performance
of Vietnamese models such as PhoBERT 44,
highlighting the need for a robust and diverse train-
ing dataset to achieve optimal fact-checking results.

Analysis of Training Time Efficiency Finally,
Figure 17 illustrates the training times of various
models per epoch, measured in hours. The Mistral
model has the longest training time at 1.1 hours
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Figure 17: The comparison of training times per epoch for various baseline models.

for processing Full Context (FC), indicative of its
complexity and computational demands. Gemma
and Llama2 each require approximately 1.0 hour,
while Llama3 requires significant time as well, at
0.94 hours. These durations illustrate the intricate
computations these models undertake for handling
detailed and extensive contexts.

In contrast, the XLM-R;,,4 model, though still
demanding, is more time-efficient at only 0.1
hours, likely due to its optimized large-scale ar-
chitecture. The PhoBERT 4.4 and XLM-Rpqse
models show moderate training times, striking a
balance between computational efficiency and per-
formance capabilities.

Models such as mBERT, VIBERT, and
PhoBERT}, . demonstrate shorter training times,
ranging from 0.0083 to 0.0139 hours. These re-
duced durations suggest higher operational effi-
ciency but may also indicate a lower capacity for
managing complex tasks requiring extensive con-
textual data.

When trained with Gold Evidence, which com-
prises shorter and more directly relevant sentences,
Gemma still requires the most time at 0.6467 hours,
although this is significantly less than with Full
Context. Mistral, Llama2, and Llama3 also exhibit
reduced training times at 0.32, 0.29, and 0.20 hours,
respectively. This indicates that models can achieve
greater efficiency when provided with concise and
pertinent training data.

This analysis underscores the trade-offs be-
tween training time, model complexity, and perfor-
mance, highlighting the substantial computational
demands placed on advanced models to achieve
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high performance in Vietnamese fact-checking
tasks. The reduced training times with Gold Ev-
idence further emphasize the potential efficiency
gains from using relevant training inputs.

In conclusion, our analysis elucidates the multi-
faceted effects of dataset characteristics and train-
ing time on the performance of language models.
Larger and more diverse datasets generally improve
model accuracy, particularly in specialized appli-
cations like fact-checking. However, the efficiency
of model training also plays a critical role, as faster
training can lead to quicker deployment and adap-
tation in dynamic environments. The results under-
score the importance of optimizing both the data
input and model architecture to achieve the best bal-
ance between performance and efficiency, which
is crucial to develop robust Al systems capable of
handling the intricacies of language-based tasks.

M Scientific Artifacts

The licenses for all the models and software used
in this paper are listed in parentheses: Beauti-
ful Soup 4 (MIT License), Selenium (Apache Li-
cense 2.0), Fleiss Kappa (BSD License), mBERT
(Apache License 2.0), ViBERT (Apache License
2.0), PhoBERT (MIT License), XLM-R (Apache
License 2.0), VnCoreNLP (Apache License 2.0),
Unsloth (Apache License 2.0), LoRa (Apache
License 2.0), Fl-score (BSD License), BM25
( MIT License), SBERT (Apache License 2.0),
Gemma (Apache License 2.0), Mistral (Apache Li-
cense 2.0), Llama3 (Apache License 2.0), Llama2
(Apache License 2.0) Gemini 1.5 Flash (Propri-
etary License), Label Studio (Apache License 2.0)
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