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Abstract

Retrieval-Augmented Generation (RAG) is a001
powerful approach that enables large language002
models (LLMs) to incorporate external knowl-003
edge. However, evaluating the effectiveness004
of RAG systems in specialized scenarios re-005
mains challenging due to the high costs of data006
construction and the lack of suitable evalua-007
tion metrics. This paper introduces RAGEval,008
a framework designed to assess RAG systems009
across diverse scenarios by generating high-010
quality documents, questions, answers, and ref-011
erences through a schema-based pipeline. With012
a focus on factual accuracy, we propose three013
novel metrics—Completeness, Hallucination,014
and Irrelevance—to evaluate LLM-generated015
responses rigorously. Experimental results016
show that RAGEval outperforms zero-shot and017
one-shot methods in terms of clarity, safety,018
conformity, and richness of generated samples.019
Furthermore, the use of LLMs for scoring the020
proposed metrics demonstrates a high level of021
consistency with human evaluations. RAGEval022
establishes a new paradigm for evaluating RAG023
systems in real-world applications.024

1 Introduction025

Retrieval-Augmented Generation (RAG) systems026

are increasingly gaining attention (Gao et al., 2023;027

Asai et al., 2024) due to their ability to integrate028

external knowledge into large language models029

(LLMs). This ability is crucial in fields such as030

medicine, finance, and law, where factual accuracy031

is crucial in decision-making. However, RAG sys-032

tems are still prone to hallucination, mainly due to033

noise introduced during retrieval and LLMs’ lim-034

ited capacity to exploit retrieved information fully.035

Although various benchmarks for measuring the036

capabilities of existing RAG systems have been037

proposed (Joshi et al., 2017; Nguyen et al., 2017;038

Kwiatkowski et al., 2019; Chen et al., 2024b; Lyu039

et al., 2024), they often lack sufficient coverage040

of diverse, domain-specific scenarios and fail to041

……

Finance

Legal

Medicine

surgery

examine

diagnose

debt

investment

stock

criminal

marriage

lawsuit

……

……
……

Knowledge Documents

Annotation Experts

privacy

small amount

complicacy

specific knowledge

long time

+Cost

Figure 1: The challenges of building scenario-specific
RAG evaluation datasets: scenario coverage and annota-
tion costs.

incorporate comprehensive metrics for assessing 042

factual accuracy, which limits their applicability in 043

real-world contexts that require precise and reliable 044

information (Bruckhaus, 2024). Furthermore, the 045

challenges of building scenario-specific evaluation 046

datasets—such as dynamic real-world conditions, 047

privacy concerns, and the need for expert annota- 048

tion—further exacerbate the issue. 049

To address these challenges, we propose 050

RAGEval, a novel framework designed to automati- 051

cally generate scenario-specific RAG evaluation 052

datasets. By summarizing essential knowledge 053

from seed documents, RAGEval creates a schema 054

that forms the basis for generating questions, an- 055

swers, and references for evaluation. Additionally, 056

factual key points are extracted from each answer, 057

enabling a more accurate assessment of the RAG 058

system predictions. 059

In RAG system assessments, evaluation met- 060

rics, like data, also play a pivotal role. Tradi- 061

tional metrics such as F1, ROUGE-L (Lin, 2004), 062

and BLEU (Papineni et al., 2002) are often inade- 063

quate for complex or long-form responses. They 064

mainly focus on the lexical overlap of the responses 065

with the gold reference and overlook the seman- 066
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tic similarity. Some novel approaches, such as067

those relying on LLMs to evaluate responses di-068

rectly (Es et al., 2024; Saad-Falcon et al., 2023),069

suffer from issues of stability and comparability. To070

address these limitations, we introduce three novel071

metrics—Completeness, Hallucination, and Irrel-072

evance—that are grounded in factual key points073

and provide a more stable and comparable scoring074

method.075

Our main contributions are: (1) We propose076

RAGEval, a novel framework for automatically gen-077

erating scenario-specific RAG evaluation datasets.078

(2) We introduce three novel evaluation metrics to079

assess the factual accuracy of generated answers080

more effectively than existing metrics like ROUGE-081

L and BLEU. (3) We develop a new RAG bench-082

mark, DragonBall, and conduct comprehensive ex-083

periments to analyze the impact of RAG systems’084

retrieval and generation components on the perfor-085

mance results.086

2 Related Work087

The evaluation of question-answering (QA) and088

RAG systems has seen significant advancements in089

recent years. Traditional open-domain QA bench-090

marks, such as HotpotQA (Yang et al., 2018), Trivi-091

aQA (Joshi et al., 2017), MS Marco (Nguyen et al.,092

2017), and Natural Questions (Kwiatkowski et al.,093

2019), have long served as foundational datasets094

for general QA tasks. However, these benchmarks095

face limitations in evaluating modern RAG sys-096

tems, particularly their ability to assess domain-097

specific knowledge, nuanced outputs, and retrieval098

accuracy. For instance, potential data leakage in099

these datasets and a lack of fine-grained metrics100

hinder their effectiveness in evaluating the nuanced101

behaviour of RAG systems.102

In response, several RAG-specific benchmarks103

have emerged. RGB (Chen et al., 2024b) focuses104

on assessing LLMs’ ability to integrate retrieved105

information, emphasizing noise robustness. CRUD-106

RAG (Lyu et al., 2024) categorizes RAG tasks into107

Create, Read, Update, and Delete operations to108

evaluate different aspects of information retrieval.109

CRAG (Yang et al., 2024) extends domain cov-110

erage by introducing mock APIs to simulate real-111

world retrieval tasks, while MultiHop-RAG (Tang112

and Yang, 2024) challenges systems with multi-113

hop reasoning across multiple documents. These114

benchmarks, while valuable, remain constrained115

by predefined domains and fixed task structures,116

limiting their adaptability to dynamic, real-world 117

applications. 118

Traditional evaluation metrics, such as F1, 119

ROUGE-L, and BLEU, have been widely used in 120

various benchmarks to assess the quality of gen- 121

erated answers in RAG systems. However, these 122

metrics focusing on lexical often fail to capture the 123

full complexity of generative tasks, especially in 124

the case of long-form responses where factual ac- 125

curacy and contextual relevance are critical. More- 126

over, metrics like Hit Rate, MRR, and NDCG are 127

commonly used for retrieval evaluation but cannot 128

assess generative capabilities (Liu, 2023; Nguyen, 129

2023). 130

In recent years, newer approaches have inte- 131

grated LLMs into the evaluation process, trying to 132

solve the problems of traditional metrics. RAGAS 133

(Es et al., 2024) and ARES (Saad-Falcon et al., 134

2023) use LLM-generated data to evaluate contex- 135

tual relevance and informativeness without rely- 136

ing on ground truth references. While these meth- 137

ods provide valuable insights, they fail to address 138

the complexities of scenario-specific evaluations. 139

RGB (Chen et al., 2024b) introduces task-oriented 140

metrics that assess noise robustness and informa- 141

tion integration, but it does not offer the flexibility 142

required for dynamic, application-specific tasks. 143

RAGTruth (Niu et al., 2024) proposes a corpus for 144

evaluating hallucinations, a critical issue in RAG 145

systems. 146

While the aforementioned benchmarks and eval- 147

uation methods have made significant strides, they 148

still face challenges in addressing the diversity of 149

real-world application scenarios, which often re- 150

quire domain-specific data generation and context- 151

sensitive evaluation. To solve the problem of sce- 152

nario diversity in RAG evaluation, our method 153

builds upon these advancements by introducing 154

a novel framework for automatically generating 155

evaluation datasets. Unlike existing frameworks 156

that rely on predefined datasets and fixed bench- 157

marks, our method offers higher contextual agility, 158

enabling the design of scenario-specific factual 159

queries tailored to different applications. 160

Furthermore, we introduce three novel keypoint- 161

based evaluation metrics—Completeness, Halluci- 162

nation, and Irrelevance—designed to assess factual 163

accuracy and relevance in these dynamically gen- 164

erated, scenario-specific contexts. These metrics 165

stand in contrast to traditional benchmarks that 166

assess RAG systems using a single, static set of 167

evaluation criteria. Our framework enables the au- 168
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tomatic generation of diverse datasets and provides169

more adaptable evaluation metrics, making it better170

suited for evolving application domains.171

3 Method172

In this section, we introduce the proposed RAGEval173

method. To provide an overview, we summarize174

the overall generation process as follows:175

S → C → D → (Q,A) → R → Keypoints176

This sequence outlines how the schema summary177

(S) leads to configuration generation (C), followed178

by document generation (D). From there, question-179

answer pairs (Q,A) are derived, and supporting180

references (R) are identified. Finally, keypoints181

are extracted, serving as concise representations of182

the critical information in the answers.183

3.1 Schema Summary184

In scenario-specific text generation, a schema (S)185

is an abstract representation of key elements, encap-186

sulating the aspects of essential factual knowledge187

from input documents. This schema serves as the188

backbone that ensures content diversity and relia-189

bility while standardizing outputs across various190

scenarios to maintain alignment with professional191

standards.192

The schema defines a structural framework of193

key elements for domain-specific documents with-194

out containing actual data. In medicine, it may195

outline categories for symptoms and treatments; in196

finance, it could establish classifications for sectors,197

organizations, and metrics. Specific data is later198

populated into this predefined framework during199

configuration generation. For example, in legal200

contexts, the schema might encompass fundamen-201

tal legal concepts—such as case law, statutes, and202

court rulings—ensuring broad applicability without203

relying on specific legal instances. This approach204

allows the schema to remain versatile and scalable205

across various legal scenarios. A concrete example206

of a legal domain schema illustrating these princi-207

ples is provided in figure 11 in Appendix E.208

The schema is initially generated using GPTs1209

based on a curated set of seed documents, which210

establish the foundational domain-specific knowl-211

edge. Following this, the schema undergoes a series212

of iterative refinements guided by human intuition213

and contextual understanding. This process en-214

sures that the schema maintains a balance between215

comprehensiveness, accuracy, and generalizability,216

1https://chatgpt.com/gpts

effectively supporting content generation across di- 217

verse sub-scenarios. The refinement process2 is 218

designed to prevent over-specialization, thereby en- 219

hancing the schema’s scalability and adaptability. 220

3.2 Configuration and Document Generation 221

Generating scenario-specific documents with rich 222

factual information and internal consistency is cru- 223

cial for creating high-quality datasets, ensuring the 224

generated content can be evaluated accurately and 225

applied effectively in downstream tasks. To achieve 226

this, we first generate configurations C, derived 227

from the previously established schema S. These 228

configurations act as references and constraints for 229

text generation, ensuring consistency across the 230

document. 231

We adopt a hybrid approach to generate con- 232

figurations C, combining rule-based methods with 233

LLMs to assign values to schema elements. Rule- 234

based methods (e.g., selecting values randomly 235

from predefined scenario-specific options) ensure 236

high accuracy and factual consistency for struc- 237

tured data. Meanwhile, LLMs generate more com- 238

plex or diverse content, balancing consistency and 239

creativity. For instance, in financial reports, con- 240

figurations may include various sectors such as 241

agriculture, aviation, and construction, each cover- 242

ing multiple aspects of its respective domain. An 243

illustrative configuration for the legal scenario is 244

provided in figure 11 in Appendix E, demonstrat- 245

ing how different elements can be combined within 246

this domain. 247

We then use GPT-4o to convert the factual infor- 248

mation from the configuration C into a structured 249

narrative format tailored to a specific scenario. For 250

example, in medical records, the generated doc- 251

ument may include categories such as patient in- 252

formation, medical history, and treatment plan to 253

ensure accuracy and relevance. Similarly, we in- 254

clude a company summary in financial reports to 255

maintain continuity and distinct sections such as 256

Financial Report, Corporate Governance, and En- 257

vironmental and Social Responsibility. 258

3.3 QRA Generation 259

In this subsection, we describe the process of gen- 260

erating Question-Reference-Answer (QRA) triples 261

using the documents D and configurations C to es- 262

tablish a robust evaluation framework for informa- 263

tion retrieval and reasoning. The goal is to ensure 264

2See the Appendix A for details on the refining process.
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Figure 2: RAGEval Progress: ➀ summarizing a schema containing specific knowledge from seed documents. ➁
filling in factual information based on this schema to generate diverse configurations. ➂ generating documents
according to the configurations. ➃ creating evaluation data composed of questions, answers, and references derived
from the configurations and documents.

that generated content can be evaluated compre-265

hensively across multiple aspects of information266

understanding.267

We utilize configurations C to guide the genera-268

tion of questions and initial answers, ensuring the269

generated content is aligned with the schema ele-270

ments. These configurations are embedded within271

prompts to ensure that the generated questions272

are specific and that the answers are precise and273

grounded in the schema elements. We address dif-274

ferent types of questions, such as factual, multi-hop275

reasoning, summarization, and multi-document276

questions, each designed to evaluate specific facets277

of language understanding. To ensure the diversity278

and controllability of the questions generated by279

the model, we have designed 7 question types, as280

detailed in Table 13 in Appendix E. The GPT-4o281

model is provided with detailed instructions and ex-282

amples for each question type, generating targeted283

questions Q and initial answers A.284

Specific prompts and examples are detailed in285

the Appendix E. Using the generated questions Q286

and initial answers A, we extract relevant infor-287

mation fragments (references) R from the docu-288

ments D. This is accomplished using an extraction289

prompt, ensuring that the generated answers are290

grounded in the source material for reliability and291

traceability. Extracting these references enhances292

the comprehensiveness and consistency of the gen-293

erated content.294

To ensure alignment between answers A and295

references R, we iteratively refine the answers to 296

improve coherence and accuracy. If references con- 297

tain content missing from the answers, we sup- 298

plement them accordingly. Conversely, if the an- 299

swers contain unsupported content, we either locate 300

the relevant references or remove the unsupported 301

sections. This step reduces hallucinations and en- 302

sures that the final answers are accurate and well- 303

supported by R. 304

Keypoints are generated from answers A for 305

each question Q to highlight the critical informa- 306

tion in the responses. We employ a predefined 307

prompt with in-context learning, including exam- 308

ples across different scenarios and question types. 309

Typically, each response is distilled into 3-5 key- 310

points, encompassing essential factual details, rel- 311

evant inferences, and conclusions. This keypoint 312

extraction supports a precise and reliable evaluation 313

of generated content. 314

3.4 DragonBall Dataset 315

We construct the DragonBall dataset, which stands 316

for Diverse RAG Omni-Benchmark for All sce- 317

narios, by leveraging the generation method de- 318

scribed above. This dataset encompasses a range 319

of texts and RAG questions across three criti- 320

cal domains—finance, law, and medical—chosen 321

for their real-world importance. In addition, the 322

dataset features both Chinese and English texts, 323

serving as a comprehensive resource for multi- 324

lingual, scenario-specific research. Overall, the 325

4



dataset contains 6,711 questions, reflecting its ex-326

tensive scale and diversity. Additional details on327

the generated DragonBall dataset, including hu-328

man evaluations of data quality, are provided in329

Appendix C and D.330

3.5 Evaluation Metrics for RAG Systems331

In this work, we propose a comprehensive evalua-332

tion framework for RAG systems, considering both333

retrieval and generation components.334

We define multiple metrics to evaluate the335

model’s effectiveness and efficiency in the retrieval336

phase. These metrics are designed explicitly for337

RAG systems, considering the situations when gen-338

erating answers with incomplete and noisy infor-339

mation.340

3.5.1 Retrieval Metrics341

Recall. We introduce the RAG Retrieval Recall342

metric to evaluate the effectiveness of the retrieval343

process in matching ground truth references. The344

Recall is formally defined as345

Recall =
1

n

n∑
i=1

1(M(Gi,R)), (1)346

where n is the total number of ground truth refer-347

ences, Gi denotes the i-th ground truth reference,348

R = {R1, R2, . . . , Rk} represents the set of re-349

trieved references, M(Gi,R) is a boolean function350

that returns true if all sentences in Gi are found351

in at least one reference in R, and false otherwise,352

and 1(·) is the indicator function, returning 1 if the353

condition is true and 0 otherwise.354

This metric assesses the alignment between re-355

trieved and ground truth references at the sentence356

level. A ground truth reference is considered suc-357

cessfully recalled if all its constituent sentences are358

present in at least one retrieved reference.359

Effective Information Rate (EIR). This metric360

quantifies the proportion of relevant information361

within the retrieved passages, ensuring that the re-362

trieval process is accurate and efficient regarding363

information content. It is calculated as364

EIR =

∑m
i=1 |Gi ∩Rt|∑k

j=1 |Rj |
, (2)365

where Gi is the i-th ground truth reference, Rt is366

the set of total retrieved passages, m is the number367

of ground truth references successfully matched,368

|Gi ∩ Rt| represents the number of words in the369

intersection of the i-th ground truth reference and370

the concatenated retrieved passages Rt, calculated 371

only if Gi is matched in Rt, |Rj | represents the 372

total number of words in the j-th retrieved passage, 373

and k is the total number of retrieved passages. 374

To calculate |Gi ∩ Rt| at the sentence level, 375

follow these steps: 1) divide Gi into individual 376

sentences, 2) for each sentence in Gi, check if it 377

matches any sentence in Rt, 3) calculate the num- 378

ber of words in the matched sentences, and 4) sum 379

the number of words from all matched sentences to 380

get |Gi ∩Rt|. These steps ensure the overlap is cal- 381

culated based on sentence-level matches, providing 382

a more granular and accurate measure of relevant 383

information within the retrieved passages. 384

3.5.2 Generation Metrics 385

For the generation component, we introduce novel 386

metrics tailored for RAG evaluation. These metrics 387

comprehensively evaluate the quality and reliability 388

of generated answers. 389

Completeness. Completeness measures how 390

well the generated answer captures the key infor- 391

mation from the ground truth. We employ LLM to 392

generate a set of key points K = {k1, k2, . . . , kn} 393

from the ground truth. The Completeness score 394

is then calculated as the proportion of key points 395

semantically covered by the generated answer A: 396

Comp(A,K) =
1

|K|

n∑
i=1

1[A covers ki], (3) 397

where 1[·] is an indicator function that evaluates 398

to 1 if the generated answer A semantically covers 399

the key point ki, and 0 otherwise. Here, “covers” 400

means that the generated answer contains informa- 401

tion consistent with and correctly representing the 402

key point. Specifically, for a key point to be consid- 403

ered covered, the generated answer must include 404

the relevant information and present it accurately 405

without contradictions or factual errors. 406

Hallucination. Hallucination identifies instances 407

where the content contradicts key points, highlight- 408

ing potential inaccuracies. The Hallucination score 409

is calculated as 410

Hallu(A,K) =
1

|K|

n∑
i=1

1[A contradicts ki], (4) 411

where 1[·] is an indicator function that evaluates 412

to 1 if the generated answer A contradicts the key 413

point ki, and 0 otherwise. 414

5



Irrelevancy. Irrelevancy assesses the proportion415

of key points from the ground truth that are neither416

covered nor contradicted by the generated answer.417

Irrelevancy quantifies the proportion of key points418

neither covered nor contradicted, indicating areas419

where the answer fails to engage with relevant in-420

formation. The Irrelevancy score is calculated as421

Irr(A,K) = 1− Comp(A,K)− Hallu(A,K). (5)422

Completeness, Hallucination, and Relevance pin-423

point specific RAG models’ strengths and weak-424

nesses. They ensure that generated answers are425

informative, accurate, and relevant, enhancing their426

quality and trustworthiness. More details about427

the prompt for evaluation and keypoints genera-428

tion, and the comparison with human evaluation429

can refer to the Appendix C.430

4 Experiments431

4.1 Setup432

In our experiments (Table 1), the BGE-M3 (Chen433

et al., 2024a) model is used both for Chinese and434

English, with the following hyperparameters: the435

TopK retrieved documents are set to 5, the retrieval436

batch size is 256. The maximum length for the437

retrieval query is capped at 128 tokens. The default438

chunk size is set to 512, and meta-information (e.g.,439

company name, patient details) is added to enhance440

retrieval.441

For generation, the maximum input length for442

the query generator is set to 4096 tokens, and443

batches of 5 are processed. The generation pa-444

rameters include a maximum of 512 new tokens445

per output.446

We use the model’s default generation configu-447

rations (e.g., temperature, Top-P). If not available,448

the default settings from Hugging Face will be ap-449

plied. For ChatGPT models, temperature is set to450

0.2 and TopP to 1.0, generating one response per451

query.452

We use FlashRAG (Jin et al., 2024) as the RAG453

inference pipeline with vLLM (Kwon et al., 2023)454

as the backend.455

4.2 Generation Performance Comparison456

In this experiment, we compare the performance457

of 9 popular open/close-sourced generation models458

with different parameter sizes, including MiniCPM-459

2B-sft and MiniCPM3-4B (Hu et al., 2024),460

Baichuan-2-7B-chat (Yang et al., 2023), Llama3-461

8B-Instruct (AI@Meta, 2024), Qwen1.5-7B/14B-462

chat (Bai et al., 2023), Qwen2-7B-Instruct (Bai463

et al., 2023), GPT-3.5-Turbo-0125, and GPT-4o- 464

2024-0806 3. We use the same input prompt to 465

compare the outputs of the different generation 466

models. We chose 50 random questions of all ques- 467

tion types for each scenario and language for eval- 468

uation. The overall experimental results of the 469

different generation models are shown in Table 1. 470

GPT-4o and MiniCPM3-4B Show Superior Gen- 471

eration Performance. According to our pro- 472

posed keypoint-based evaluation shown in Table 1, 473

GPT-4o achieves the highest Completeness scores 474

of 79.13% (CN) and 69.36% (EN) and the lowest 475

Hallucination scores in Chinese at 12.10%. What’s 476

more, the best-performing small-to-medium open- 477

source model is MiniCPM3-4B, which highlights 478

significant room for improvement among open- 479

source alternatives. 480

Findings on Model Size. Our experimental re- 481

sults in Table 1 further validate the scaling law (Ka- 482

plan et al., 2020) within the same model fam- 483

ily. For instance, Qwen1.5-14B-chat outperforms 484

Qwen1.5-7B-chat and other open-source models 485

except for MiniCPM3-4B, achieving better scores 486

in both Completeness and Hallucination. 487

The Effectiveness of Keypoint-Based Metrics. 488

Our analyses reveal notable discrepancies between 489

traditional evaluation metrics, such as Rouge-L and 490

BLEU—and keypoint-based metrics that assess 491

deep semantic alignment. For instance, in the Chi- 492

nese setting, Baichuan-2-7B-chat achieves the high- 493

est Rouge-L (38.30%) and BLEU (21.55%) scores, 494

yet its Completeness score is relatively low at only 495

60.25%. Conversely, GPT-4o performs the best on 496

Completeness, scoring 79.13% in Chinese, while 497

it exhibits both the low Rouge-L (21.30%) and 498

BLEU (8.70%) in Chinese. These results suggest 499

that while Rouge-L and BLEU primarily measure 500

surface-level language similarity, keypoint-based 501

metrics capture deeper semantic correspondence, 502

thereby offering a more nuanced reflection of a 503

model’s true performance in RAG tasks. 504

4.3 Hyperparameter Comparison 505

In the RAG system, various hyperparame- 506

ters—such as the chunk size, the number of re- 507

trieved items (Top-K), and the selection of retrieval 508

models—play a pivotal role in determining over- 509

all performance. To examine their impact on our 510

dataset, we first explore different retrieval models, 511

3https://platform.openai.com/docs/models
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Model Completeness (↑) Hallucination (↓) Irrelevance (↓) Rouge-L (↑) BLEU (↑)

CN EN CN EN CN EN CN EN CN EN

MiniCPM-2B-sft 54.59 57.88 28.82 19.49 16.58 22.63 31.11 26.94 15.19 6.38
MiniCPM3-4B 75.74 64.09 13.78 16.42 10.48 19.49 32.06 27.99 16.34 6.82
Baichuan-2-7B-chat 60.25 57.40 23.97 19.60 15.77 22.99 38.30 30.68 21.55 8.84
Qwen1.5-7B-chat 69.50 62.76 19.25 17.65 11.25 19.60 32.49 21.62 17.11 4.06
Qwen2-7B-Instruct 70.83 65.38 16.93 16.41 12.24 18.21 24.55 22.99 10.26 4.69
Llama3-8B-Instruct 69.26 63.61 18.29 15.12 12.45 21.27 21.54 25.22 9.15 5.12
Qwen1.5-14B-chat 73.17 64.41 14.40 15.50 12.43 20.09 31.93 23.99 15.25 4.84
GPT-3.5-Turbo 75.40 68.37 13.10 15.72 11.50 15.91 18.92 19.84 6.45 3.35
GPT-4o 79.13 69.36 12.10 13.79 8.77 16.85 21.30 23.25 8.70 4.80

Table 1: Overall model performance results (%) of nine language models in generation across Chinese (CN) and
English (EN) datasets. The evaluation covers both open-source and proprietary models, with open-source models
ranging from 2B to 14B parameters.

Model
Retrieval Generation

Recall (↑) EIR (↑) Completeness (↑) Hallucination (↓) Irrelevance (↓)

CN EN CN EN CN EN CN EN CN EN

BM25 74.21 58.08 4.11 7.05 71.89 63.80 17.34 16.61 10.77 19.60
GTE-multilingual-Base 52.55 41.61 2.94 5.72 55.17 54.30 28.35 23.01 16.48 22.69
MiniCPM-Embedding 71.67 55.29 4.02 7.56 69.89 63.08 20.02 18.79 10.09 18.13
BGE-M3 72.94 55.10 4.03 6.84 70.24 64.08 18.62 17.03 11.14 18.89

Table 2: The performance results (%) of various retrieval models on Chinese (CN) and English (EN) datasets.
Metrics include Recall, EIR, Completeness, Hallucination and Irrelevance. We sample 50 queries for each query
type in each domain randomly, 2100 queries in total. List of query types can be found at Figure 13

including BM25, GTE-multilingual-Base (Zhang512

et al., 2024), MiniCPM-Embedding4, and BGE-513

M3 (Chen et al., 2024a). Next, with the chunk514

size fixed at 512, we investigate how varying the515

Top-K retrieval value affects the results. Finally,516

we assess the impact of 3 distinct chunk Top-K517

selection strategies on completeness under differ-518

ent scenarios. In these experiments, we randomly519

select 50 samples from all query types, consistent520

with the data proportions described in Section 4.2.521

All other parameters remain identical to those in522

the main experimental setup, and we employ the523

Llama3-8B-Instruct model for testing. Through524

these hyperparameter evaluations, we aim to de-525

velop a more comprehensive understanding of our526

DragonBall dataset.527

4.3.1 Retrieval Model observation528

Our experiments shown in Table 2 demonstrate a529

strong correlation between retrieval metrics (Recall,530

EIR) and downstream generation quality. For in-531

stance, BM25 achieves the highest Recall (74.21%532

4https://huggingface.co/openbmb/
MiniCPM-Embedding

CN) and simultaneously attains the best Com- 533

pleteness (71.89% CN), aligning with expectations. 534

High EIR score also indicates normally low Hal- 535

lucination, for instance BM25 has the lowest Hal- 536

lucination and the highest EIR. However, retrieval 537

superiority alone does not guarantee optimal gener- 538

ation performance—BGE-M3 exhibits marginally 539

lower Recall (55.10% EN) yet best Completeness 540

(64.08% EN). We hypothesize that while BM25 541

effectively retrieves keyword-matching chunks, it 542

may miss contextually nuanced passages requir- 543

ing deeper reasoning, which are also critical for 544

keypoint coverage in generation tasks. 545

Notably, the strong performance of BM25 (sur- 546

passing dense retrievers like BGE-M3 in genera- 547

tion metrics) can be attributed to two factors: 1) 548

Queries in our benchmark often contain explicit 549

keywords that align with document chunks, and 550

2) The limited number of relevant references per 551

query allows simple methods to dominate when 552

retrieving top-5 passages. This contrasts with GTE- 553

multilingual-Base, which underperforms in both re- 554

trieval (52.55% CN Recall) and generation (55.17% 555

CN Completeness), likely due to its suboptimal 556
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TopK
Retrieval Generation

Recall (↑) Completeness (↑) Hallucination (↓) Irrelevance (↓)

CN EN CN EN CN EN CN EN

2 49.18 38.16 55.04 51.29 24.52 22.29 20.45 26.42
5 72.94 55.10 70.38 63.96 18.63 16.80 10.99 19.24
8 78.94 64.05 72.32 69.41 17.10 13.96 10.58 16.63

Table 3: TopK Performance Results (%).

cross-lingual alignment.557

4.3.2 TopK Retrieval Observations.558

As shown in Table 3, increasing TopK from 2 to559

8 improves Recall by 60.51% (CN) and 67.8%560

(EN) relative to Recall at TopK = 2, confirming561

that broader retrieval enhances coverage of criti-562

cal information. Due the no-equivalent of the total563

tokens retrieved, we don’t include EIR metric in564

Table 3 since it would be useless.565

Notably, generation quality exhibits diminish-566

ing returns: expanding TopK from 2 to 5 boosts567

Completeness by 27.87% (CN) and 24.70% (EN),568

whereas further increasing to TopK=8 yields only569

marginal gains (2.76% CN, 8.52% EN). This sug-570

gests that while initial retrieval expansion (2→5)571

addresses core information gaps, subsequent addi-572

tions (5→8) primarily refine minor details.573

Balancing Retrieval Breadth and Noise. While574

increasing TopK generally improves generation ro-575

bustness, excessive expansion risks introducing ir-576

relevant passages that may overwhelm the LLM’s577

processing capacity. Although our current results578

show reduced hallucination with larger TopK, this579

trend could reverse in scenarios with lower retrieval580

precision, where noisy inputs mislead the genera-581

tor. Thus, selecting an optimal TopK—sufficiently582

large to capture key information yet within the583

LLM’s context window constraints—is critical.584

4.3.3 Different hyper-parameter trend across585

three Question Types586

As shown in Fig 3, the 3 query types (FQ, MRQ,587

and NCQ) respond differently to changes in the588

Chunk-TopK configuration. FQ achieves its high-589

est Completeness at 256-10, MRQ peaks at 512-5,590

and NCQ performs best at 128-20, demonstrating591

that each query type requires a distinct configura-592

tion for optimal performance.593

These results highlight that no single configu-594

ration uniformly benefits all query types. Instead,595

128-20 256-10 512-5
Chunk-TopK

60

65

70

75

80

85

90

95

100

C
om

pl
et

en
es

s

86.00

76.00

79.33

92.00

78.70

68.67

86.00

79.03

63.33

FQ
MRQ
NCQ

Figure 3: Results (%) of Completeness of different
query types under different Chunk-TopK settings on
finance scenario in English dataset. We test three
query types: Factual Question (FQ), Multi-hop Reason-
ing Question (MRQ), Numerical Comparison Question
(NCQ).

each query type demands a tailored Chunk-TopK 596

setting. This underscores our core insight: adapt- 597

ing retrieval-augmented generation to the specific 598

characteristics of each query type leads to more 599

robust performance across different scenarios. 600

5 Conclusion 601

This paper introduces RAGEval, a framework for 602

rapidly generating scenario-specific datasets to 603

evaluate RAG systems. Our approach addresses the 604

limitations of existing benchmarks by prioritizing 605

factual accuracy and scenario-specific knowledge, 606

which are critical across industries. Experimental 607

results show that our metrics offer a more compre- 608

hensive and accurate RAG assessment in specific 609

scenarios compared to conventional ones. GPT-4o 610

outperforms overall, but the performance gap with 611

top open-source models is small, showing potential 612

for improvement. Our experiments also demon- 613

strate that scenario-specific settings are crucial for 614

RAG assessment. Future work could explore ex- 615

tending the framework to diverse scenarios and fur- 616

ther close the performance gap in RAG systems. 617
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Limitations618

We highlight two primary limitations of our frame-619

work. First, the text generation component heavily620

relies on large language models, which may pro-621

duce hallucinations despite our careful prompt de-622

sign and validation steps. Second, using advanced623

closed-source models can be costly, although open-624

source alternatives can help mitigate expenses.625
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A Schema Refinement771

Our refinement constitutes only a small portion of772

the overall schema and is primarily focused on op-773

timizing its format to better align with the require-774

ments for generating configurations and documents.775

Specifically, the schema is represented in JSON for-776

mat. In the original schema, the keys for events777

were often direct descriptions of the events them-778

selves (e.g., "Major Asset Acquisition"), while the779

corresponding values were dictionaries composed 780

of fields such as "time", "description", and "im- 781

pact". However, this structure is not conducive to 782

generating configurations or handling the schema 783

universally in code. 784

To address this issue, we implemented a man- 785

ual refinement process, transforming most schema 786

keys into more generic names. For instance, "Major 787

Asset Acquisition" was converted from a specific 788

key into a value in a general dictionary structure 789

comprising the following fields: "event", "time", 790

"description", and "impact". This refinement not 791

only standardizes and unifies the schema structure 792

but also facilitates universal handling and extensi- 793

bility in subsequent configuration generation and 794

code processing. See figure 9 and 10 for exam- 795

ple. Due to the rapid advancement and remarkable 796

progress in model capabilities, current models can 797

now meet such requirements with some constraints 798

in the prompt, potentially eliminating the need for 799

manual refinement in the future. 800

B Document Generation 801

To ensure content consistency in complex docu- 802

ment generation, we have developed a hierarchical 803

configuration generation mechanism. The imple- 804

mentation involves three key phases: First, con- 805

structing fundamental event schemas that may con- 806

tain multiple sub-events. The configuration pa- 807

rameters of these base events are then fed back as 808

secondary inputs to drive sub-event generation. For 809

financial reports (particularly multi-sectional fil- 810

ings), we employ a modular approach: generating 811

structured outline configurations for each section 812

first, then producing and integrating content based 813

on these outlines. Additionally, pre-generated stan- 814

dardized company profiles are dynamically embed- 815

ded into documents to maintain consistent corpo- 816

rate descriptions throughout the report. 817

C Quality Assessment 818

In this section, we introduce the human verification 819

process used to assess the quality of the generated 820

dataset and the evaluation. The assessment is di- 821

vided into three main tasks: QRA validation, gener- 822

ated documents quality assessment, and automated 823

evaluation validation. 824

QRA Quality Assessment. We ask 8 annotators 825

to assess the quality of the QRAs by scoring the 826

correctness of the QRAs generated under different 827

configurations according to the standards listed in 828
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5: The response is completely correct and fluent.
4: The response is correct but includes redundant
information.
3: Most of the response is correct.
2: About half of the response is correct.
1: A small part of the response is correct, or there are
logical errors.
0: The response is irrelevant or completely incorrect.

Figure 4: QRA quality scoring criteria.

Figure 4. Those annotators are highly educated829

students or researchers with enough background830

knowledge for certain annotated fields and are ade-831

quately paid for after the annotations. We randomly832

select ten samples per question type for every lan-833

guage and scenario, resulting in 420 samples in834

total for annotation. When scoring, annotators are835

provided with the document, question, question836

type, generated response, and references. The re-837

sults from Table 4 indicate that the QRA quality838

scores are consistently high across different sce-839

narios, with slight variations between languages.840

Specifically, the combined proportion of scores 4841

and 5 for all scenarios is approximately 95% or842

higher. This suggests that our approach maintains843

a high standard of accuracy and fluency in QRAs.844

Document Quality Assessment. We evaluate the845

quality of the documents generated using RAGEval846

by comparing them with documents generated us-847

ing baseline methods, which include zero-shot848

prompting (to ask the LLM to generate the doc-849

ument given only a scenario prompt) and one-shot850

prompting (to ask the LLM to generate the docu-851

ment given a scenario prompt and a sample docu-852

ment). We randomly select 20, 20, and 19 gener-853

ated documents for finance, legal, and medical sce-854

narios for both languages, respectively, and pack855

each document with 2 baseline documents gen-856

erated by zero- and one-shot prompting into one857

group for comparison. Annotators are asked to rank858

the documents in each group in terms of clarity,859

safety, richness, and conformity, as defined in Fig-860

ure 5, with ties allowed. Results shown in Figure861

6 demonstrate that our method consistently outper-862

forms zero-shot and one-shot methods across all863

criteria, particularly in safety, clarity, conformity,864

and richness. Specifically, for the Chinese and En-865

glish datasets across the three aspects of richness,866

clarity, and safety, our method ranks first in over867

85% of the cases. This demonstrates the effective-868

Safety: Avoidance of real-world sensitive informa-
tion.
Clarity: Clear and specific information.
Conformity: Resemblance to real documents like
financial reports or medical records.
Richness: Depth and breadth of information.

Figure 5: Document quality comparison criteria.

Finance Law Medical

CN 4.94 4.81 4.76
EN 4.84 4.79 4.87

Table 4: QAR quality human review scores by domain.

ness of our approach in generating high-quality 869

articles with diverse and rich content without com- 870

promising safety and clarity. 871

Validation of Automated Evaluation. To vali- 872

date the consistency between LLM evaluations and 873

human assessments, we compare the LLM-reported 874

metrics—completeness, hallucination, and irrele- 875

vance—with those provided by human evaluators. 876

Specifically, we selected the top five results for 877

each question type across various scenarios, cover- 878

ing both Chinese and English, from the Baichuan-2- 879

7B-chat model. This process yielded a total of 210 880

annotated questions, with each question evaluated 881

by three independent annotators. The annotations 882

were then aggregated using a voting mechanism, 883

classifying each keypoint as either "relevant to the 884

answer," "irrelevant," or "contradictory to the an- 885

swer." We then calculate the three metrics and com- 886

pare them with LLM-annotated results. Results in 887

Figure 7 show that the machine and human evalua- 888

tions show a high degree of alignment in all metrics. 889

The final absolute difference between the human 890

evaluation and the machine evaluation is 1.67%. 891

The Fleiss’ Kappa value between the three annota- 892

tors is 0.7686. This validates the reliability of our 893

automated evaluation metrics and confirms their 894

consistency with human judgment. 895

In summary, the human evaluation results high- 896

light the robustness and effectiveness of our method 897

in generating accurate, safe, and rich content across 898

various scenarios, as well as the reliability of our 899

automated evaluation metrics in reflecting human 900

judgment. 901
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Figure 6: Document generation comparison by scenario.
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D DragonBall Dateset Details902

For document generation, the dataset includes texts903

from 20 different corporate scenarios in finance,904

with one randomly selected text per scenario; 10905

different legal scenarios, with two randomly se-906

lected texts per scenario; and 19 major medical907

categories, each with two subcategories and one908

randomly selected text per major category. This909

ensures a balanced number of human-evaluated910

documents across finance, law, and medical scenar-911

ios.912

scenario Language Document Count

Finance CN & EN 40 & 40
Legal CN & EN 30 & 30
Medical CN & EN 38 & 38

Table 5: Distribution of Documents in the DRAG-
ONBALL Dataset, in total, we have 6711 questions.

In Table 5, we present a detailed breakdown of913

Information
Integration

22.21%

Factual

19.35%

Summarization

17.28%
Multi-hop
Reasoning

16.10%

Numerical
Comparison

10.40%

Unanswerable

7.51%

Temporal
Sequence

7.15%

Figure 8: Questions type ratios of DragonBall.

the DRAGONBall dataset. The first section of the 914

table shows the distribution of documents across 915

the three scenarios (finance, legal, and medical) 916

in both Chinese (CN) and English (EN), with an 917

equal number of documents for each language. The 918

second section categorizes the types of questions 919

included in the dataset, providing percentages for 920

each type. The third section details the distribu- 921

tion of the number of reference documents used in 922

answering the questions, reflecting the complexity 923

and variability of the dataset. In total, the dataset 924

comprises 6711 questions. 925

To ensure the high quality of the QRA triples, 926

we first consider the balance and diversity among 927

the different question types, and then we remove 928

homogeneous and meaningless questions. For ex- 929

ample, if the number of unanswerable questions 930

is insufficient, we supplement them according to 931

the article. Second, we eliminate redundant ref- 932

erences and answer statements and correct logical 933

reasoning errors in the answers to ensure the dataset 934

quality. 935

The dataset and the framework will be released 936

under a CC-BY-NC license to ensure its safe use. 937

E Examples 938
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Model
Retrieval

Recall (↑) EIR (↑)

CN EN CN EN

BM25 80.69 66.17 4.46 8.80
GTE-multilingual-Base 65.24 52.64 3.69 7.83
MiniCPM-Embedding 81.23 65.85 4.62 9.47
BGE-M3 82.54 64.98 4.64 8.60

Table 6: The performance results (%) of various retrieval models on DragonBall dataset. The primary metrics
evaluated include Recall and EIR. We test all queries in Dragonball dataset.

{
"courtAndProcuratorate": {
"court": "",
"procuratorate": ""

},
"chiefJudge": "",
"judge": "",
"clerk": "",
"defendant": {
"name": "",
"gender": "",
"birthdate": "",
"residence": "",
"ethnicity": "",
"occupation": ""

},
"defenseLawyer": {

"name": "",
"lawFirm": ""

},
"caseProcess": {

"Case Filing and Investigation": {
"date": ""

},
"Detention Measures Taken": {
"date": ""

},
"Criminal Detention": {
"date": ""

},
"Arrest": {
"date": ""

}
},
"criminalFacts": {
"Crime Name": {
"details": [
{
"timePeriod": "",
"behavior": "",
"evidence": ""

}
]

}
},
"legalProcedure": {
"judgmentDate": "",
"judgmentResult": {
"Crime Name": {
"sentence": "",
"sentencingConsiderations": ""

}
}

}
}

Figure 9: A schema example of Law scenario before refinement.

13



{
"courtAndProcuratorate": {
"court": "",
"procuratorate": ""

},
"chiefJudge": "",
"judge": "",
"clerk": "",
"defendant": {
"name": "",
"gender": "",
"birthdate": "",
"residence": "",
"ethnicity": "",
"occupation": ""

},
"defenseLawyer": {

"name": "",
"lawFirm": ""

},
"caseProcess": [

{
"event": "Case Filing and Investigation",
"date": ""

},
{
"event": "Detention Measures Taken",
"date": ""

},
{
"event": "Criminal Detention",
"date": ""

},
{
"event": "Arrest",
"date": ""

}
],
"criminalFacts": [
{
"crimeName": "",
"details": [
{
"timePeriod": "",
"behavior": "",
"evidence": ""

}
]

}
],
"legalProcedure": {
"judgmentDate": "",
"judgmentResult": [
{
"crimeName": "",
"sentence": "",
"sentencingConsiderations": ""

}
]

}
}

Figure 10: A schema example of Law scenario after refinement.

14



{
"courtAndProcuratorate": {

"court": "Ashton , Clarksville , Court",
"procuratorate": "Ashton , Clarksville , Procuratorate"

},
"chiefJudge": "M. Gray",
"judge": "H. Torres",
"clerk": "A. Brown",
"defendant": {

"name": "J. Gonzalez",
"gender": "female",
"birthdate": "15th, June , 1999",
"residence": "53, Bayside street , Clarksville",
"ethnicity": "Hispanic",
"occupation": "Senior Inspector , Clarksville Tax Department"

},
"defenseLawyer": {

"name": "M. Smith",
"lawFirm": "Clarksville Legal Associates"

},
"caseProcess": [

{
"event": "Case Filing and Investigation",
"date": "1st March 2023"

},
{

"event": "Detention Measures Taken",
"date": "5th March 2023"

},
{

"event": "Criminal Detention",
"date": "10th March 2023"

},
{

"event": "Arrest",
"date": "12th March 2023"

}
],
"criminalFacts": [

{
"crimeName": "Crime of Bending the Law for Personal Gain",
"details": [

{
"timePeriod": "January 2022 - December 2022",
"behavior": "J. Gonzalez utilized her position as Senior Inspector in ...",
"evidence": "Email correspondences between J. Gonzalez and ..."

}
...

]
}

],
"legalProcedure": {

"judgmentDate": "15th May 2023",
"judgmentResult": [

{
"crimeName": "Crime of Bending the Law for Personal Gain",
"sentence": "5 years of fixed -term imprisonment",
"sentencingConsiderations": "The defendant ’s position of trust ..."

}
]

}
}

Figure 11: A config example of Law scenario.
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"content":"Ashton , Clarksville Court
Case No. XYZ12345

**IN THE COURT OF ASHTON , CLARKSVILLE **
** CRIMINAL JUDGMENT **

**COURT AND PROSECUTOR INFORMATION **

** Court :**
Ashton , Clarksville Court

** Prosecutorate :**
Ashton , Clarksville Procuratorate

** Chief Judge :**
M. Gray

**Judge :**
H. Torres

**Clerk :**
A. Brown

** DEFENDANT AND DEFENSE LAWYER INFORMATION **

** Defendant :**
Name: J. Gonzalez
Gender: Female
Birthdate: 15th June 1999
Residence: 53 Bayside Street , Clarksville
Ethnicity: Hispanic
Occupation: Senior Inspector , Clarksville Tax Department

** Defense Lawyer :**
Name: M. Smith
Law Firm: Clarksville Legal Associates

**CASE PROCEDURES **

The case against J. Gonzalez commenced with an investigation following a suspicious tip received by
the Ashton , Clarksville Procuratorate on 1st March 2023. The investigation revealed substantial
evidence implicating the defendant in the Crime of Bending the Law for Personal Gain.
Consequently , J. Gonzalez was taken into detention on 5th March 2023. Criminal detention was
applied on 10th March 2023, and the defendant was formally arrested on 12th March 2023.

**CASE STATEMENT **

The Crime of Bending the Law for Personal Gain by the defendant , J. Gonzalez , occurred over a span
of one year , from January 2022 to December 2022. During this period , J. Gonzalez exploited her
position as a Senior Inspector within the Clarksville Tax Department to manipulate tax audits ,
reports , and reduce penalty fees for several conspiring local businesses in exchange for
substantial financial bribes. This court will detail the pertinent events chronologically to
provide a comprehensive understanding of the criminal activities committed.

** Charge :**
Crime of Bending the Law for Personal Gain as per Article 397 of the applicable law.

** EVIDENCE DESCRIPTION **

**1. January 2022 - December 2022: Manipulation of Tax Audits in Exchange for Bribes **

During the year of 2022, J. Gonzalez engaged in illicit activities using her privileged position.
Emails confirmed numerous correspondences between J. Gonzalez and various local business owners.
These emails explicitly outlined her agreement to manipulate tax audits and financial reports

for monetary compensation. Bank statements revealed a series of significant transactions
amounting to $125 ,000 deposited into an account owned by J. Gonzalez from suspicious sources.
Testimonies from several business owners corroborated these findings , revealing a consistent
pattern of bribery and exploitation.

...

**Date of Judgment :**
15th May 2023

**___**
M. Gray , Chief Judge
**___**
H. Torres , Judge
**___**
A. Brown , Clerk"

Figure 12: A document example of Law scenario.

16



{
"qa_fact_based": [

{
"Question Type": "Factual Question",
"Question": "According to the court judgment of Ashton , Clarksville , Court , what was the

judgment date?",
"ref": [

"Date of Judgment: 15th May 2023"
],
"Answer": "15th May 2023."

}
],
"qa_multi_hop": [

{
"Question Type": "Multi -hop Reasoning Question",
"Question": "According to the judgment of Ashton , Clarksville , Court , how many instances

of bending the law for personal gain did J. Gonzalez commit?",
"ref": [

"The Crime of Bending the Law for Personal Gain by the defendant , J. Gonzalez ,
occurred over a span of one year , from January 2022 to December 2022.",

"During this period , J. Gonzalez exploited her position as a Senior Inspector within
the Clarksville Tax Department to manipulate tax audits , reports , and reduce penalty fees for

several conspiring local businesses in exchange for substantial financial bribes.",
"In March 2022, J. Gonzalez revised the tax records for Sunrise Construction Inc.,

drastically reducing their tax liability after receiving a bribe of $50 ,000.",
"In exchange for $30 ,000, J. Gonzalez facilitated the undue reduction of penalty

fees levied on Downtown Boutique Ltd. for late tax submissions.",
"The most egregious of the offenses occurred in November 2022, when J. Gonzalez

disclosed sensitive and confidential information about ongoing tax investigations to executives
at Riven Pharmaceuticals , securing a bribe of $45 ,000."

],
"Answer": "According to the judgment , J. Gonzalez committed four instances of bending

the law for personal gain: manipulating tax audits and reports , altering tax records , reducing
penalty fees , and providing confidential information."

}
],
"qa_summary": [

{
"Question Type": "Summary Question",
"Summary Content": "Facts of the crime",
"Question": "According to the judgment of Ashton , Clarksville , Court , summarize the

facts of J. Gonzalez ’s crimes.",
"ref": [

"The Crime of Bending the Law for Personal Gain by the defendant , J. Gonzalez ,
occurred over a span of one year , from January 2022 to December 2022.",

"During this period , J. Gonzalez exploited her position as a Senior Inspector within
the Clarksville Tax Department to manipulate tax audits , reports , and reduce penalty fees for

several conspiring local businesses in exchange for substantial financial bribes.",
"In March 2022, J. Gonzalez revised the tax records for Sunrise Construction Inc.,

drastically reducing their tax liability after receiving a bribe of $50 ,000.",
"In exchange for $30 ,000, J. Gonzalez facilitated the undue reduction of penalty

fees levied on Downtown Boutique Ltd. for late tax submissions.",
"The most egregious of the offenses occurred in November 2022, when J. Gonzalez

disclosed sensitive and confidential information about ongoing tax investigations to executives
at Riven Pharmaceuticals , securing a bribe of $45 ,000."

],
"Answer": "J. Gonzalez , a Senior Inspector at the Clarksville Tax Department , committed

the crime of bending the law for personal gain. From January 2022 to December 2022, she
manipulated tax audits and reports in exchange for bribes from multiple local businesses. In
March 2022, she altered tax records to reduce the tax liability for Sunrise Construction Inc.
after receiving $50 ,000. In August 2022, she reduced penalty fees for late tax submission of
Downtown Boutique Ltd. in exchange for $30 ,000. In November 2022, she provided confidential
information about ongoing tax investigations to Riven Pharmaceuticals in exchange for $45 ,000."

}
]

}

Figure 13: A QRA example of Law scenario.
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{
"prompt":"In this task , you will be given a question and a standard answer. Based on the standard

answer , you need to summarize the key points necessary to answer the question. List them as
follows:

1. ...
2. ...

and so on, as needed.

Example:
Question: What are the significant changes in the newly amended Company Law?
Standard Answer: The 2023 amendment to the Company Law introduced several significant changes.

Firstly , the amendment strengthens the regulation of corporate governance , specifically
detailing the responsibilities of the board of directors and the supervisory board [1]. Secondly
, it introduces mandatory disclosure requirements for Environmental , Social , and Governance (ESG
) reports [2]. Additionally , the amendment adjusts the corporate capital system , lowering the
minimum registered capital requirements [3]. Finally , the amendment introduces special support
measures for small and medium -sized enterprises to promote their development [4].

Key Points:

1. The amendment strengthens the regulation of corporate governance , detailing the responsibilities
of the board of directors and the supervisory board.

2. It introduces mandatory disclosure requirements for ESG reports.
3. It adjusts the corporate capital system , lowering the minimum registered capital requirements.
4. It introduces special support measures for small and medium -sized enterprises.

Question: Comparing the major asset acquisitions of Huaxia Entertainment Co., Ltd. in 2017 and Top
Shopping Mall in 2018, which company ’s acquisition amount was larger?

Standard Answer: Huaxia Entertainment Co., Ltd.’s asset acquisition amount in 2017 was larger [1],
amounting to 120 million yuan [2], whereas Top Shopping Mall’s asset acquisition amount in 2018
was 50 million yuan [3].

Key Points:

1. Huaxia Entertainment Co., Ltd.’s asset acquisition amount in 2017 was larger.
2. Huaxia Entertainment Co., Ltd.’s asset acquisition amount was 120 million yuan in 2017.
3. Top Shopping Mall’s asset acquisition amount was 50 million yuan in 2018.

Question: Comparing the timing of sustainability and social responsibility initiatives by Meihome
Housekeeping Services Co., Ltd. and Cultural Media Co., Ltd., which company initiated these
efforts earlier?

Standard Answer: Meihome Housekeeping Services Co., Ltd. initiated its sustainability and social
responsibility efforts earlier [1], in December 2018 [2], whereas Cultural Media Co., Ltd.
initiated its efforts in December 2019 [3].

Key Points:

1. Meihome Housekeeping Services Co., Ltd. initiated its sustainability and social responsibility
efforts earlier.

2. Meihome Housekeeping Services Co., Ltd. initiated its efforts in December 2018.
3. Cultural Media Co., Ltd. initiated its efforts in December 2019.

Question: Based on the 2017 Environmental and Social Responsibility Report of Green Source
Environmental Protection Co., Ltd., how did the company improve community relations through
participation in charitable activities , community support and development projects , and public
service projects?

Standard Answer: Green Source Environmental Protection Co., Ltd. improved community relations
through several social responsibility activities. Firstly , in March 2017, the company
participated in or funded charitable activities and institutions to support education , health ,
and poverty alleviation , enhancing the company ’s social image and brand recognition [1].
Secondly , in June 2017, the company invested in the local community , supporting education ,
health , and social development projects , deepening its connection with the community and
promoting overall community well -being and development [2]. Finally , in August 2017, the company
participated in public service projects such as urban greening and public health improvement

projects , enhancing the quality of life in the community and promoting sustainable development
[3]. These measures enhanced public perception of the company and improved community relations
[4].

Key Points:

1. In March 2017, the company participated in or funded charitable activities and institutions to
support education , health , and poverty alleviation , enhancing the company ’s social image and
brand recognition.

2. In June 2017, the company invested in the local community , supporting education , health , and
social development projects , deepening its connection with the community and promoting overall
community well -being and development.

3. In August 2017, the company participated in public service projects such as urban greening and
public health improvement projects , enhancing the quality of life in the community and promoting
sustainable development.

4. These measures enhanced public perception of the company and improved community relations.

Test Case:
Question: {question}
Standard Answer: {ground_truth}
Key Points:"

Figure 14: Key points generation prompt.
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{"prompt":"""In this task , you will receive a question , a generated answer , and multiple key points
from a standard answer. Please categorize each key point by determining whether it is Relevant ,
Irrelevant , or Wrong based on the generated answer. For each key point , provide a brief analysis
and conclude with one of the following classifications:

[[[ Relevant ]]] indicates that the generated answer contains key information that is related to and
consistent with the key point described in the standard answer.

[[[ Irrelevant ]]] indicates that the generated answer does not contain or involve information related
to the key point in the standard answer.

[[[ Wrong ]]] indicates that the generated answer contains information related to the key point but it
is incorrect or contradicts the standard answer keypoints.

Ensure that each key point is categorized into only one of the three categories. Provide your
analysis and conclusion for each key point sequentially.

Example 1:

Question: What is the current situation and future outlook for wealth management fee income?

Generated Answer: In the first three quarters , the bank achieved wealth management fee income of
5.105 billion yuan , down 20.7% year -on-year. This decline was mainly due to the active reduction
of non -standard product scales and the decline in fund sales caused by fluctuations in the

securities market. To address this situation , the bank plans to continue upgrading its products ,
teams , professionalism , and technological capabilities. Specific measures include improving

asset selection and product screening capabilities , enriching and optimizing product shelves ,
continuously strengthening the construction of professional teams , and focusing on enhancing
team professional skills and middle -office empowerment levels to enhance the endogenous
development capabilities of the teams. The future outlook includes achieving more stable and
higher -quality development through these measures to cope with the challenges of declining
wealth management fee income.

Standard Answer Key Points:
Here are 2 key points
1. Current situation of wealth management fee income: Income in the first three quarters decreased

by 21.6% year -on-year.
2. Future measures: Plans to upgrade products and teams to achieve stable development.

Key Point Evaluation:

Key Point 1:
Comparable fragment of the generated answer: "wealth management fee income of 5.105 billion yuan ,

down 20.7% year -on-year."
Analysis: The generated answer mentions a decrease of 20.7% year -on-year , whereas the standard key

point specifies a decrease of 21.6%. The percentage difference makes this information incorrect.
Conclusion: [[[ Wrong ]]]
Key Point 2:
Comparable fragment of the generated answer: "plans to continue upgrading its products , teams ,

professionalism , and technological capabilities ."
Analysis: The generated answer aligns with the standard key point by detailing plans to upgrade

products and teams to achieve more stable development.
Conclusion: [[[ Relevant ]]]
.... omit three example here

Before you begin the evaluation , please pay attention to the following points:

1. [[[ Wrong ]]] should only be assigned when there is a specific factual or logical conflict between
the key point and the generated answer. If important content is missing , it should be
categorized as [[[ Irrelevant ]]], not [[[ Wrong ]]]. More special cases should refer to point 5
below.

2. [[[ Relevant ]]] does not require the generated answer to include all the details. It only needs to
contain the key information necessary to answer the question. Not all details are required. We

ensure that each key point in the standard answer is typically necessary , although some details
might not be important for answering the question. When making judgments , focus only on whether
the most important information is included and consistent. Also , identical content in different
forms can be considered relevant as long as the core key information is present.

3. Please ensure that the number of key points evaluated matches the number of key points in the
standard answer. Each key point must be evaluated; do not skip or over -evaluate any key point.

4. After evaluating the key points , do not repeat your conclusions. Ensure that the total number of
classifications [[[ Relevant ]]], [[[ Wrong]]], and [[[ Irrelevant ]]] matches the number of
key points in the standard answer.

.... omit three more instruction

Test cases:
Question: {question}
Generated Answer: {prediction}
Standard Answer Key Points:
Here are {key_points_num} key points
{key_points}
Key Point Evaluation:"""
}

Figure 15: Key points evaluation prompt.
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Query Type Retrieval Generation

Recall (↑) EIR (↑) Completeness (↑)

128-20 256-10 512-5 128-20 256-10 512-5 128-20 256-10 512-5

FQ 98.00 100.00 94.00 1.02 2.66 4.89 86.00 92.00 86.00
IIQ 59.26 68.39 73.31 1.43 5.79 13.62 77.77 82.77 71.60
NCQ 86.33 77.33 68.33 1.50 5.45 9.01 79.33 68.67 63.33
TSQ 77.00 78.47 74.93 1.94 6.36 12.47 82.00 79.67 67.67
MRQ 79.95 84.74 84.54 4.56 7.92 15.21 76.00 78.70 79.03
SQ 55.94 50.21 57.89 3.73 7.74 21.17 58.92 54.26 60.12
UQ 13.00 13.00 16.00 0.10 0.39 1.34 48.00 48.67 54.00
Avg. 67.07 67.45 67.00 2.04 5.18 11.10 72.57 72.10 68.82

Table 7: Chunk-TopK results (%) of various query types on finance scenario in English. Seven query types
are evaluated: Factual Question (FQ), Information Integration Question (IIQ), Numerical Comparison Question
(NCQ), Temporal Sequence Question (TSQ), Multi-hop Reasoning Question (MRQ), Summarization Question
(SQ), Unanswerable Question (UQ).

Query Type Retrieval Generation

Recall (↑) EIR (↑) Completeness (↑)

128-20 256-10 512-5 128-20 256-10 512-5 128-20 256-10 512-5

FQ 100.00 100.00 98.00 1.71 2.07 1.90 98.00 88.00 90.00
IIQ 96.00 91.00 88.00 3.26 3.69 3.28 78.40 78.80 72.60
NCQ 92.00 86.67 90.67 2.84 3.16 3.22 84.00 82.67 85.67
TSQ 94.00 89.00 75.00 3.10 3.41 2.73 90.67 79.33 71.00
MRQ 99.00 98.00 99.00 6.73 8.33 7.84 85.79 80.63 84.37
SQ 94.04 90.86 93.25 10.05 12.87 12.98 71.85 69.33 68.85
UQ 16.00 16.00 12.00 0.25 0.30 0.30 21.00 30.00 22.00
Avg. 84.43 81.65 79.42 3.99 4.83 4.61 75.67 72.68 70.64

Table 8: Chunk-TopK results (%) of various query types on finance scenario in Chinese. Seven query types
are evaluated: Factual Question (FQ), Information Integration Question (IIQ), Numerical Comparison Question
(NCQ), Temporal Sequence Question (TSQ), Multi-hop Reasoning Question (MRQ), Summarization Question
(SQ), Unanswerable Question (UQ).

Query Type Retrieval Generation

Recall (↑) EIR (↑) Completeness (↑)

128-20 256-10 512-5 128-20 256-10 512-5 128-20 256-10 512-5

FQ 98.00 94.00 88.83 2.24 2.52 2.07 99.00 88.00 91.00
IIQ 84.63 81.92 79.15 2.77 2.97 2.72 78.00 79.00 79.00
NCQ 93.00 78.33 68.67 2.83 2.58 2.12 84.00 71.67 65.33
TSQ 81.33 76.33 67.67 2.58 2.89 2.38 61.33 60.67 56.00
MRQ 91.41 81.93 82.47 11.95 12.10 11.23 49.37 46.41 49.41
SQ 74.63 73.68 74.23 13.98 14.68 14.09 58.89 64.97 60.80
UQ 10.00 7.00 3.00 0.14 0.08 0.08 44.00 57.00 44.00
Avg. 76.14 70.46 66.29 5.21 5.40 4.96 67.85 66.83 63.67

Table 9: Chunk-TopK results (%) of various query types on law scenario in Chinese. Seven query types are evaluated:
Factual Question (FQ), Information Integration Question (IIQ), Numerical Comparison Question (NCQ), Temporal
Sequence Question (TSQ), Multi-hop Reasoning Question (MRQ), Summarization Question (SQ), Unanswerable
Question (UQ).
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Query Type Retrieval Generation

Recall (↑) EIR (↑) Completeness (↑)

128-20 256-10 512-5 128-20 256-10 512-5 128-20 256-10 512-5

FQ 85.00 87.00 90.00 1.58 2.22 5.15 88.00 88.00 91.00
IIQ 75.07 72.23 64.03 3.33 4.08 5.20 77.50 77.00 76.17
NCQ 52.00 64.50 45.17 2.34 4.17 5.25 54.83 54.83 39.33
TSQ 79.33 59.17 52.00 5.44 4.40 4.54 58.67 45.33 40.00
MRQ 29.42 30.30 19.71 3.19 7.50 8.93 41.74 28.28 23.85
SQ 18.51 25.75 25.90 4.23 9.03 12.86 33.38 36.29 34.89
UQ 2.00 2.00 2.00 0.12 0.12 0.11 79.37 83.50 85.83
Avg. 48.76 48.71 42.69 2.89 4.50 6.01 62.01 59.10 55.93

Table 10: Chunk-TopK results (%) of various query types on law scenario in English. Seven query types are
evaluated: Factual Question (FQ), Information Integration Question (IIQ), Numerical Comparison Question (NCQ),
Temporal Sequence Question (TSQ), Multi-hop Reasoning Question (MRQ), Summarization Question (SQ),
Unanswerable Question (UQ).

Query Type Retrieval Generation

Recall (↑) EIR (↑) Completeness (↑)

128-20 256-10 512-5 128-20 256-10 512-5 128-20 256-10 512-5

FQ 85.00 99.00 95.00 1.04 1.31 0.97 80.00 94.00 96.00
IIQ 86.83 83.83 83.50 1.95 2.13 1.61 87.00 83.00 79.00
NCQ 83.39 70.20 70.61 2.90 2.87 2.39 84.33 71.33 73.00
TSQ 94.00 94.00 87.67 2.72 3.21 2.35 87.33 88.00 80.33
MRQ 83.36 80.90 89.66 4.46 4.64 4.44 67.55 62.50 67.73
SQ 85.10 77.96 83.42 6.27 6.32 5.98 67.63 62.52 63.15
UQ 2.00 0.00 2.00 0.03 0.00 0.03 64.67 60.67 63.33
Avg. 74.24 72.27 73.12 2.77 2.93 2.54 76.93 74.57 74.65

Table 11: Chunk-TopK results (%) of various query types on medical scenario in Chinese. Seven query types
are evaluated: Factual Question (FQ), Information Integration Question (IIQ), Numerical Comparison Question
(NCQ), Temporal Sequence Question (TSQ), Multi-hop Reasoning Question (MRQ), Summarization Question
(SQ), Unanswerable Question (UQ).

Query Type Retrieval Generation

Recall (↑) EIR (↑) Completeness (↑)

128-20 256-10 512-5 128-20 256-10 512-5 128-20 256-10 512-5

FQ 98.67 91.67 80.00 2.61 2.24 1.70 90.00 90.00 88.00
IIQ 93.27 80.60 81.77 4.93 3.27 4.28 83.00 76.00 88.00
NCQ 90.50 80.50 44.67 2.22 1.49 0.98 81.00 74.33 40.67
TSQ 81.00 97.00 92.00 2.82 2.53 2.81 66.00 73.33 72.67
MRQ 66.17 64.16 40.46 5.83 5.23 2.64 51.22 55.38 43.20
SQ 57.42 64.35 50.29 13.74 14.00 11.47 52.96 59.79 52.37
UQ 0.00 0.00 0.00 0.00 0.00 0.00 96.00 90.00 98.00
Avg. 69.57 68.33 55.60 4.59 4.11 3.41 74.31 74.12 68.99

Table 12: Chunk-TopK results (%) of various query types on medical scenario in English. Seven query types
are evaluated: Factual Question (FQ), Information Integration Question (IIQ), Numerical Comparison Question
(NCQ), Temporal Sequence Question (TSQ), Multi-hop Reasoning Question (MRQ), Summarization Question
(SQ), Unanswerable Question (UQ).
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Question Type Definition

Single-document QA

Factual Questions targeting specific details within a reference (e.g., a company’s
profit in a report, a verdict in a legal case, or symptoms in a medical
record) to test RAG’s retrieval accuracy.

Summarization Questions that require comprehensive answers, covering all relevant
information, to mainly evaluate the recall rate of RAG retrieval.

Multi-hop Reasoning Questions involve logical relationships among events and details within a
document, forming a reasoning chain to assess RAG’s logical reasoning
ability.

Multi-document QA

Information Integration Questions that need information from two documents combined, typically
containing distinct information fragments, to test cross-document retrieval
accuracy.

Numerical Comparison Questions requiring RAG to find and compare data fragments to draw
conclusions, focusing on the model’s summarizing ability.

Temporal Sequence Questions requiring RAG to determine the chronological order of events
from information fragments, testing the model’s temporal reasoning skills.

Unanswerable Questions

Unanswerable Questions arise from potential information loss during the schema-to-
article generation, where no corresponding information fragment exists,
or the information is insufficient for an answer.

Table 13: DragonBall Dataset question types and their definitions
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