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Let’s Make a Splan: Risk-Aware Trajectory
Optimization in a Normalized Gaussian Splat

Jonathan Michaux*, Seth Isaacson*, Challen Enninful Adu, Adam Li, Rahul Kashyap Swayampakula,
Parker Ewen, Sean Rice, Katherine A. Skinner, and Ram Vasudevan

Abstract—Neural Radiance Fields and Gaussian Splatting have
transformed the field of computer vision by enabling photo-
realistic representation of complex scenes. Despite this success,
they have seen only limited use in real-world robotics tasks such
as trajectory optimization. Two key factors have contributed
to this limited success. First, it is challenging to reason about
collisions in radiance models. Second, it is difficult to perform
inference of radiance models fast enough for real-time trajectory
synthesis. This paper addresses these challenges by proposing
SPLANNING, a risk-aware trajectory optimizer that operates in
a Gaussian Splatting model. This paper first derives a method for
rigorously upper-bounding the probability of collision between
a robot and a radiance field. Second, this paper introduces a
normalized reformulation of Gaussian Splatting that enables
the efficient computation of the collision bound in a Gaussian
Splat. Third, a method is presented to optimize trajectories while
avoiding collisions with a scene represented by a Gaussian Splat.
Experiments demonstrate that SPLANNING outperforms state-
of-the-art methods in generating collision-free trajectories in
highly cluttered environments. The proposed system is also tested
on a real-world robot manipulator. A project page is available
at https://roahmlab.github.io/splanning.

I. INTRODUCTION

For a robot to safely navigate its environment, it must under-
stand the scene geometry it operates within. This understand-
ing must include a detailed model of the scene and a method
to reason about collisions with the environment. Radiance field
representations, such as Neural Radiance Fields (NeRFs [1])
and Gaussian Splatting [2], have recently emerged as powerful
methods for building detailed models of the scene. A radiance
field is a five-dimensional function that maps a 3D point and
viewing direction to an RGB color and volume rendering
opacity. This function is then integrated along camera rays to
approximate the image formation process. NeRFs use neural
networks to learn the parameters of a radiance field, while
Gaussian Splatting models use a set of 3D Gaussian functions.
Over the past several years, radiance field representations have
marked a paradigm shift in computer vision, with wide-ranging
impacts on scene reconstruction [3, 4], novel view synthesis
[1], 3D tracking [5, 6], and more.

The robotics research community has begun trying to inte-
grate these models for robotic tasks such as localization [7],

*Denotes equal contribution.
Jonathan Michaux, Seth Isaacson, Challen Enninful Adu, Adam Li, Rahul

Kashyap Swayampakula, Parker Ewen, Sean Rice, Katherine A. Skinner and
Ram Vasudevan are with the Department of Robotics, University of Michigan,
Ann Arbor, MI 48109. {jmichaux, sethgi, enninful, adamli,
rahulswa, pewen, seanrice, kskin, ramv}@umich.edu.

This work was funded by MCity, University of Michigan.

Fig. 1: SPLANNING constructs risk-aware trajectories in a Gaussian Splatting
map in real-time. The top image shows a real-world scene that a 7DOF
serial manipulator must plan through, starting at the blue configuration (left)
and ending at the green configuration (right). The scene is represented as a
normalized 3D Gaussian Splat. Then, in real-time, SPLANNING solves an
optimization problem that constrains the probability that the robot’s forward
occupancy (bottom center, purple) collides with the scene.

mapping [8, 9], and navigation [10]. A key strength of radiance
models for robotics applications is that they continuously
represent the environment. This differs from conventional
discrete representations in robotics, such as point clouds and
occupancy grids. However, reasoning rigorously about colli-
sions in these continuous environments is challenging. While
existing planners offer practical solutions to this problem, such
as discretizing the robot body [10], discretizing the map before
planning [11], or treating the confidence ellipsoids of the
Gaussians in a Gaussian Splat as obstacles [12], work remains
to fully exploit the continuous nature of radiance field models.

This paper extends the literature on motion planning in radi-
ance fields by proposing a real-time, receding-horizon trajec-
tory optimization algorithm called SPLANNING. This paper’s
key contributions are: 1) A rigorous definition and derivation
of rigid body collision within a radiance field model, starting
directly from the rendering equation; 2) a computationally
efficient approach to upper-bound the probability of collision
within a Gaussian Splatting model; 3) a re-formulation of
Gaussian Splatting that normalizes the 3D Gaussians to ensure

https://roahmlab.github.io/splanning


2

the correctness of the collision probabilities; 4) a novel risk-
aware trajectory planner for robot manipulators. Simulation
and hardware experiments illustrate that the risk-aware planner
solves challenging tasks in real-time.

Relationship to Prior Work: SPLANNING builds upon
prior work entitled Safe Planning for Articulated Robots
Using Reachability-based Obstacle Avoidance With Spheres
(SPARROWS) [13]. The prior work develops a trajectory
optimization algorithm that leverages a novel sphere-based
reachable set that overapproximates the swept volume of a
serial robot manipulator. At runtime, SPARROWS uses this
representation to enforce collision-avoidance constraints with
obstacles of known geometry. In contrast, the present work
introduces a novel chance constraint to facilitate planning in
scenes with arbitrary geometry modeled by radiance fields.

II. RELATED WORK

SPLANNING is an algorithm combining trajectory opti-
mization, reachability analysis for robot safety, and radiance
fields for 3D scene representation. We discuss the relevant
literature here.

A. Trajectory Optimization

To generate safe motion plans, state-of-the-art trajectory
optimizers such as CHOMP [14], TrajOpt [15], MPOT [16],
and cuRobo [17] model the robot or the environment with
simple geometric primitives such as spheres [18, 19], ellipsoids
[20], capsules [21, 22], or convex polygons and perform
collision-checking along a given trajectory at discrete time
instances. CHOMP represents the robot as a collection of
discrete spheres and avoids collisions using a signed distance
field to maintain a safety margin with the environment. TrajOpt
uses the support mapping of convex shapes to represent the
environment obstacles and the robot. Then, the signed distance
(positive distance and penetration depth) between two convex
shapes is computed by the Gilbert-Johnson-Keerthi [23] and
Expanding Polytope Algorithms [24]. MPOT represents the
robot geometry and environment obstacles as a collection of
spheres and implements a collision-avoidance cost using an
occupancy map [16]. Using a gradient-free approach, MPOT
optimizes a batch of smooth trajectories and selects the one
with the lowest cost. Similarly, a recent method called cuRobo
[17] represents the robot as a collection of spheres and solves
multiple trajectory optimization problems in parallel on the
GPU to identify a collision-free path. The major drawback
of these approaches is that the resulting trajectories are not
guaranteed to be safe, as collision avoidance is enforced only
as a soft penalty in the cost function. Furthermore, these
approaches require explicit representations of scene geometry,
such as zonotopes or 3D occupancy grids, which can be
challenging to construct in real-world robotics applications.
In contrast, SPLANNING enforces collision avoidance as a
constraint and operates directly in a learned Gaussian Splatting
model.

B. Reachability Analysis

Reachability-based Trajectory Design (RTD) [25] is a recent
approach to real-time motion planning that generates provably
safe trajectories in a receding-horizon fashion. At runtime,
RTD constructs reachable sets that overapproximate all pos-
sible robot configurations corresponding to a pre-specified
continuum of parameterized trajectories. RTD then solves a
nonlinear optimization problem to select a feasible trajectory
such that the robot’s motion is guaranteed to be collision-free.
If a feasible trajectory is not found, RTD brings the robot
safely to a stop by executing a fail-safe braking maneuver.
Unlike traditional trajectory optimization methods, RTD con-
structs reachable sets such that obstacle-avoidance constraints
are satisfied in continuous-time. Recent extensions of RTD
have demonstrated real-time, certifiably-safe motion planning
for robotic arms [13, 26–29] and mobile robots [30, 31].
Probabilistic extensions of RTD have also been proposed [32],
which provide safety guarantees in uncertain environments.
However, these reachability-based methods assume ground-
truth knowledge of obstacle geometry or that probability
density functions on the locations of obstacles are provided.
SPLANNING extends the literature on reachability analysis
by presenting a reachability-based planner that operates in a
radiance field model.

C. Radiance Fields

Neural Radiance Fields (NeRFs) were first introduced to
address the problem of novel view synthesis [1]. NeRFs and
their variants use neural networks to estimate the radiance
emitted by a scene point when viewed from a given direction.
Since their introduction, NeRFs have found many use cases in
robotics [33] including navigation [10, 34], pose estimation
[7, 35], manipulation [36], and SLAM [8, 9]. NeRF-Nav
[10], an early effort toward safe planning in radiance fields,
approximates the robot as a set of points and then avoids
collisions by integrating the NeRF density along the path
traced by each point. A later work, CATNIPS [11], instead
presents a framework for relating NeRFs to Poisson Point
Processes. CATNIPS then introduces a method to convert a
NeRF to an occupancy grid to plan robot motions.

While NeRFs use a neural network to model image forma-
tion, Gaussian Splatting methods learn a similar representation
using Gaussian basis functions [37]. Recently, Kerbl et al.
introduced 3D Gaussian Splatting (3DGS) [2], which learns
the parameters of un-normalized 3D Gaussians via gradient
descent. 3DGS offers high-speed rendering and a training
method compatible with modern Graphics Processing Units
(GPUs). However, similar to NeRFs, only limited efforts have
been made towards using 3DGS for real-time motion planning.
A recent work called Splat-Nav [12] leverages the fact that
3DGS only renders Gaussians where the 99% confidence
interval overlaps with the camera’s view frustum. This allows
Splat-Nav to ignore all other Gaussians while generating
motion plans within safe corridors that avoid collisions with
the 99% confidence intervals. Still, Splat-Nav uses sampling-
based methods to check collisions. In addition, Splat-Nav’s
collision checking is not differentiable. In contrast, this paper
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Fig. 2: SPLANNING optimizes trajectories in a Normalized 3D Gaussian Splat given a start configuration (blue) and goal configuration (green). Offline,
a Normalized 3D Gaussian Splat is constructed to represent the scene geometry. Then, during online planning, a constraint bounds the probability that the
Spherical Forward Occupancy (purple) intersects with the scene, as represented by a Normalized 3D Gaussian Splat.

proposes a novel re-formulation of 3DGS enabling collision
checking that is computationally simple and fully differen-
tiable, allowing it to be incorporated into a trajectory optimizer
and gradient-based learning methods. Notably, we demonstrate
that our collision avoidance representation is more accurate
than existing methods.

III. PROPOSED METHOD OVERVIEW

As illustrated in Fig. 2, SPLANNING computes risk-aware
trajectories using a visual scene representation. The key in-
sight behind SPLANNING is the combination of reachability
analysis with a novel Normalized 3D Gaussian Splat. This
combination allows SPLANNING to constrain the probability
of collision between the robot’s reachable set and the scene.

A. Notation

We briefly outline the notation used throughout the rest of
the document.

1) Sets and Functions: nA ∈ N represents an arbitrary
constant, while NA = {1, . . . , nA} ⊂ N is a set. Capital
Roman letters X denote sets, and co(X) denote the convex
hull of X . f(x) denotes a function of x, while f [g] denotes a
functional of the function g.

2) Probabilities: A probability space is denoted (Ω,F ,P)
with sample space Ω, event space F , and probability measure
P . A random variable is denoted X : Ω → S for some
measurable space S. For a random event E, the probability
that E occurs is denoted P(E).

3) Robot Descriptions: q(t; k) and q̇(t, k) represent a
robot’s time-dependent configuration and velocity, respec-
tively. k ∈ K ⊂ Rnk parameterizes a continuum of trajec-
tories, and t ∈ T ⊂ R specifies the time horizon. The forward
occupancy of a robot while following a trajectory q(t; k) is
denoted FO(q(t; k)).

B. Overview of Optimization

At runtime, SPLANNING computes probabilistically safe
trajectories by solving an optimization problem that limits
the probability of the robot’s forward occupancy intersecting
the environment. SPLANNING tries to solve the following

optimization problem in a receding-horizon manner:

min
k∈K

cost(k) (1)

q(t; k) ∈ [q−j,lim, q
+
j,lim] ∀t ∈ T (2)

q̇(t; k) ∈ [q̇−j,lim, q̇
+
j,lim] ∀t ∈ T (3)

P (FO(q(t; k)) ∩ E ̸= ∅) < β ∀t ∈ T (4)

The cost function (1) is a user-defined objective, such as
bringing the robot close to a desired goal. Input constraints
enforce limits on joint positions (2) and velocities (3). Finally,
(4) is a safety constraint ensuring that the probability of
the robot’s forward occupancy FO(q(t; k)) intersecting the
environment E stays below the risk threshold β.

The rest of this paper is organized as follows. Section IV
details the representation of the robot and outlines how the for-
ward occupancy of the robot is overapproximated. Section V
provides a detailed description of SPLANNING, including the
Normalized 3D Gaussian Splatting used to represent the scene
and a method for overapproximating the risk constraint in (4).
Section VI evaluates SPLANNING both in simulation and on
hardware, and Section VII concludes and discusses avenues
for future work.

IV. ROBOT REPRESENTATION

This section describes the construction of a sphere-based
safety representation for a serial robotic manipulator. Sec-
tion IV-A summarizes the kinematics of the robotic arm.
Section IV-B then introduces the arm occupancy, which is
the volume occupied by the arm in the environment. Lastly,
Thm. 3 establishes the existence of the robot’s Spherical For-
ward Occupancy, a sphere-based reachable set representation
used to construct SPLANNING’s novel chance constraint in
Section V-C.

A. Arm Kinematics

Given a compact time interval T ⊂ R, we define a trajectory
for the robot’s configuration as q : T → Q ⊂ Rnq and a
trajectory for the velocity as q̇ : T → Rnq . We restate an
assumption [13, Ass. 4] about the robot model:

Assumption 1. The robot operates in a three-dimensional
workspace, denoted Ws ⊂ R3, such that Ws ⊂ W where W
denotes the world frame. There exists a reference frame called
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the base frame, denoted the 0th frame, that indicates the origin
of the robot’s kinematic chain. We assume the robot’s base
frame coincides with the origin of the world frame. The robot is
fully actuated and composed of only revolute joints, where the
jth joint actuates the robot’s jth link. The robot’s jth joint has
position and velocity limits given by qj(t) ∈ [q−j,lim, q

+
j,lim] and

q̇j(t) ∈ [q̇−j,lim, q̇
+
j,lim] for all t ∈ T , respectively. The robot’s

input is given by u : T → Rnq .

We also assume that the robot’s jth reference frame
{x̂j , ŷj , ẑj} is attached to the robot’s jth revolute joint, and
that ẑj = [0, 0, 1]⊤ points in direction of the jth joint’s axis
of rotation. Then FKj : Q → R4×4 maps the robot’s time-
dependent configuration to the pose of the jth joint in the
world frame:

FKj(q(t)) =

[
Rj(q(t)) pj(q(t))

0 1

]
, (5)

where

pj(q(t)) =

j∑
l=1

Rl(q(t))p
l−1
l , (6)

and

Rj(q(t)) := R0
j (q(t)) =

j∏
l=1

Rl−1
l (ql(t)) (7)

are the position and orientation of frame j with respect to
world frame W , respectively.

For simplicity, Assum. 1 only specifies revolute joints
to simplify the description of the forward kinematics; the
methods described in this paper readily extend to other joint
types. We also ignore any uncertainty in the robot’s dynamics,
and instead assume that one could apply an inverse dynamics
controller [38] to track any trajectory of the robot perfectly.
As a result, this work focuses exclusively on modeling the
kinematic behavior of the robotic arm.

B. Arm Occupancy

In this subsection, we define the forward occupancy as
the volume occupied by the arm in the workspace Ws. Let
Lj ⊂ Ws ⊂ R3 denote the volume occupied by the robot’s jth

link with respect to the jth reference frame. Then the forward
occupancy of link j is the map FOj : Q → P(Ws) defined as

FOj(q(t)) = pj(q(t))⊕Rj(q(t))Lj , (8)

where pj(q(t)) and Rj(q(t)) specify the pose of the jth joint,
and Rj(q(t))Lj is the rotated volume of link j. The volume
occupied by the entire arm in the workspace is then defined
by the map FO : Q → Ws such that

FO(q(t)) =

nq⋃
j=1

FOj(q(t)) ⊂ Ws. (9)

Because the geometry of any of the robot’s links may be
arbitrarily complex, we restate an assumption [13, Ass. 5]
that simplifies the construction of an overapproximation to the
forward occupancy:

Assumption 2. Given a robot configuration q(t) and any j ∈
{1, . . . , nq}, there exists a ball with center pj(q(t)) and radius

rj that overapproximates the volume occupied by the jth joint
in Ws. We further assume that link volume Lj is a subset of
the tapered capsule formed by the convex hull of the balls
overapproximating the jth and (j + 1)th joints.

Following Assum. 2, we now define the ball Sj(q(t))
overapproximating the volume occupied by the jth joint as

Sj(q(t)) = B2(pj(q(t)), rj) (10)

and the tapered capsule TCj(q(t)) overapproximating the jth

link as

TCj(q(t)) = co
(
Sj(q(t)) ∪ Sj+1(q(t))

)
. (11)

Then, the volumes occupied by the jth link (8) and the entire
arm (9) is overapproximated by

FOj(q(t)) ⊂ TCj(q(t)) (12)

and

FO(q(t)) ⊂
nq⋃
j=1

TCj(q(t)) ⊂ Ws, (13)

respectively.
For convenience, the notation FO(q(T )) denotes the forward

occupancy over an entire time interval T . FO(q(T )) is also
called the reachable set of the robot. Notably, the arm is
collision-free over the time interval T if FO(q(T )) does not
intersect with the environment.

To facilitate the exposition of our approach, we summarize
the construction of the robot’s safety representation in the
following theorem:

Theorem 3. Given a serial manipulator with nq ∈ N revolute
joints and a time partition T of a finite set of intervals Ti (i.e.,
T = ∪nt

i=1Ti), the swept volume corresponding to the robot’s
motion over T is overapproximated by a collection of L2

balls in R3, which we call the Spherical Forward Occupancy
(SFO) [13] defined as

SFO = ∪nq

j=1 ∪
nt
i=1 ∪

nS
m=1Sj,i,m(q(Ti; k)), (14)

where each Sj,i,m(q(Ti; k)) is an L2 ball in R3, nS ∈ N is
a parameter that specifies the number of closed balls overap-
proximating each of the robot’s links, and k is a trajectory
parameter that characterizes the motion of the robot over T .

Note that one can explicitly construct an SFO that satisfies
this assumption using the approach described in [13], which
we summarize for convenience in Appendix B.

V. DETAILED DESCRIPTION OF SPLANNING
This section provides a detailed overview of SPLANNING,

a novel approach for generating risk-aware motion plans in
cluttered scenes represented as radiance fields using Gaussian
basis functions. Section V-A provides a brief overview of
radiance fields and Gaussian Splatting. Section V-B then
describes how to bound the probability of collision between a
ball in R3 and a learned radiance field represented by Gaussian
Splats. Section V-C presents a closed-form upper-bound on
the aforementioned probability of collision, and Section V-D
discusses how to leverage this result as a computationally-
tractable chance constraint for online trajectory optimization.
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Ground Truth

CATNIPS SPLANNINGSplat-Nav

Fig. 3: The collision constraint representation of CATNIPS, Splat-Nav, and SPLANNING are compared. CATNIPS transforms a NeRF into a 3D occupancy
grid by relating it to a Poisson Point Process; after convolving this grid with a robot kernel, the center of the robot is checked for collision with the grid.
Splat-Nav deterministically evaluates whether the confidence ellipsoids of each Gaussian intersect with a spherical robot. Finally, SPLANNING integrates a
Normalized 3D Gaussian Splat over an overapproximation of the robot arm to form a risk constraint.

A. 3D Scene Representation
This section introduces the Normalized 3D Gaussian Splat-

ting model used to represent the environment.
1) Volume Rendering: A radiance field is a 5-dimensional

function L : (x, d) 7→ (r, g, b, σ) that maps a point x ∈ R3

and viewing direction d ∈ S2 to r, g, b colors and a volume
density σ [39]. This work neglects color as it does not impact
the collision probability. Further, the density σ does not depend
on the view direction. As a result, we simplify the description
of the radiance model by estimating the density function
σ : R3 → R.

We define a ray φ : R → R3 by φ(t) = oφ + tvφ, where
oφ ∈ R3 is the ray origin and vφ ∈ S2 is the unit direction
vector. From the density function σ, we may compute the
probability that a particle travels along φ(t) from t = a to
t = b without collision using the transmittance function T b

a ,
as derived in [39]:

T b
a [φ] = exp

(
−
∫ b

a

σ(φ(t))dt

)
. (15)

Equivalently, we may define Cb
a[φ] as the random event

describing a particle colliding while traveling along φ from
a to b, where P(Cb

a[φ]) = 1 − T b
a [φ] denotes the probability

that a collision occurs.
2) Normalized Gaussian Splatting: Traditional splatting ap-

proaches represent the density function σ using basis functions
such as 3D Gaussian functions [37]. This allows the integral
in (15) to be computed by transforming each Gaussian to each
ray’s coordinate system and then analytically marginalizing the
depth dimension. The result is a set of 2D Gaussian functions
on the image plane that are queried and blended to form
the image. 3DGS [2] proposed a variation of the traditional
splatting formulation that uses un-normalized 3D Gaussian
functions to represent a scene. A consequence of using un-
normalized Gaussians is that the 3D to 2D transformation per-
formed during rasterization projects the 3D Gaussians onto the
image plane rather than integrating the 3D Gaussians. Because
the 2D Gaussians are not constructed from integrating 3D
Gaussians along rays, the 3D Gaussians cannot be interpreted
as a basis set for σ.

In contrast, the method we introduce for collision evaluation
(Section V-B) relies on using the 3D Gaussians as a basis
for σ. Hence, one of our key contributions is to re-formulate
3DGS using nG ∈ N normalized 3D Gaussians such that σ can
be used to compute the probability of collision of a particle
traveling along φ. In particular,

P(Cb
a[φ]) = 1− T b

a [φ]

= 1− exp

(
−
∫ b

a

σ(φ(t))dt

)

= 1− exp

[
nG∑
n=1

wn√
(2π)3 |Σn|

·

∫ b

a

exp

(
−1

2
∥φ(t)− µn∥2Σ−1

n

)
dt

]
,

(16)

where wn ∈ R+ is a weight parameter and Gn : R3 → R
gives the normalized Gaussian density with mean µn ∈ R3

and covariance matrix Σn ∈ R3×3. That is,

Gn(x)=
1√

(2π)3|Σn|
exp

(
−1

2
(x−µn)

TΣ−1
n (x− µn)

)
.

(17)
Additionally, existing 3D Gaussian Splatting implementa-

tions apply a low-pass filter to the 2D Gaussian functions on
the image plane by convolving the projected 2D Gaussians
with an isotropic 2D Gaussian with a covariance of 0.3 pixels.
This low-pass filter reduces artifacts in the rendered images.
We omit this step from the normalized 3DGS rendering
procedure because it has an effect that cannot be reasoned
about in 3D. This would undermine the validity of our collision
avoidance constraint.

Instead, we apply an analogous filter in 3D Gaussians by
convolving the 3D Gaussians in world coordinates with an
isotropic 3D Gaussian with a small covariance of 1e − 6.
Because this operation is applied to the 3D Gaussians, it does
not impact the ability of the collision constraint to use the 3D
Gaussians to model σ. The implementation details describing
the updated Gaussian Splat training process are provided in
Appendix E.
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B. Bounding the Probability of Collision

SPLANNING enforces safety by ensuring the probability
of collision between the robot and the scene is below a
given risk threshold. This subsection derives a method for
bounding the probability of collision between a ball in R3

and a scene represented as a radiance field. We make the
following assumption about the Normalized 3D Gaussian
Splat’s representation of the scene:

Assumption 4. The normalized 3D Gaussian Splat is assumed
to have converged such that the 3D Gaussians form a valid ba-
sis for the volume density σ. Consequently, the transmittance,
as defined in (15), is accurately computed. Furthermore, we
assume that the transmittance, which represents the probability
of a particle colliding while traveling along a ray, is equivalent
to the probability that an infinitesimal segment of a rigid body
experiences a collision when traveling along the same ray.

Without loss of generality, suppose S = B2(0, ρ) is a
closed L2 ball centered at the origin with radius ρ and whose
boundary is denoted ∂S. This assumption is made without loss
of generality because one can apply a frame transformation to
any arbitrary ball in R3 to shift its center to the origin. Let
C(S) denote the random event that the ball S collides with
the environment. Then, we seek to compute the probability
that C(S) occurs, which we denote P(C(S)). We model this
as the probability that a ray randomly cast from the center of
S experiences a collision before reaching ∂S.

Formally, let (ΩV,FV,PV) be a probability space, and
let V : ΩV → S2 be a random variable representing the
direction of a randomly-cast ray originating at the center of
S. In particular, let V be uniformly distributed on S2 under
PV. Define the random ray Φ as:

Φ(t, ωV) = tV(ωV), ωV ∈ ΩV. (18)

The transmittance of Φ(t, ωV) from t = 0 to t = ρ is given
by

T ρ
0 (ωV) = exp

(
−
∫ ρ

0

σ(Φ(t, ωV))dt

)
, ωV ∈ ΩV. (19)

Note that T ρ
0 (ωV) depends on Φ(t, ωV), which in turn de-

pends on V(ωV). Hence, T ρ
0 : ΩV → R is also a random

variable on (ΩV,FV,PV). The probability the random ray
collides on the interval from t = 0 to t = ρ is computed
by 1−T ρ

0 (ωV). Finally, the probability that the collision risk
for the randomly-cast ray exceeds a risk threshold α ∈ R+ is
given by

P(C(S)) = P (1− T ρ
0 (ωV) ≥ α) , ωV ∈ ΩV. (20)

The following provides an upper bound on P(C(S)):

Theorem 5. Consider, without loss of generality, a ball
S = B2(0, ρ) of radius ρ that is centered at the origin.
Let α ∈ R+ denote the risk threshold defined in (20) for the
probability of collision between a ray and the environment.
Then, the probability that the ball S collides with the environ-
ment is bounded above by

P(C(S)) ≤ 1

α

[
1− exp

(
− 1

4π

∫
S

σ(x)dx

)]
(21)

where the integral denotes a volume integral over the sphere
S.

A proof is provided in Appendix C-A.

C. Evaluating the Collision Bound

Computing the exact integral in (21) is non-trivial. While
[40, Thm 3.3] provides a method for computing the integral
of Gaussian functions over spheres, it depends on an infinite
series that is difficult to evaluate in practice. Therefore, we
derive a closed-form expression for computing an upper bound
for the probability of collision in Theorem 5.

Theorem 6. Let S = B2(0, ρ) be a closed ball of radius ρ
that is centered at the origin. Suppose the density function
σ : R3 → R is represented by a set of nG ∈ N normalized
Gaussian basis functions {Gn}nG

n=1 with means {µn}nG
n=1 and

covariance matrices {Σn}nG
n=1, each with Eigendecomposition

given by Σn = RnΛnR
T
n . Finally, let the diagonal elements

of Λn be denoted as λn,1, λn,2, λn,3 and represent the eigen-
values of Σn. Then ∫

S

σ(x)dx ≤ H(S) (22)

where

H(S) =

nG∑
n=1

η′nwn·

3∏
ℓ=1

√πλ′
n,ℓ

2

erf

ρ− µ′
n,ℓ√

2λ′
n,ℓ

− erf

ρ+ µ′
n,ℓ√

2λ′
n,ℓ

 .

(23)

Above, erf denotes the error function and µ′
n, λ′

n, and
η′n correspond to the mean, eigenvalues, and normalization
constant of the normalized Gaussian G′

n obtained by rotating
Gn by RT

n . That is, G′
n has mean µ′

n = RT
nµn and covariance

Σ′
n = RT

nΣnRn. Furthermore,

P(C(S)) ≤ 1

α

[
1− exp

(
− 1

4π

∫
S

σ(x)dx

)]
(24)

≤ 1

α

[
1− exp

(
− 1

4π
H(S)

)]
. (25)

Thus, we may constrain the risk of collision by enforcing[
1− exp

(
− 1

4π
H(S)

)]
< α · β (26)

for a given risk threshold β ∈ (0, 1].

A proof is provided in Appendix C-B. Note that, in practice,
we set α = β for simplicity due to their mutual dependence
introduced in (26).

D. Risk-Aware Motion Planning

The purpose of SPLANNING is to generate risk-aware
motion plans in cluttered environments in a receding-horizon
fashion. Prior to planning, a normalized Gaussian Splatting
representation of the scene is constructed. At every planning



7

Fig. 4: SPLANNING generates safe trajectories in densely cluttered environ-
ments in simulation. The left panel shows discrete time steps of sequential
trajectories that brings the arm from the start configuration (blue) safely to the
goal configuration (green). The right panel shows an intermediate planning
step where the Spherical Forward Occupancy (purple) avoids the obstacles
represented by a Normalized 3D Gaussian Splat.

iteration, the robot is given tp ≤ 0.5 seconds to find a feasible
trajectory by solving

min
k∈K

cost(k) (Splanning-Opt) (27)

s.t. qj(Ti; k) ⊆ [q−j,lim, q
+
j,lim] ∀(i, j) ∈ Nt ×Nq

(28)

q̇j(Ti; k) ⊆ [q̇−j,lim, q̇
+
j,lim] ∀(i, j) ∈ Nt ×Nq

(29)∑
(j,m)∈
Nq×Ns

1− exp

(
−H(Sj,i,m(qj(Ti; k))

4π

)
<α · β ∀i ∈ Nt

(30)

where k ∈ K is the trajectory parameter (App. B-A) and
cost(k) is a task-specific cost function. The robot’s reachable
set {Sj,i,m}nS

m=1 is a function of the robot’s position (and
hence trajectory parameter) and is computed repeatedly while
numerically solving (Splanning-Opt). Safety is enforced
using the novel collision-avoidance constraint (30). If a solu-
tion is not found, the robot executes a braking maneuver using
the trajectory parameter found in the previous planning itera-
tion. Since SPLANNING’s collision-avoidance constraints are
differentiable, analytical constraint gradients are provided to
ensure real-time motion planning. For simplicity, expressions
for kinematics and dynamics constraints were not included
in (Splanning-Opt). However, [27] and [13] provide
detailed explanations for including such constraints.

VI. EXPERIMENTAL RESULTS

This section assesses the effectiveness of SPLANNING
by evaluating the proposed constraint representation and the
proposed trajectory optimizer against baselines.

A. Simulation Environment

The simulation environment, implemented with PyRender1,
contains cubical obstacles with 20cm sides. The obstacles are
randomly placed within the reachable space of the robot arm.
Three sets of scenes are created with 10, 20, and 40 obstacles
per scene, respectively. For each number of obstacles, 100
random configurations are generated resulting in a total of 300

1https://github.com/mmatl/pyrender

TABLE I: Number of successes for SPLANNING, SPARROWS, ARMTD,
MPOT, CHOMP, and TrajOpt in the Kinova planning experiment with 10, 20,
and 40 randomly-placed obstacles. For each set of experiments, 100 randomly-
generated scenes were tested. The first number reported is the number of
successes (higher is better). Red indicates the number of failures due to
collision (lower is better).

Methods # Successes
10 obs 20 obs 40 obs

SPLANNING 60 (1) 47 (1) 25
SPARROWS 85 69 41

ARMTD 56 17 0
CHOMP [14] 30 9 4
TrajOpt [15] 33 (67) 9 (91) 6 (94)
MPOT [16] 58 (42) 23 (77) 9 (91)
cuRobo [17] 59 (41) 45 (55) 22 (78)

random scenes with varying degrees of clutter. A simulated
Kinova Gen3 7-DOF serial manipulator is used in the planning
experiments. The simulation environment and a corresponding
3D Gaussian Splat model are shown in Figure 4.

B. Planner Performance Evaluation

In this section, we quantitatively evaluate the performance
of SPLANNING on the Kinova 7-DOF arm within a PyRender
simulation environment. In each of the 300 randomly gen-
erated scenes, a start and end pose are sampled from the
free space of the scene; note that it is not guaranteed that
a collision-free path exists between the start and the goal.

We compare SPLANNING to state-of-the-art trajec-
tory optimization methods, including SPARROWS [13],
ARMTD [26], CHOMP [14], TrajOpt [15], MPOT [16], and
cuRobo [17]. All baseline methods have access to the ground-
truth scene, while SPLANNING plans in a Normalized 3D
Gaussian Splat. To evaluate whether each method produces
collision-free trajectories, the simulator checks whether the
robot is in collision with the ground-truth scene. In these
experiments, SPLANNING, SPARROWS, and ARMTD are
limited to 0.5s to construct the plan, and each trial is run for a
maximum of 150 planning horizons. A success indicates that
the robot successfully reached the goal. Collisions are detected
by checking for collisions in simulation between the robot
mesh and the obstacle meshes. Failures are also reported if the
robot fails to reach the goal in the 150 planning horizons or if
the optimizer fails to find a feasible plan for two consecutive
planning iterations.

Table I presents the number of successes and collisions
achieved by each planner in the experiments. SPARROWS,
which has access to the ground-truth scene, had the high-
est number of successes and zero collisions. In contrast,
SPLANNING is the only method to incorporate perception.
When SPLANNING’s α and β parameters are set between
0.025 and 0.05, SPLANNING achieves more successes than
all other baselines. Closest behind SPLANNING are cuRobo
and MPOT, but both come with a significantly higher number
of collisions.

The time to formulate and solve each optimization problem
was measured. Further, SPLANNING requires a warm-up for
compiled PyTorch functions; as a result, the first planning
cycle is excluded from the timing results. Timing results are

https://github.com/mmatl/pyrender
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TABLE II: Mean per-step planning time for SPLANNING, SPARROWS, and
ARMTD in Kinova planning experiments with 10, 20, and 40 obstacles with
a 0.5s time limit. For SPLANNING, the first planning horizon is excluded
from each timing measurement as the system warms up.

Methods Mean Planning Time [s] (↓)
10 Obstacles 20 Obstacles 40 Obstacles

SPLANNING 0.193 0.257 0.301
SPARROWS 0.120 0.138 0.163

ARMTD 0.162 0.289 0.372

TABLE III: Mean runtime for constraint and constraint gradient evaluation for
SPLANNING, SPARROWS, and ARMTD in Kinova planning experiments
with 10, 20, and 40 obstacles. For SPLANNING, the first planning constraint
evaluation is excluded from each timing measurement as the system warms
up.

Methods Mean Constraint Evaluation Time [ms]
10 Obstacles 20 Obstacles 40 Obstacles

SPLANNING 6.49 7.82 7.59
SPARROWS 2.26 2.60 3.28

ARMTD 2.82 3.52 4.10

summarized in Table II. All methods remain under the 0.5s
limit. Notably, SPLANNING optimizes faster than ARMTD
for the 20 and 40 obstacle cases, despite ARMTD having ac-
cess to ground-truth obstacles and SPLANNING incorporating
perception.

The time to compute each constraint and its gradient is
evaluated in Table III. The mean constraint evaluation for
SPLANNING is under 10ms in all scenarios. SPLANNING
takes slightly longer for each constraint evaluation than
SPARROWS and ARMTD, both of which use ground-truth
representations of obstacles rather than the Normalized 3DGS
used by SPLANNING. However, as shown in Table II,
SPLANNING comfortably remains under the 0.5s planning
time limit.

C. Real-World Demonstrations

The planner was evaluated on a Kinova Gen3 7-DOF
manipulator in a real-world setting. For the hardware im-
plementation, a high-level planner was added to the system.
In particular, we deploy an open-source implementation [41]
of bidirectional RRT [42]. The RRT planner evaluated col-
lisions at discrete poses by computing the spherical forward
occupancy of the static arm, and evaluating the SPLANNING
collision constraint. Additionally, to deal with the non-uniform
lighting conditions arising from real-world sensor data, we
augment the Normalized 3D Gaussian Splatting method to
include the appearance embedding method proposed by [43].

The hardware evaluations run the motion planner in real-
time. To enable this, four processes are run on a desktop com-
puter with an AMD Ryzen 5950X and two NVIDIA A6000
GPUs. First, the high-level planner takes the start and goal
configuration and computes a sequence of joint waypoints that
are each collision-free, as measured by the SPLANNING con-
straint. Second, a SPLANNING optimizer iteratively solves
the optimization problem defined in Section V-D to compute a
control parameter k. Third, a low-level controller consumes the
control parameter k and uses a combination of RNEA-based
inverse dynamics [44] and a PD error tracking term. Fourth,
an orchestration process manages the parallel execution of the

above three components. By assuming the robot tracks the
target trajectories perfectly, the SPLANNING process may
compute the next plan as the current plan is being executed.
Similarly, the high-level planner computes the next high-level
plan as the current sequence of waypoints is being tracked.

The robot was mounted in an indoor setting with two sets
of shelves, as shown in Fig. 2. For each set of shelves, three
target configurations were placed in the environment. For each
set of shelves, the robot was commanded to initialize at a safe
configuration, cycle between the three target configurations,
and then return to the home position. Each cycle was repeated
starting with each of the three configurations it contains, mean-
ing that three cycles were attempted per set of shelves. This
results in three cycles per set of shelves, and six overall cycles.
Finally, each cycle was repeated for three trials, resulting in
a total of 18 trials. The α and β parameters were selected to
both be 0.025, which Table I demonstrates to provide a good
balance between success and safety (i.e., avoiding collisions).

Of the 18 total trials, 14 resulted in success. Of the four
failures, one resulted from the arm gently grazing an obstacle,
though the arm was still able to complete the trial. One
failure resulted from the high-level planner failing to find a
solution. One failure resulted from the trajectory optimizer
getting stuck. Finally, one failure resulted from a collision
with the shelves.

VII. CONCLUSION

This paper introduced a framework for evaluating collisions
in a radiance field model. The result SPLANNING, a trajectory
optimizer that synthesizes trajectories while constraining the
probability of colliding with the environment. To enable the
constraint formulation, we presented a normalized variant of
3D Gaussian splatting suitable for risk-aware planning while
achieving similar reconstruction quality to standard 3DGS.
The risk-aware constraint was demonstrated to outperform
other radiance field methods for collision avoidance while also
being efficient to compute in real-time planning. Planner eval-
uations demonstrated that the trajectory optimizer achieves a
high number of successes in cluttered environments. Hardware
demonstrations indicated that the planner is viable for real-
world use.

There are several promising avenues for future work. First,
adding support for dynamic objects would aid in planning
in real-world scenarios. Second, the Normalized 3DGS may
be improved to increase the reconstruction quality. A key
difference between Normalized 3DGS and Standard 3DGS is
the difference in filtering techniques; Standard 3DGS applies a
screen-space low-pass filter, while Normalized 3DGS applies
the filter in world-space. This adaptation allows for a proba-
bilistic interpretation of the 3D Gaussians but is suboptimal for
visual reconstruction. Hence, future work avenues will explore
other low-pass filtering techniques that improve reconstruction
quality while maintaining the correctness for planning. Finally,
incorporating a real-time simultaneous localization and map-
ping (SLAM) module would enable navigation of scenes that
have not been previously mapped. This could be further aided
by incorporating uncertainty to account for imperfect scene
representations.
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APPENDIX A
TRAJECTORY DESIGN

SPLANNING computes risk-aware trajectories in a
receding-horizon manner by solving an optimization at each
planning iteration. Offline, we pre-specify a continuum of
trajectories over a compact set K ⊂ Rnk , nk ∈ N. Then each
trajectory, defined over a compact time interval T , is uniquely
determined by a by a trajectory parameter k ∈ K. Note that
we design K for safe manipulator motion planning, but K
may also be designed for other tasks and robot morphologies
[26, 30, 45, 46] as long as it satisfies the following properties:

Definition 7 (Trajectory Parameters). For each k ∈ K, a pa-
rameterized trajectory is an analytic function q( · ; k) : T → Q
that satisfies the following properties:

I. The parameterized trajectory starts at a specified initial
condition (q0, q̇0), so that q(0; k) = q0, and q̇(0; k) = q̇0.

II. Each parameterized trajectory brakes to a stop such that
q̇(tf; k) = 0.

SPLANNING performs real-time receding horizon planning
by executing the desired trajectory computed at the previous
planning iteration while constructing the next desired tra-
jectory for the subsequent time interval. Therefore, the first
property ensures each parameterized trajectory is generated
online and begins from the appropriate future initial condition
of the robot. The second property ensures that a braking
maneuver is always available to bring the robot safely to a
stop.

https://ompl.kavrakilab.org
https://ompl.kavrakilab.org
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APPENDIX B
REACHABILITY ANALYSIS

In Section B-A we discuss how to over-approximate the
robot’s desired position and velocity trajectories using poly-
nomial zonotopes [47]. In Section B-B we use the over-
approximated trajectories to construct an over-approximation
of the forward occupancy in (13) called the Spherical Forward
Occupancy.

A. Parameterized Trajectories

SPLANNING enables risk-aware motion planning by con-
structing safety constraints that overapproximate the robot’s
position, velocity, and forward occupancy over continuous
time intervals. In this subsection, we briefly discuss how to
overapproximate the parameterized trajectories introduced in
Def. 7.

We start by choosing a timestep ∆t that divides the compact
time horizon T ⊂ R into nt :=

T
∆t time subintervals

Ti =
{
t ∈ T | t = (i−1)+i

2 ∆t+ 1
2∆txti , xti ∈ [−1, 1]

}
,

(31)
where each subinterval is indexed by the set Nt :=
{1, . . . , nt}. Note that because intervals are a special case of
polynomial zonotopes [47], each Ti is also a polynomial zono-
tope. We can similarly represent the compact, nk-dimensional
trajectory parameter set K ⊂ Rnk as a polynomial zonotope
K. Then, the rules of polynomial zonotope arithmetic [27,
47] allow one to overapproximate the desired position and
velocity trajectories by plugging Ti and K into the formulas
for qj(t; k) and q̇j(t; k). We restate this result as a lemma
whose proof can be found in [27].

Lemma 8 (Parameterized Trajectory PZs). The parameterized
trajectory polynomial zonotopes qj(Ti;K) are overapproxi-
mative, i.e., for each j ∈ nq and k ∈ Kj,

qj(t; k) ∈ qj(Ti; k) ∀t ∈ Ti (32)

Similarly, one can define q̇j(Ti;K) that are also overapprox-
imative.

B. Spherical Forward Occupancy

This subsection briefly describes how to overapproximate
the forward occupancy introduced in Section IV-B with a
collection of three-dimensional balls. The key idea is that
one can plug the polynomial zonotope trajectories (32) into a
polynomial zonotope version of the robot’s forward kinematics
(5)-(7) to get an overapproximation of the position of each
joint over the time interval Ti. Each joint position can then
be overapproximated by a three-dimensional ball and added
to the nominal joint ball (Assum. 2) using the Minkowski
sum operation. Then by Assum. 2, each link is contained in
the tapered capsule TCj(q(Ti; k)) of two successive joint
balls over the time interval Ti. The following theorem, which
originally appeared in [13, Theorem 10], summarizes the
results of applying these steps and proves that TCj(q(Ti; k))
can be overapproximated by a finite number of ns balls.

Theorem 9 (Spherical Forward Occupancy). Let ns ∈ N be
given. Then for each m ∈ Ns = {1, · · · , ns} there exists a
closed ball with center c̄j,i,m(k) and finite radius r̄j,i,m(k)
denoted

S̄j,i,m(q(Ti; k)) = B2 (c̄j,i,m(k), r̄j,i,m(k)) (33)

such that

FOj(q(Ti; k)) ⊂ TCj(q(Ti; k)) ⊂
ns⋃

m=1

S̄j,i,m(q(Ti; k))

(34)
for each j ∈ Nq , k ∈ K, and t ∈ Ti.

For convenience, we refer to the union of balls on the right-
hand side of (34) as the Spherical Forward Occupancy for the
jth link at the ith timestep.

Remark 10. Them. 3 introduced the notation in (14) to
simplify the description of the Spherical Forward Occupancy
in the main portion of this document. However, we note
here that Sj,i,m(q(·; k)) represents the same closed ball as
S̄j,i,m(q(Ti; k)) described in Thm. 9.

APPENDIX C
SPLANNING PROOFS

This section re-states and provides proofs for the key
theorems in the collision constraint of SPLANNING.

A. Proof of Collision Bound

Theorem 5. Consider, without loss of generality, a ball
S = B2(0, ρ) of radius ρ that is centered at the origin. Let α
denote the risk threshold defined in (20) for the probability of
collision between a ray and the environment. The probability
that the ball S collides with the environment is bounded above
by

P(C(S)) ≤ 1

α

[
1− exp

(
− 1

4π

∫
S

σ(x)dx

)]
(35)

where the integral denotes a volume integral over the sphere
S and α ∈ R+ is a risk threshold.

Proof: Consider the probability that a sphere is in col-
lision with the scene, denoted P(C(S)) and defined in (20)
as

P(C(S)) = P

(
1− T ρ

0 (ωV) ≥ α

)
, ωV ∈ ΩV

where T ρ
0 (ωV), the probability space (ΩV,FV,PV), and

random variable V are as defined in Section V-B. From
Markov’s Inequality, we have that

P(C(S)) = P

(
1− T ρ

0 (ωV) ≥ α

)
≤ EωV∈ΩV

[1− T ρ
0 (ωV)]

α
.

(36)



12

Next, we compute the expectation

EωV∈ΩV
[1− T ρ

0 (ωV)] =

∫
ΩV

(1− T ρ
0 (ωV))dPV (37)

= 1−
∫
ΩV

exp

(
−
∫ ρ

0

σ(Φ(t, ωV))dt

)
dPV (38)

≤ 1− exp

(
−
∫
ΩV

∫ ρ

0

σ(Φ(t, ωV))dtdPV

)
(39)

The equality in (38) results from (15), and the inequality in
(39) results from Jensen’s inequality.

Since V : ΩV → S2 is a random variable that maps ωV to
ray directions vφ ∈ S2, and V is uniformly distributed over
S2 under PV, we may push forward the measure dPV to the
uniform measure on S2. As a result, we may rewrite the outer
integral in (37) as an integral over S2. To do so, we introduce
the a normalizing factor of 1

4π , corresponding to the surface
area of S2. That is,
EωV∈ΩV

[1− T ρ
0 (ωV)]

≤ 1−exp

(
− 1

4π

∫
S2

∫ ρ

0

σ(φ(t; vφ))dtdvφ

)
(40)

Above, φ(t, vφ) = tvφ. Then, the double integral in (40) may
be recognized as the volume integral over the ball S, and (40)
is equivalent to

EωV∈ΩV
[1− T ρ

0 (ωV)] ≤ 1− exp

(
− 1

4π

∫
S

σ(x)dx

)
. (41)

Combining (41) with (36) results in the theorem.

B. Proof of Closed-Form Bound
Theorem 6. Let S = B2(0, ρ) be a closed ball of radius ρ
that is centered at the origin. Suppose the density function
σ : R3 → R is represented by a set of nG ∈ N normalized
Gaussian basis functions {Gn}nG

n=1 with means {µn}nG
n=1

and covariance matrices {Σn}nG
n=1 with Eigendecompositions

given by Σn = RnΛnR
T
n . Finally, let the diagonal elements

of Λn be denoted as λn,1, λn,2, λn,3 and represent the eigen-
values of Σn. Then ∫

S

σ(x)dx ≤ H(S) (42)

where

H(S) =

nG∑
n=1

η′nwn·

3∏
ℓ=1

√πλ′
n,ℓ

2

erf

ρ− µ′
n,ℓ√

2λ′
n,ℓ

− erf

ρ+ µ′
n,ℓ√

2λ′
n,ℓ

.
(43)

Above, erf denotes the error function and µ′
n, λ′

n, and η′n
correspond to the mean, eigenvalues, and normalization con-
stant of the normalized Gaussian G′

n obtained by rotating Gn

by RT
n . That is, G′

n has mean µ′
n = RT

nµn and covariance
Σ′

n = RT
nΣnRn. Furthermore,

P(C(S)) ≤ 1

α

[
1− exp

(
− 1

4π

∫
S

σ(x)dx

)]
(44)

≤ 1

α

[
1− exp

(
− 1

4π
H(S)

)]
. (45)

Thus, we may constrain the risk of collision by enforcing[
1− exp

(
− 1

4π
H(S)

)]
< α · β (46)

for a given risk threshold β ∈ (0, 1].

Proof: We assume without loss of generality that the ball
S is at the origin of the coordinate system. Then,∫

S

σ(x)dx =

∫
S

(
nG∑
n=1

wnGn(x)

)
dx

=

nG∑
n=1

wn

∫
S

Gn(x)dx.

(47)

For each Gaussian Gn, let Σn = RnΛnR
T
n be the Eigen

decomposition of Σn. Transforming Gn by the rotation matrix
RT

n , we obtain an axis-aligned Gaussian G′
n with mean µ′

n =
RT

nµ and covariance matrix Σ′
n = Λn = diag{λ′

1, λ
′
2, λ

′
3}.

Because rotating the ball S by RT
n leaves the domain of

integration unchanged, we have∫
S

σ(x)dx =

nG∑
n=1

wn

∫
S

Gn(x)dx

=

nG∑
n=1

wn

∫
S

G′
n(x)dx.

(48)

Note that the integral of an axis-aligned Gaussian over a
closed ball does not necessarily have a closed-form solution.
Therefore, we overapproximate the domain of integration by
replacing the closed L2 ball S with the closed L∞ ball S∞ =
B∞(0, ρ).

Since the covariance matrix Σ′
n = diag{λ′

1, λ
′
2, λ

′
3} is

diagonal, we obtain∫
S

σ(x)dx =

nG∑
n=1

wn

∫
S

G′
n(x)dx

≤
nG∑
n=1

wn

∫
S∞

G′
n(x)dx

=

nG∑
n=1

η′nwn

3∏
ℓ=1

√πλ′
n

2

erf

ρ− µ′
n,ℓ√

2λ′
n,ℓ

 +

− erf

ρ+ µ′
n,ℓ√

2λ′
n,ℓ


= H(S),

(49)

where erf denotes the error function and µ′
n, λ′

n, and η′n cor-
respond to the mean, eigenvalues, and normalization constant
of the normalized Gaussian G′

n. The result in Theorem 6 is
now obtained by substituting (49) into (21).

APPENDIX D
BASELINE IMPLEMENTATION DETAILS

This section details the implementation of the baselines in
the constraint comparisons of Section G-B. Since only the
collision checking mechanism was evaluated for Splat-Nav and
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CATNIPS, we re-implemented each method according to the
details in each paper.

A. CATNIPS

CATNIPS is a chance-constrained planning algorithm for
robot navigation in a NeRF environment. At a high level,
CATNIPS relates a NeRF to a Poison Point Process (PPP)
and uses this relation to create an occupancy grid called a
PURR (Probabilistically Unsafe Robot Region).

1) Intensity Grid: First, a NeRF representation of the
PyRender scene is built using Instant-NGP [48]. The space
is then voxelized using a uniform scale of 150 voxels per
side, as outlined in the CATNIPS paper [11]. Next, we
transform the NeRF density field into a Cell Intensity Grid
by discretizing the space using voxel-based representation,
followed by trilinear interpolation and integration, given by
[11, Eq. 16-17].

2) Robot Kernel: A robot kernel is created by performing a
Minkowski sum between the robot’s minimal bounding sphere
and a single voxel. This kernel is convolved with the intensity
grid, resulting in the robot intensity grid. This robot intensity
grid is transformed into the PURR, as described in [11, Section
5].

To evaluate collisions between the robot and the scene, we
check whether the center of each sphere in the arm’s SFO
intersects the PURR. Due to the convolution of the intensity
grid with the robot kernel, this is equivalent to checking if the
sphere intersects a discretized form of the intensity grid.

B. Splat-Nav

Splat-Nav evaluates collision in an un-normalized 3D Gaus-
sian Splat. Hence, splatting models of each evaluation scene
were constructed using the standard 3DGS formulation [2].
However, to ensure a fair comparison, a modified version of
3DGS was used that includes depth supervision.

We then evaluated the collisions along each sphere using
the sample-based method introduced in [12, Corollary 1]. For
convenience, this result is summarized below.

Splat-Nav models the robot R and Gaussian Splat element
G as ellipsoids ER and EG, with means µR, µG and co-
variances ΣR,ΣG respectively. Let ΣG be decomposed by
ΣG = RΛGR

T . Further, denote ΛG = diag{λG}, where
λG ∈ R3 are the eigenvalues of ΣG. Then, Splat-Nav states
that ER ∩ EG = ∅ if and only if there exists s ∈ (0, 1) such
that K(s) > 1, where

K(s) = wTdiag

(
s(1− s)

κ+ s(λG − κ)

)
w, (50)

κ ∈ R is the maximum eigenvalue of ΣR, and w = RT (µR−
µG). For each collision check, we sampled 1000 values of s
uniformly on the interval (0, 1).

APPENDIX E
NORMALIZED 3D GAUSSIAN SPLATTING

This appendix provides a detailed derivation of the raster-
ization process of a normalized 3D Gaussian Splat and the

computation of its derivative with respect to the splatting
parameters. In order to remain consistent with the splatting
literature, the notation in this section is self-contained and
distinct from the notation used in the rest of the document.
In practice, the reference implementation of the original 3D
Gaussian Splatting method [2] was modified to include nor-
malization in both the forward and backward pass.

A. Radiance Field Preliminaries

First, we re-state the definition of a radiance field. A
radiance field models the image formation process by approx-
imating a five-dimensional function that maps from a point
and viewing directions to the differential opacity σ : R3 → R
and the color c : R3 × S2 → R3. Intuitively, σ represents the
likelihood that a particle traveling along a ray will stop when
it collides with an individual point in space. Under a radiance
field model, an image is rendered by considering separately the
ray that intersects each pixel. Consider a ray r(s) : R → R3.
We define an additional quantity, the transmittance, which
defines the probability that a particle traveling along ray r from
s = a to s = b will experience a collision. This transmittance,
denoted as T b

a [r], is computed by

T b
a [r] = exp

(
−
∫ b

a

σ(r(s))ds

)
(51)

Equivalently, T b
a [r] may be interpreted by considering a light

source aligned with ray r and located at s = a. Then T b
a [r] is

the proportion of light that remains by point s = b.
From the transmittance, the expected color of the pixel

corresponding to ray r can be computed as

C[r] =
∫ zf

zn

c(r(s), rd)σ(r(s))T
s
zn [r]ds (52)

where zn, zf are the near and far clipping planes. The expected
depth can be analogously computed as

D[r] =

∫ zf

zn

s · σ(r(s))T s
zn [r]ds (53)

B. Summary of Splatting Methods

This section summarizes splatting methods, while the rest
of the Appendix provides a detailed derivation of Normalized
3DGS. We refer the interested reader to [37] for a more
comprehensive treatment of splatting-based rendering. In a
splatting framework, 3D Gaussian functions are used as a basis
set to approximate σ and c. We call each Gaussian function
a 3D reconstruction kernel κ(x) in world coordinates. Then,
each 3D function κ(x) is transformed into a coordinate system
aligned with each camera ray. This yields a 3D reconstruction
kernel κ′(x) in ray coordinates. Next, each kernel is integrated
along the depth dimension of the ray to yield a 2D image-space
reconstruction kernel q(x). Finally, the 2D kernels are queried
at the center of each pixel and blended to compute the final
pixel color.
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C. Representation

Let nG 3D Gaussian density functions be reconstruction
kernels to represent the scene. Let each function parameterized
by mean µk and covariance Σk, both expressed in world
coordinates. Denote Sk = Σ−1

k . Then, the 3D reconstruction
kernel is given by the 3D Gaussian density

Gk(x) =
1√

(2π)3|Σk|
exp

(
−1

2
∥x− µk∥2Sk

)
(54)

where the represented norm is the Mahalanobis distance. For
notational simplicity, we denote

nk =
1√

(2π)3|Σk|
(55)

as the normalizing constant of the Gaussian. Finally, the
differential opacity σ at a point x is given by

σ(x) =

nG∑
k=1

wkGk(x)

= wknk exp

(
−1

2
∥x− µk∥2Sk

) (56)

where wk ∈ R+ are positive weights.
Additionally, assume without loss of generality that the

Gaussian carries with it a viewpoint-independent color ck ∈
R3. This assumption is made without loss of generality
because, in practice, a viewpoint-dependent color may be
converted to a constant color once a viewpoint is selected.
Additionally, we assume the covariance Σk is provided. In
implementation, Σk is parameterized by its Eigendecomposi-
tion; this detail is omitted for brevity.

In summary, the parameters of each Gaussian Gk in the
scene representation are the mean of the Gaussian µk ∈ R3;
the covariance of the Gaussian Σk ∈ R3×3; the color of each
Gaussian ck ∈ R3; and the weight of each Gaussian wk ∈ R+.

D. Integration of an Individual Gaussian

During the forward pass, each Gaussian is transformed
into a coordinate frame aligned with each camera ray, which
reduces the integration problem to a set of Gaussian marginal-
izations.

This section closely follows Section 6.2 of [37], with slight
modifications for coordinate systems and notation. Further,
[49] provides a similar derivation for the more standard un-
normalized 3D Gaussian Splatting. We consider the integration
of an individual reconstruction kernel κk(x) = Gk(x) along
an individual camera ray. Let Gk have mean µk and covariance
Σk expressed in world coordinates. Denote the homogenous
SE(3) transformation from world coordinates to camera co-
ordinates as

TCW =

[
RCW dCW

0 1

]
, (57)

where RCW ∈ SO(3) is a rotation matrix and dCW ∈ R3 is
a translation vector.

Consider transforming a point x ∈ R3 to image coordinates.
First, we transform it to camera coordinates by t = φ(x) =
RCWx + dCW , where t ∈ R3. Denote the mean in camera

coordinates as µt
k = φ(µk). Then, points are transformed to

a ray coordinate system via a projective transformation. We
use the standard projection matrix from camera to clip space,
defined as

P =


2fx/W 0 0 0

0 2fy/H 0 0

0 0
zf+zn
zf−zn

−2
zfzn
zf−zn

0 0 1 0

 . (58)

We simultaneously convert the first two components to pixel
units via the camera’s focal lengths fx and fy , image size
(W,H), and principal point (cx, cy):

ϕ(t) =

WP ·tx
2P ·tw + 0.5 + cx
HP ·ty
2P ·tw + 0.5 + cy

∥t∥

 (59)

=

fxtx/tz + 0.5 + cx
fyty/tz + 0.5 + cy

∥t∥

 . (60)

Since the transformation (60) is not affine, it is approximated
with a first-order Taylor approximation around µt:

ϕµt
k
(t) = ϕ(µt

k) + Jk(t− µt
k) (61)

where Jk is the Jacobian of the transformation in (60). In
particular,

Jk =

 fx/µ
t
k,z 0 −fxµ

t
k,x/µ

t
k,z

2

0 fy/µ
t
k,z −fyµ

t
k,y/µ

t
k,z

2

µt
k,x/ ∥tk∥ µt

k,y/ ∥µt
k∥ µt

k,z/ ∥µt
k∥

 (62)

Applying these transformations results in a ray-space recon-
struction kernel given by

κ′(u) = |RCW ||Jk|G′
k(u) (63)

µ′
k = ϕ(φ(µk)) (64)

Σ′
k = JkRCWΣR⊤

CWJ⊤
k (65)

where G′
k is a Gaussian density with mean µ′

k and covariance
Σ′

k. We refer the interested reader to [37, Section 6.2.2] for a
detailed justification of the above. Note that RCW is a rotation
matrix, so its determinant |RCW | = 1 will be excluded moving
forward.

Finally, the image-space 2D reconstruction kernel is com-
puted by marginalizing the third dimension of κ′. As demon-
strated in [37, Section 6.2.3], this is equivalent to

qk(û) = |Jk|Ĝ′
k(û) (66)

where û ∈ R2 indicates a point on the image plane in pixel
coordinates, and Ĝ′ is a 2D Gaussian function with mean µ̂′

k

and covariance Σ̂′
k constructed by the first two rows (and

columns) of the corresponding parameters of G′
k. We will

denote the normalizing constant of Ĝk as n̂k.



15

E. Compositing the Integrated Gaussians

The per-Gaussian integration yields 2D reconstruction ker-
nels which are then queried and blended onto the image plane
to complete the rasterization. In this description, we omit
implementation-specific details of rasterization, including how
the pixels are split into tiles, which Gaussians are included for
rasterization in which tiles, and how the Gaussians are sorted.
Instead, we focus only on mathematically relevant aspects of
the process, and assume without loss of generality that every
Gaussian is included for rasterization in every pixel.

With this assumption, we may write a rasterization form of
(52) to compute the color of a pixel with 2D coordinates û

C(û) =
nG∑
k=1

wkckqk(û)

k−1∏
j=1

(1− wjqj(û))) . (67)

Zwicker et. al. [37] provides a more thorough derivation of the
above. We may recognize the product on the right-hand-side
as the transmittance Tk(û) and define αk(û) = wkqk(û) to
simplify (67) to

C(û) =
nG∑
k=1

αk(û)ckTk(û). (68)

In practice, the above is implemented by iterating over the
Gaussian functions front-to-back once per pixel, and keeping
running track of the product on the right-hand-side. The depth
is analogously rendered by

D(û) =

nG∑
k=1

αk(û)µ
t
k,zTk(û) (69)

where µt
k,z denotes the z component of the kth mean in the

camera’s frame.

F. Backward Pass

In this section, we derive the gradient of the rendered color
C(û) and depth D(û) of the pixel û with respect to the
parameters of the Gaussian Splat. We derive the gradient for
a single pixel û ∈ R2; in practice, the total gradient for each
Gaussian parameter results from the summation of the below
derivation over all the pixels.

We may write the contribution of the kth Gaussian to C(û)
and D(û) as

Ck(û) = αk(û)ckTk(û) (70)
Dk(û) = αk(û)µ

t
k,zTk(û) (71)

Next, (68) and (69) give that

∂C(û)
∂Ck(û)

=
∂D(û)

∂Dk(û)
= 1. (72)

Thus, we generally consider the impact of a single Gaussian on
the rendered color and depth. The dependence of variables on
û will be omitted for notational simplicity. Finally, we assume
that an arbitrary loss function L is used in training. Further, we
assume that the backward pass of the optimization provides
the gradients of the loss function with respect to the rendered

depth Dk and the rendered color Ck. We denote these input
gradients as

∂L
∂Dk

,
∂L
∂Ck

respectively. The remainder of this document specifies how
to propagate these given gradients to the parameters of the
Gaussian Splat.

G. Gradient of the Render Process

We begin at the end of the forward pass by differentiating
(68), in which the integrated 2D Gaussians are composited
to form pixels. The input to the forward render pass are
the 2D means µ̂′

k, inverses of the 2D covariances Ŝ′
k, RGB

colors ck, normalizing constants nk, and the determinant of
the projection operation |Jk|. For convenience, denote

ñk = |Jk|n̂k. (73)

The backwards render pass propagates gradients with respect
to µ̂′

k, Ŝ′
k, ck, and ñk.

In implementation, we iterate over the Gaussians back-to-
front. During the forward pass, we store the final transmittance
TnG

for each pixel such that during the backward pass, we may
iteratively compute

Tk−1 =
Tk

1− αk−1
. (74)

Starting with the color parameters ck, we find

∂Ck
∂ck

= αkTk. (75)

∂L
∂ck

= αkTk · ∂L
∂Ck

. (76)

This completes the gradient with respect to the color parameter
ck.

Similarly, we may differentiate (69) with respect to the input
depth of the Gaussian, µt

k,z:

∂Dk

∂µt
k,z

= αkTk (77)

∂L
∂µt

k,z

∣∣∣∣∣
Dk

= αkTk · ∂L

∂Dk
, (78)

where the bottom term denotes the contribution to the gradient
due to the rendered depth. We will put this term aside and
revisit it later in the backward pass.

Next, we consider the derivative of the rendered color and
with respect to αk.

∂Ck
∂αk

= CkTk. (79)

We additionally must consider the impact of αk on all future
colors, which we denote

Ck =

nG∑
j=k+1

cjαjTj . (80)
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Differentiating with respect to αk gives

∂Ck

∂αk
= − Ck

1− αk
(81)

∂L
∂αk

∣∣∣∣
C
=

∂L
∂αk

.

(
ckTk − Ck

1− αk

)
(82)

Note that Ck may also be computed iteratively backwards
beginning with CnG

= 0. Analogously,

Dk =

nG∑
j=k+1

µt
j,zαjTj (83)

∂L
∂αk

∣∣∣∣
D
=

∂L
∂αk

.

(
µt
k,zTk − Dk

1− αk

)
(84)

This allows
∂L
∂αk

=
∂L
∂αk

∣∣∣∣
C
+

∂L
∂αk

∣∣∣∣
D

(85)

We now continue to backpropagate through αk. Recall that

αk = wkñk exp

(
−1

2
∥û− µ̂′

k∥
2
Ŝ′
k

)
. (86)

Since it will be frequently used, denote

ρk := exp

(
−1

2
∥û− µ̂′

k∥
2
Ŝ′
k

)
. (87)

From (86), we find
∂αk

∂wk
= ñkρk,

∂αk

∂ñk
= wkρk,

∂αk

∂ρk
= wkñk, (88)

which gives
∂L
∂wk

=
∂L
∂αk

ñkρk (89)

∂L
∂ñk

=
∂L
∂αk

wkρk (90)

∂L
∂ρk

=
∂L
∂αk

wkñk. (91)

The second equation (90) completes the backward pass of the
render process with respect to the input ñk.

We now continue to backpropagate through ρk. Denote

∆uk = û− µ̂′
k. (92)

Then we may compute the partial derivative of ρk with respect
to the 2D mean µ̂′

k via

∂ρk
∂∆uk

= −ρkŜ
′∆uk (93)

and
∂L
∂µ̂′

k

=
∂L
∂αk

· ∂αk

∂ρk
· ∂ρk
∂∆uk

· ∂∆uk

∂µ̂′
k

= − ∂L
∂αk

· ∂αk

∂ρk
· ∂ρk
∂∆uk .

(94)

This completes the gradient of the loss with respect to the 2D
mean.

We may also compute the partial derivative of ρk with
respect to the elements of Ŝ′

k, the inverse of the 2D covariance,
via

∂ρk

∂Ŝ′
k

=
ρk
2
∆u⊤

k ∆uk, (95)

which allows

∂L
∂Ŝ′

k

=
∂L
∂αk

· ∂αk

∂ρk
· ∂ρk
∂Ŝk

. (96)

This completes the gradient of the rendered color with respect
to the inverse 2D covariance.

We have now computed the gradients of L with respect to
µ̂′
k, Ŝ′

k, ck, and ñk, which completes the backward pass of the
rendering function.

H. Gradients of the Gaussian Integration

The second step of the backward pass is to propagate the
gradients through the coordinate transformations and marginal-
ization described in Section E-D. We differentiate the outputs
of the integration step, which are µ̂′

k, Ŝ′
k, and ñk.

a) Derivatives of ñk: We begin by considering the
derivatives of ñk. Recall that

ñk =
|Jk|

2π
√

|Σ̂′
k|
. (97)

We start by considering the derivative of ñk with respect to
the elements of Jk. Recall that Jk appears not just in the
numerator of (97), but also in the definition of Σ̂′

k. First, from
[50, Eq. 49], we have the derivative of ñk with respect to Jk
due to the inclusion of |Jk| is

∂ñk

∂Jk

∣∣∣∣
|Jk|

=
|Jk|J−T

k√
2π|Σ̂′

k|
. (98)

We now pause dealing with Jk, and turn our attention to the
|Σ′

k| term in the denominator of (97). By the same identity
from [50, p. 49],

∂ñk

∂Σ̂′
k

=
|Jk|

(
Σ̂′

k

)−T

4π

√
|Σ̂′

k|
. (99)

Continuing,

∂ñk

∂Σ′
k

=

[
∂ñk

∂Σ̂′
k

0

0 0

]
(100)

∂L
∂Σ′

k

∣∣∣∣
ñk

=
∂L
∂ñk

· ∂ñk

∂Σ′
k

(101)

where the second term denotes the contribution to the partial
derivative by ñk.

b) Derivatives of Ŝ′
k: Given the derivative ∂L

∂Ŝ′
k

computed
in (96), we may repeatedly apply [50, Eq. 60] to find the

partial derivatives with respect to Σ̂′
k =

(
Ŝ′
k

)−1

. The results
are omitted for brevity.

From this, it is trivial to apply the chain rule element-wise
to obtain the partial derivatives of L with respect to Σ̂′

k due
to Ŝ′

k, which we denote

∂L
∂Σ̂′

k

∣∣∣∣∣
Ŝ′
k
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Continuing, we observe

∂L
∂Σ′

k

∣∣∣∣
Ŝ′
k

=

 ∂L
∂Σ̂′

k

∣∣∣
Ŝ′
k

0

0 0

 . (102)

Finally, we arrive at the derivative of the loss L with respect
to the transformed covariance Σ′

k

∂L
∂Σ′

k

=
∂L
∂Σ′

k

∣∣∣∣
Ŝ′
k

+
∂L
∂Σ′

k

∣∣∣∣
ñk

(103)

We conclude the derivatives with respect to Σk by transform-
ing this back to the source coordinate system by

∂L
∂Σk

= R⊤
CWJ⊤

k

∂L
∂Σ′

k

JkRCW . (104)

Now, we continue to backpropagate the gradients with
respect to Jk. Denote Tk = JkRCW . Then

∂L
∂Tk

=

(
∂L
∂Σ′

k

⊤
+

∂L
∂Σ′

k

)
TkΣk (105)

∂Tk

∂Jk
= RCW . (106)

This brings us to

∂L
∂Jk

=
∂L
∂ñk

∂ñk

∂Jk

∣∣∣∣
|Jk|

+
∂L
∂Tk

∂Tk

∂Jk
(107)

where the first term is given by (90) and (98), and the second
is given by (105) and (106). Jk depends on µt

k, so we continue
to backpropagate.

∂L
∂µt

k

=
[∑3

i=1

∑3
j=1

∂L
∂Jk,(i,j)

∂Jk,(i,j)

∂µt
k,n

]⊤
n={1,2,3}

(108)

+

[
0 0 ∂L

∂µt
k,z

∣∣∣
Dk

]⊤
,

where Jk,(i,j) denotes the (i, j) entry of Jk. In practice, each
term in (108) was computed symbolically, and the result is
omitted here for brevity. Finally, we arrive at the gradient of
L with respect to µk due to the contribution from Jk as

∂L
∂µk

∣∣∣∣
Jk

= R⊤
CW

∂L
∂µt

k

(109)

c) Gradient of of µ̂′
k: The final term to differentiate is

µ̂′
k. Immediately, we find that

∂µ̂′
k

∂µk
=

∂µ̂′
k

∂µ′
k

· ∂µ
′
k

∂µt
k

· ∂µ
t
k

∂µk
(110)

=

[
1 0 0
0 1 0

]
· Jk ·RCW . (111)

This may be used to compute

∂L
∂µk

∣∣∣∣
µ̂′
k

=
∂L
∂µ̂′

k

· ∂µ̂
′
k

∂µk
. (112)

This gives the final gradient,

∂L
∂µk

=
∂L
∂µk

∣∣∣∣
µ̂′
k

+
∂L
∂µk

∣∣∣∣
Jk

(113)

The above gradients were incorporated into a PyTorch auto-
matic differentiation framework, based largely on the reference
implementation provided by [2].

APPENDIX F
IMPLEMENTATION DETAILS

The planning comparison experiments involving
SPLANNING, SPARROWS, and ARMTD were conducted
on a system with an AMD Ryzen 5950X @ 3.4GHz and
dual NVIDIA RTX A6000 GPUs. The experiments involving
cuRobo and MPOT were conducted on a system with an Intel
Core i7-8700K CPU @ 3.70GHz and dual NVIDIA RTX
A6000 GPUs. Baseline experiments for CHOMP and TrajOpt
were performed on a machine with an Intel Core i9-12900H
CPU @ 4.90GHz.

APPENDIX G
ADDITIONAL EXPERIMENTS

This section assesses the effectiveness of SPLANNING’s
by evaluating Normalized 3DGS reconstructions.

A. Normalized 3DGS Evaluation

We first evaluate the ability of the normalized 3DGS to
reconstruct scenes compared to the original 3DGS formulation.
We evaluate reconstruction quality on two common RGB-D
datasets. First, the method was evaluated on Replica [51],
which is a simulated dataset. Replica contains sequences of
simulated images at 20Hz; these were decimated to 2Hz
after which 1 in every 8 retained images was excluded
from training for evaluation. Next, Normalized 3DGS was
evaluated on TUM-RGBD [52], which is a real-world dataset.
TUM-RGBD is a relatively difficult dataset for accurate 3D
reconstruction due to low-resolution images and noisy depth
data. TUM-RGBD sequences were downsampled to achieve
an approximate total of 250 images per sequence. Again, 1 in
every 8 images was excluded from training for evaluation. The
reported metrics were only computed on the images excluded
from training.

Visual reconstruction results, measured by SSIM and
PSNR [53], are shown in Table IV. Experiments indicate
that Normalized 3DGS approaches the visual reconstruction
quality of standard 3DGS. This is a positive result, since
the normalization adds significant complexity to the training
process and is the only method allowing risk-aware planning.

Additionally, the geometric accuracy of each method is
evaluated by measuring the difference between the rendered
depth and ground-truth depth. For each image excluded from
training, a depth image is rendered and compared to the ground
truth. The Root-Mean-Square (RMS) error is calculated for
each image and then averaged over all images to find the
final metric. Similar to SSIM and PSNR results, Normalized
3DGS approaches the accuracy of standard 3DGS, as shown
in Table V.

B. Collision Probability Evaluation

We first evaluate the performance of our constraint rep-
resentation and compare it against existing methods that
plan in radiance fields. In particular, we compare against
CATNIPS [11], which represents the world using a Neural Ra-
diance Field, and Splat-Nav [12], which represents the world
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TABLE IV: Reconstruction evaluation on Replica and TUM-RGBD. Each method is evaluated at 7,000 and 30,000 iterations. Standard 3DGS slightly
outperforms the normalized variant. However, the performance is comparable, and only Normalized 3DGS is suitable for motion planning. The best and
second best result for each metric is annotated.

Dataset Scene Unnormalized, 7k Unnormalized, 30k. Normalized, 7k. Normalized, 30k
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Replica

office0 40.56 0.976 44.06 0.986 40.61 0.977 42.14 0.979
office1 40.44 0.969 42.52 0.974 40.22 0.971 40.39 0.964
office2 32.80 0.934 37.65 0.972 32.64 0.934 35.80 0.963
office3 33.92 0.941 37.54 0.969 33.84 0.943 36.68 0.961
office4 35.33 0.950 39.18 0.971 35.15 0.951 38.53 0.968
room0 33.99 0.946 37.90 0.971 34.20 0.949 36.33 0.961
room1 34.57 0.947 39.37 0.973 34.00 0.946 37.57 0.967
room2 36.02 0.956 40.30 0.975 35.93 0.959 39.01 0.970

TUM-RGBD

fr1/360 17.93 0.700 20.14 0.717 17.64 0.678 18.61 0.667
fr1/desk 20.14 0.725 21.29 0.758 19.90 0.720 21.01 0.751
fr1/desk2 19.56 0.720 20.73 0.747 19.31 0.717 20.44 0.744
fr1/floor 22.05 0.662 24.00 0.703 21.84 0.660 23.65 0.697
fr1/plant 18.73 0.655 19.70 0.671 18.41 0.647 19.19 0.661
fr1/room 18.25 0.659 19.46 0.689 18.04 0.658 19.18 0.690
fr1/teddy 18.32 0.639 19.39 0.652 18.10 0.636 18.88 0.648
fr2/360 hemi 19.09 0.678 20.16 0.686 18.34 0.657 19.02 0.664
fr2/coke 19.52 0.760 21.19 0.774 19.07 0.754 20.07 0.755
fr2/dishes 22.68 0.809 23.69 0.819 22.23 0.801 23.24 0.811
fr2/flowerbouquet 20.83 0.748 22.17 0.762 20.41 0.740 21.38 0.747

TABLE V: The RMSE depth error (m) is computed per evaluation image,
then averaged over each image in the dataset. The standard 3DGS slightly
outperforms the Normalized variant, but only Normalized 3DGS is suitable for
risk-aware planning. Each method is evaluated at 7,000 and 30,000 iterations.
The best and second best result is annotated.

UnNorm UnNorm Norm Norm
Scene 7k Its 30k Its 7k Its 30k Its

R
ep

lic
a

office0 0.022 0.017 0.028 0.034
office1 0.015 0.012 0.020 0.034
office2 0.028 0.017 0.046 0.029
office3 0.032 0.022 0.051 0.035
office4 0.038 0.025 0.062 0.038
room0 0.030 0.021 0.040 0.044
room1 0.022 0.014 0.032 0.031
room2 0.036 0.024 0.045 0.034

T
U

M
-R

G
B

D

fr1/360 0.183 0.174 0.240 0.231
fr1/desk 0.102 0.101 0.126 0.107
fr1/desk2 0.136 0.134 0.162 0.140
fr1/floor 0.050 0.047 0.057 0.052
fr1/plant 0.276 0.277 0.313 0.296
fr1/room 0.190 0.174 0.223 0.191
fr1/teddy 0.268 0.269 0.292 0.272
fr2/360 hemi 0.309 0.350 0.471 0.424
fr2/coke 0.364 0.359 0.388 0.377
fr2/dishes 0.178 0.173 0.230 0.202
fr2/flowerbouquet 0.387 0.369 0.433 0.402

using an un-normalized 3D Gaussian Splat. Each method’s
collision representation is shown in Fig. 3. The NeRF repre-
sentation for CATNIPS was trained using Instant-NGP [48],
while the Splat-Nav scene representations were built using
the original Gaussian Splatting method [2]. We treat each
collision detection method as a classifier to determine whether
a configuration will result in a collision. The performance
of each method is measured by evaluating the precision and
recall of the collision classifier [54]. A True Positive indicates
the correct identification of a collision, while a True Negative
indicates the correct identification of free space.

In each scene, the arm configurations are classified into
three categories: Unsafe (in collision), Nearly Safe (< 40cm
to the nearest obstacle), and Safe (> 40cm to the nearest
obstacle). We randomly sample 30 configurations of the arm,
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Fig. 5: Treating the collision constraints from SPLANNING, CATNIPS∗,
Splat-Nav∗ as a classifiers, where a positive indicates collision and negative
indicates no collision, allows evaluating the respective precision-recall curves.

which includes 10 configurations from each category to ensure
an informative collection of samples. Since the CATNIPS
and SPLANNING methods are described for spherical robots,
we conduct our experiments by evaluating the collision over
the individual spheres that comprise the robot’s spherical
forward occupancy. Further, to simplify the comparison with
CATNIPS, we set each sphere to have the radius of the
largest sphere in the SFO. Finally, CATNIPS and Splat-Nav
are evaluated using our re-implementations of their respec-
tive constraints; as a result, we refer to their respective
results as CATNIPS∗ and Splat-Nav∗. Descriptions of the re-
implementations are detailed in Appendix D.

We calculate the Precision-Recall values at various
thresholds corresponding to the allowable collision risk.
SPLANNING, CATNIPS, and Splat-Nav each express this
maximum allowable risk differently. For SPLANNING, we
vary the parameters α and β, in the range of (0,1), as
discussed in Section V-B. For CATNIPS, we vary the collision
probability σ and the maximum number of auxiliary particles
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that may exist in the robot’s volume, denoted Nmax
aux . We refer

the interested reader to [11] for a detailed explanation of these
parameters. In our experiments, Nmax

aux is set to {1, 5, 10}
while using Vaux as 10−6, and σ is varied in the range of
(0,1). Finally, Splat-Nav deterministically checks whether the
robot collides with the 99% confidence ellipsoids, meaning the
method does not emit a risk parameter. Instead, we evaluate
the method across several level sets of the Gaussian functions,
ranging from the 1-sigma ellipsoid to the 10-sigma ellipsoid.

We report Precision-Recall curves in Fig. 5. CATNIPS∗

achieves a high precision, indicating that most of the detected
collisions were true collisions. However, the comparatively
low recall indicates that unsafe configurations were classified
as safe. Splat-Nav∗ achieves higher recall, indicating that
the method is more conservative and will result in fewer
collisions. However, the lower precision indicates the presence
of false positives, which would cause a motion planner to
behave overly conservatively. The SPLANNING constraint
achieves higher precision and recall than either Splat-Nav∗ or
CATNIPS∗. Further, Fig. 5 shows that the thresholds α and β
in SPLANNING allow for significant control of the behavior
of the constraint, ranging from highly aggressive near the left
to more conservative on the right.
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