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Abstract

While recent research endeavors have focused001
on developing Large Language Models (LLMs)002
with robust long-context capabilities, due to the003
lack of long-context benchmarks, relatively lit-004
tle is known about how well the performance005
of long-context LLMs. To address this gap, we006
propose a multi-evidence, position-aware, and007
scalable benchmark for evaluating long-context008
LLMs, named Counting-Stars, which evaluates009
long-context LLMs by using two tasks: multi-010
evidence acquisition and multi-evidence rea-011
soning. Based on the Counting-Stars test, we012
conduct experiments to evaluate long-context013
LLMs (i.e., GPT-4 Turbo, Gemini 1.5 Pro,014
Claude3 Opus, GLM-4, and Moonshot-v1). Ex-015
perimental results demonstrate that Gemini 1.5016
Pro achieves the best overall results, while the017
performance of GPT-4 Turbo is the most stable018
across various tasks. Furthermore, our analysis019
of these LLMs, which are extended to handle020
long-context scenarios, indicates that there is021
potential for improvement as the length of the022
input context and the intricacy of the tasks are023
increasing. The code and data will be released024
in the future.025

1 Introduction026

Large language models (LLMs) have demonstrated027

exceptional performance across a wide range of028

Natural Language Processing (NLP) downstream029

tasks (Huang et al., 2023). A context window of030

128K tokens is crucial for LLMs and enables LLMs031

to perform tasks that are significantly beyond the032

existing paradigm, such as multi-document ques-033

tion answering (Caciularu et al., 2023), repository-034

level code understanding (Bairi et al., 2023), etc.035

An increasing number of studies focus on extend-036

ing the context window these models can handle to037

enable LLMs to support more intricate and diverse038

applications. Despite these developments, the effi-039

cacy of models in long-context settings still needs040

to be examined, primarily due to the lack of a ro-041

bust evaluation benchmark (An et al., 2023; Liu 042

et al., 2023; Fu et al., 2024). 043

In contrast to the rapid evolution of the supported 044

context length of LLMs, existing benchmarks have 045

lagged behind (Yuan et al., 2024). Meanwhile, it 046

is worth mentioning that tasks in existing bench- 047

marks are primarily short-context tasks, which only 048

require LLMs to find evidence for answering ques- 049

tions within a short context to test the performance 050

of LLMs instead of a long context (Li et al., 2023b; 051

Fu et al., 2024). Recently, a few benchmarks have 052

been proposed for evaluating long-context LLMs, 053

including LongBench (Bai et al., 2023b), LooGLE 054

(Li et al., 2023b), ∞Bench (Zhang et al., 2024), 055

which have been instrumental in evaluating the per- 056

formance of long-context LLMs. Still, one inherent 057

drawback is that the existing released benchmarks 058

may have been previously used as the training data 059

for LLMs or potentially used for training LLMs, 060

which may lead to data leakage and make the eval- 061

uation results of those benchmarks inaccurate. 062

A popular benchmark for whether LLMs are able 063

to utilize long context is the needle-in-a-haystack1, 064

requiring LLMs to precisely find and recite the evi- 065

dence in a sentence where the sentence is inserted 066

in an arbitrary location of the long context, which 067

evaluates the capability of evidence acquisition of 068

the long-context LLMs. However, many recently 069

released long-context LLMs adopt the needle-in- 070

a-haystack to evaluate the ability of long-context 071

handling and achieve nearly perfect performance, 072

making the needle-in-a-haystack impossible to dis- 073

tinguish the gaps between the long-context LLMs. 074

This not only demonstrates the improvement of the 075

recent long-context LLMs but also denotes that the 076

needle-in-a-haystack is too simple to further test 077

the capability of the long-context LLMs. 078

To mitigate the shortcomings of existing bench- 079

1https://github.com/gkamradt/LLMTest_
NeedleInAHaystack
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marks, in this paper, we propose a multi-evidence,080

position-aware, and scalable benchmark for eval-081

uating long-context LLMs as a novel benchmark,082

named Counting-Stars. As the name suggests, the083

Counting-Stars test refers to asking LLMs to col-084

lect the numbers of stars from multiple sentences085

describing the number of stars counted by the lit-086

tle penguin inserted in the long context and then087

summarize into a specified answer. Through the088

Counting-Stars, we expect to evaluate the long con-089

text capabilities of multi-evidence acquisition and090

multi-evidence reasoning of LLMs. More specifi-091

cally, the former focuses on testing the capability092

of LLMs to retrieve evidence at different positions093

within the long context, which can more clearly094

reflect the quality of long-context modeling. When095

collecting evidence, reasoning is often required to096

ensure that the evidence gathered supports the cor-097

rect answer to the question. Therefore, the latter098

evaluates the LLM’s ability to filter out noise or099

incorrect information when retrieving information100

and the model’s reasoning ability at different posi-101

tions within the long context. Generally speaking,102

the latter is definitely more challenging than the103

former. In other words, the former can be treated as104

making LLMs distinguish between long contexts105

and inserted sentences (similar to the needle-in-a-106

haystack), while the latter involves distinguishing107

evidence within each inserted sentence.108

Experiments show that the tested LLMs can per-109

form well on the Counting-Stars when the context110

length is below 32K in most cases. However, as111

the context length increases, the performance of all112

models declines. However, this decline is not abso-113

lute, meaning a model might achieve better results114

at 120K than at 100K. Generally, Gemini 1.5 Pro115

achieved the best results on all tasks, and the perfor-116

mance of GPT-4 Turbo is the most stable across all117

tasks in the Counting-Stars. Although our experi-118

ments may not fully support the loss-in-the-middle119

phenomenon, it can be observed that most LLMs120

are good at collecting the numbers of stars located121

at the beginning and end slightly better than those122

located in the middle of the long context.123

2 Counting-Stars (★)124

LLMs have shown remarkable performance across125

diverse NLP tasks but are constrained by their small126

context window size (short-context). Recently, var-127

ious studies have expanded the context length to128

accommodate up to 128K tokens and more (long-129

context). The main difference between short- and 130

long-context scenarios is that in the latter, LLMs 131

need to process more information at once, which 132

may lead to the loss of key information, resulting in 133

decreased performance. Therefore, in long-context 134

scenarios, the evaluation of LLMs should focus on 135

the capability of LLMs to acquire information and 136

distinguish incorrect information while acquiring 137

that information. 138

Multi-evidence. In long-context scenarios, answer- 139

ing a question may require collecting lots of evi- 140

dence from different positions of the long context. 141

Hence, it is necessary to verify the capability of 142

LLMs to collect lots of evidence from a long con- 143

text at once. In addition, to the best of our knowl- 144

edge, the Counting-Stars is the first long-context 145

benchmark to increase significantly the number of 146

pieces of evidence (i.e., increase to 32, 64, 128, 147

256, 512, and even 1024). 148

Position-aware. In long-context scenarios, a typi- 149

cal bad case is that when the answer to a question 150

appears in different positions of the long context, 151

the performance of LLMs varies greatly, such as the 152

lost-in-the-middle phenomenon (Liu et al., 2023). 153

Therefore, when evaluating the long-context LLMs, 154

it is necessary to reveal which specific positions 155

of evidence are missing or reasoning incorrectly 156

through the evaluation results to analyze the prob- 157

lem more precisely and meticulously. 158

Scalable. As mentioned earlier, developing long- 159

context benchmarks often lags behind the speed of 160

long-context LLMs. At the same time, constructing 161

a long-context benchmark is difficult and expensive, 162

so easy scalability is essential. 163

In general, the capacity for a long-context LLM 164

to do human textual instructions largely depends 165

on its multi-evidence acquisition ability. Moreover, 166

an indispensable ability of LLMs extends beyond 167

mere essential evidence collection to encompass 168

reasoning based on the collected evidence. There- 169

fore, the Counting-Stars mainly evaluates the long- 170

context capability of LLMs from two perspectives, 171

i.e., long-context multi-evidence acquisition and 172

long-context multi-evidence reasoning. Expressly, 173

this test can be understood as asking LLMs to find 174

and remember all the sentences in the long text that 175

describe the little penguin counting stars and orga- 176

nize them into a list to return the final answer. All 177

sentences are prior inserted into a long text at the 178

same interval. In addition, the used long text can 179

be any text data that is not related to the sentences 180

describing the little penguin counting stars, such as 181
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Task Name Test Example

Long-Context
Multi-evidence Acquisition
English Version

November 2005In the next few years, venture capital funds will find themselves squeezed from four directions. They’re already
stuck with a seller’s market, because of the huge amounts they raised at the end of the Bubble and still haven’t invested. This by
itself is not the end of the world. In fact, it’s just a more extreme version of the norm in the VC business: too much money chasing
too few deals.Unfortunately, those few deals now want less and less money, because it’s getting so cheap to start a startup ...
The little penguin counted {number1} ★
... Moore’s law, which makes hardware geometrically closer to free; the Web, which makes promotion free if you’re good; and better
languages, which make development a lot cheaper.When we started our startup in 1995, the first three were our biggest expenses.
We had to pay $5000 for the Netscape Commerce Server, the only software that then supported secure http connections ...
The little penguin counted {number2} ★
... people throw away computers more powerful than our first server ...
......
On this moonlit and misty night, the little penguin is looking up at the sky and concentrating on counting ★. Please help the little
penguin collect the number of ★, for example: "little_penguin": [x, x, x,...]. The summation is not required, and the numbers
in [x, x, x,...] represent the counted number of ★ by the little penguin. Only output the results in JSON format without any
explanation.

Long-Context
Multi-evidence Reasoning
English Version

November 2005In the next few years, venture capital funds will find themselves squeezed from four directions. They’re already
stuck with a seller’s market, because of the huge amounts they raised at the end of the Bubble and still haven’t invested. This by
itself is not the end of the world. In fact, it’s just a more extreme version of the norm in the VC business: too much money chasing
too few deals.Unfortunately, those few deals now want less and less money, because it’s getting so cheap to start a startup ...
The little penguin counted {wrong number1} ★, but found that a mistake had been made, so the counting was done again, and
this time {number1} ★ was counted correctly.
... Moore’s law, which makes hardware geometrically closer to free; the Web, which makes promotion free if you’re good; and better
languages, which make development a lot cheaper.When we started our startup in 1995, the first three were our biggest expenses.
We had to pay $5000 for the Netscape Commerce Server, the only software that then supported secure http connections ...
The little penguin counted {wrong number2} ★, but found that a mistake had been made, so the counting was done again, and
this time {number2} ★ was counted correctly.
... people throw away computers more powerful than our first server ......
......
On this moonlit and misty night, the little penguin is looking up at the sky and concentrating on counting ★. Please help the little
penguin collect the correct number of ★, for example: "little_penguin": [x, x, x,...]. The summation is not required, and the
numbers in [x, x, x,...] represent the correctly counted number of ★ by the little penguin. Only output the results in JSON format
without any explanation.

Table 1: Two task descriptions of the Counting-Stars test.

The Story of the Stone2 for the Chinese version of182

the Counting-Stars and Paul Graham Essays3 for183

the English version of the Counting-Stars. Next,184

we will introduce the Counting-Stars test in detail.185

2.1 Long-Context Multi-evidence Acquisition186

Multi-evidence acquisition refers to the capability187

of distinguishing and collecting critical information188

framed within intricate and long textual data, which189

bottlenecks the performance of LLMs in synthesiz-190

ing contextualized knowledge to execute various191

tasks, from answering multi-document questions192

to executing complex human instructions. Further-193

more, maintaining a comprehensive and accurate194

grasp of the input text becomes increasingly chal-195

lenging as the context length increases. Therefore,196

in the Counting-Stars test, the first task is to exam-197

ine the multi-evidence acquisition ability of long-198

context LLMs, as illustrated in Table 1 (named199

as Long-Context Multi-evidence Acquisition). In200

multi-evidence acquisition, all sentences describ-201

ing the little penguin counting stars are designed as202

"The little penguin counted {number1} ★". Here,203

{number1} indicates the number of stars the little204

2The Story of the Stone, is an 18th-century Chinese novel
authored by Cao Xueqin, considered to be one of the Four
Great Classical Novels of Chinese literature.

3The English context data used in this paper is similar to
the needle-in-a-haystack.

penguin counted. Concretely, we randomly gener- 205

ated all the numbers of stars as {number1, number2, 206

...} because we found that LLMs easily slack off 207

if a sequence of numbers is continuous or regu- 208

lar. In this task, we hope that LLMs collect all 209

the numbers of stars the little penguin counted and 210

summarize them in a list. 211

2.2 Long-Context Multi-evidence Reasoning 212

In many real-world tasks, when answering ques- 213

tions under a long and intricate context, it is not 214

only necessary to collect multi-evidence informa- 215

tion but also to reason and identify each original 216

piece of evidence before acquiring it to avoid col- 217

lecting wrong evidence. Therefore, in the Counting- 218

Stars test, the second task is to examine the multi- 219

evidence reasoning ability of long-context LLMs, 220

as illustrated in Table 1 (named as Long-Context 221

Multi-evidence Reasoning). In multi-evidence rea- 222

soning, all sentences describing the little penguin 223

counting stars are designed as "The little penguin 224

counted {wrong number1} ★, but found that a 225

mistake had been made, so the counting was done 226

again, and this time {number1} ★ was counted 227

correctly.". Here, {wrong number1} denotes the 228

number of stars the little penguin counted incor- 229

rectly, and {number1} indicates the number of stars 230

the little penguin counted correctly. Specifically, 231
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3K 3K 3K 3K 3K 3K3K 3K 3K 3K 3K 3K 3K 3K 3K 3K 3K 3K 3K 3K 3K 3K3K 3K 3K 3K 3K 3K 3K 3K 3K 3K

Context Length = 96K

Insert {M} sentences describing the little penguin counting stars.The little penguin counted {number1}

Figure 1: Illustration of how to scatter stars into the long context with the length of 96K.

LLMS LENGTH LIMIT SERVICE USED

GPT-4 TURBO

gpt4-1106-preview 128K Accessed from API

gpt4-0125-preview 128K Accessed from API

GEMINI 1.5 PRO 1M Accessed from poe.com

CLAUDE 3

OPUS 200K Accessed from poe.com

SONNET 200K Accessed from poe.com

HAIKU 200K Accessed from poe.com

GLM-4 128K Accessed from API

MOONSHOT-V1 128K Accessed from API

Table 2: LLMs used in our experiment.

{number1, 2, ...} are the same as the first task, and232

{wrong number1, 2, ...} are randomly added or sub-233

tracted by one based on the {number1, 2, ...}. In234

this task, we hope that LLMs collect all the cor-235

rect numbers of stars the little penguin counted and236

summarize them in a list.237

2.3 Scalable Test Setting238

Various approaches have been proposed to expand239

the context window of LLMs to accommodate even240

up to 128K input tokens or more. As the length of241

the context that LLMs accommodate increases, it242

becomes increasingly difficult to construct a quali-243

fied benchmark to evaluate them because the test-244

ing length of benchmarks can hardly be arbitrarily245

scaled in size. In contrast, the testing length of the246

Counting-Stars test can be set arbitrarily, which247

can be 128K, 200K, or even 1M . At the same248

time, the amount of evidence to be collected can249

also be set arbitrarily. For the number of evidence,250

we initially set it to M = 32, which represents the251

number of sentences inserted into the long context.252

It is worth noting that we can also set M to 64,253

128, 256, 512, or even 1024. However, we find254

that when M = 32, the Counting-Stars test is al-255

ready difficult for many LLMs, so this paper only256

shows the results of each LLM when M = 32.257

Another parameter that must be specially de- 258

clared is the number of test samples (N ). Similar 259

to the needle-in-a-haystack test, when the context 260

length to be tested is 128K, it will be tested from 261

4K to 128K with 4K as the interval for a total 262

of N = 32 test data. For example, as shown in 263

Figure 1, when the context length is 96K, it will be 264

tested from 3K to 96K with 3K as the interval for 265

a total of N = 32 test data. 266

3 Experiments 267

3.1 Baselines and Experimental Settings 268

In this study, we evaluate the Chinese and English 269

versions of the Counting-Stars test on several fa- 270

mous long-context LLMs that may handle long 271

contexts, including GPT-4 Turbo (OpenAI, 2024), 272

Gemini 1.5 Pro (Reid et al., 2024), Claude 3 Opus4, 273

GLM-45, and Moonshot-v16. Table 2 shows the 274

context length limits (in tokens) of the LLMs GPT- 275

4 Turbo, Gemini 1.5 Pro, Claude 3 Opus, GLM-4, 276

and Moonshot-v1 used in the experiment. 277

Specifically, in the experiments, we utilize the 278

number of prompt tokens returned by the GPT-4 279

Turbo API to measure the context length. There- 280

fore, it should also be noted that the position of 281

inserting stars is somewhat biased. Firstly, it is due 282

to the input context length being counted by the 283

number of prompt tokens returned by GPT-4 Turbo. 284

Secondly, it is precisely necessary to ensure some 285

randomness. 286

Before evaluating, we truncate the results to the 287

length of the ground truth and eliminate duplicates. 288

For a piece of test data, the prediction results are 289

evaluated starting from the first number of stars, 290

that is, {number1}, {number2}, ..., {numberM}. For 291

the first task, if the results contains {number1}, it 292

gets a score of 1; if it doesn’t, it gets 0. For the 293

4https://www.anthropic.com/news/
claude-3-family

5https://open.bigmodel.cn/
6https://kimi.moonshot.cn/
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Models
GPT-4 TURBO

GEMINI 1.5 PRO
CLAUDE3

GLM-4 MOONSHOT-V1
1106 0125 OPUS SONNET HAIKU

Multi-evidence Acquisition (ZH) 0.697 0.663 0.775 0.807 0.788 0.698 0.682 0.606

Multi-evidence Acquisition (EN) 0.718 0.662 0.833 0.705 - - 0.389 0.559

Multi-evidence Reasoning (ZH) 0.473 0.386 0.575 0.488 - - 0.475 0.344

Multi-evidence Reasoning (EN) 0.651 0.610 0.371 0.374 - - 0.179 0.460

Average Score 0.6352 0.5804 0.6391 0.5943 - - 0.4316 0.4925

Table 3: The overall performance of LLMs on the Counting-Stars-(32) test.

Models
Multi-evidence Acquisition (ZH)

4K 8K 12K 16K 20K 24K 28K 32K 36K∼64K 68K∼96K 100K∼128K

GPT-4 TURBO (1106) 1.00 0.97 0.92 0.76 0.84 0.75 0.75 0.78 0.76 0.61 0.57

CLAUDE3 OPUS 1.00 1.00 0.89 0.83 0.86 0.89 0.85 0.78 0.78 0.76 0.80

GEMINI 1.5 PRO 1.00 1.00 0.97 0.91 0.85 0.94 0.61 0.68 0.80 0.74 0.67

GLM-4 1.00 0.86 0.98 0.90 0.96 0.94 0.88 0.92 0.84 0.62 0.37

MOONSHOT-V1 0.94 0.84 0.88 0.88 0.78 0.84 0.41 0.88 0.49 0.55 0.58

Table 4: The performance of LLMs on the Chinese version of the Counting-Stars-(32)-(Multi-evidence Acquisition).

Models
Multi-evidence Acquisition (EN) Multi-evidence Reasoning (ZH) Multi-evidence Reasoning (EN)

4K-32K 36K-64K 68K-96K 100K-128K 4K-32K 36K-64K 68K-96K 100K-128K 4K-32K 36K-64K 68K-96K 100K-128K

GPT-4 TURBO (1106) 0.88 0.62 0.64 0.74 0.80 0.51 0.28 0.30 0.86 0.62 0.60 0.52

CLAUDE3 OPUS 0.81 0.65 0.65 0.71 0.82 0.52 0.29 0.33 0.72 0.44 0.05 0.29

GEMINI 1.5 PRO 0.90 0.84 0.80 0.78 0.75 0.55 0.50 0.49 0.66 0.24 0.30 0.28

GLM-4 0.57 0.36 0.34 0.29 0.84 0.64 0.25 0.17 0.28 0.09 0.19 0.15

MOONSHOT-V1 0.86 0.43 0.45 0.50 0.65 0.24 0.19 0.29 0.52 0.53 0.44 0.35

Table 5: The performance of LLMs on the English version of the Counting-Stars-(32)-(Multi-evidence Acquisition)
as well as the Chinese and English versions of the Counting-Stars-(32)-(Multi-evidence Reasoning).

second task, when the results contains only {num-294

ber1}, the score is 1; if it also contains {wrong num-295

ber1}, the score is 0.5; if the value only contains296

{wrong number1}, the score is 0.25, and if both If297

not found, the score is 0. Generally, text evalua-298

tion is usually more complex, so the evidence to299

be collected in the Counting-Stars is all numerical,300

making it more straightforward to evaluate.301

3.2 Overall Performance302

Table 3 present the testing performance of GPT-4303

Turbo, Claude3 Opus, Gemini 1.5 Pro, GLM-4,304

Moonshot-v1 on the Chinese and English versions305

of the Counting-Stars-(32)-(Multi-evidence Acqui-306

sition) and Counting-Stars-(32)-(Multi-evidence307

Reasoning) tests. Overall, Claude3 Opus achieves308

the best performance on the Chinese version of309

the Counting-Stars-(32)-(Multi-evidence Acquisi-310

tion), Gemini 1.5 Pro obtains the best performance311

on the English version of the Counting-Stars-(32)-312

(Multi-evidence Acquisition) and the Chinese ver-313

sion of the Counting-Stars-(32)-(Multi-evidence314

Reasoning), and GPT-4 Turbo obtains the best per- 315

formance on the English version of the Counting- 316

Stars-(32)-(Multi-evidence Reasoning). Although 317

these long-context LLMs have achieved nearly per- 318

fect performance on the needle-in-a-haystack task, 319

they still perform poorly on the Counting-Stars test, 320

which indicates that the needle-in-a-haystack is too 321

simple to truly show the capabilities of LLMs in 322

processing long texts. 323

The multi-evidence reasoning task necessitates 324

that LLMs engage in acquiring and reasoning mul- 325

tiple pieces of evidence simultaneously, which is 326

more complex than the multi-evidence acquisition 327

task. This task requires LLMs to sift through and 328

exclude inaccurate evidence while gathering infor- 329

mation from a long context to answer questions. 330

As indicated by the data in Table 3, each LLM 331

performs not well enough. Notably, in contrast to 332

GPT-4 Turbo and Claude3 Opus, Gemini 1.5 Pro 333

stands out for having gathered virtually no incor- 334

rect information, as shown in Figure 3. 335
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Figure 2: Visualization of the results on the Chinese version of the Counting-Stars-32-(Multi-evidence Acquisition).

From Table 4 and Table 5, it can be observed that336

all LLMs are capable of achieving higher scores337

in short-context scenarios, which confirms that the338

Counting-Stars is reasonable and can be accom-339

plished by LLMs. However, as the context length340

increases, the performance of all models shows a341

downward trend. Among them, GPT-4 Turbo’s per-342

formance is relatively stable. In addition, GLM-4343

has obtained surprising results under the 32K con-344

text length of the Chinese version of the Counting-345

Stars-(32)-(Multi-evidence Acquisition).346

By analyzing the experimental results of several347

long-context LLMs, we summarize three kinds of348

bad cases: (1) repeat a single number; (2) generate349

an increasing array; (3) fail to follow instruction,350

as shown in Table 6.351

4 Discussion352

We discuss the length-stability dilemma and the353

lost-in-the-middle phenomenon in this section.354

4.1 The Length-Stability Dilemma 355

One phenomenon that puzzles us the most among 356

the test results of both needle-in-a-haystack and 357

Counting-Stars is why the same task performs well 358

when the input context length is long but badly at 359

the shorter context (e.g., 112K and 108K in Fig- 360

ure 2). It is important to note that this phenomenon 361

becomes more pronounced as the length of the con- 362

text increases. In other words, hiding the answer 363

in different positions within different contexts re- 364

sults in LLMs failing to search it. Is this due to 365

the different contexts surrounding the answer? Or 366

is it because the distribution of the input context 367

length of the training data is not uniform, leading 368

to differences in the capabilities of LLMs across 369

various context lengths? Therefore, could increase 370

the robustness of LLMs help? 371

However, based on the experiments in this paper, 372

we cannot yet determine the specific reasons, which 373

is also a goal that the next version of Counting- 374
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Figure 3: Visualization of the results on the Chinese version of the Counting-Stars-32-(Multi-evidence Reasoning).

Stars aims to achieve. We consider that the most375

intuitive idea behind this is that the long-context376

capability of LLMs is still relatively weak, so in377

the case of limited resources, part of stability needs378

to be sacrificed. Addressing this issue may aid379

researchers in better analyzing and enhancing the380

long-context modeling capabilities of LLMs, bene-381

fiting specific NLP tasks, such as multi-document382

question answering. By the way, stability refers to383

the understanding and reasoning ability of LLMs384

when handling different long contexts, which is385

more crucial than the length of context processing.386

4.2 Lost in the Middle387

Prior research indicates a performance decline in388

some LLMs when answers are positioned around389

the middle of the long context (Liu et al., 2023).390

Similar to (Zhang et al., 2024), however, our find-391

ings can not strongly corroborate the lost-in-the-392

middle phenomenon. One possible reason why we393

obtain different observations from (Liu et al., 2023)394

is that they find the phenomenon via the test at most 395

16K length contexts, which is not long enough. In 396

our experiments based on the Counting-Stars, we 397

discover that the bad cases may not mainly appear 398

in the middle of the long context, especially for 399

the results of Claude3 Opus, as shown in Figure 2. 400

Hence, we hypothesize that the lost-in-the-middle 401

phenomenon only occurs in specific tasks, length 402

contexts, or models. 403

By observing the results of multiple experiments, 404

we guess that the lost-in-the-middle phenomenon 405

of LLMs is determined by their implicit reason- 406

ing or thinking patterns when dealing with specific 407

tasks or length contexts. Interestingly, as illustrated 408

in Figure 6 ("fail to follow instruction"), when col- 409

lecting the numbers of stars, LLMs first attempt to 410

memorize and recite relevant sentences and then 411

further summarize them into the final result. Ac- 412

cording to the above findings, we guess this kind of 413

implicit reasoning or thinking pattern may alleviate 414

the lost-in-the-middle phenomenon. 415
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Bad Case Description Example

repeat a single number [15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15,
15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15,
15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15,
15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, 15, ...]

generate increasing an array [5, 9, 15, 19, 29, 39, 45, 49, 53, 59, 63, 67, 71, 75, 79, 83, 87, 91, 95, 99, 103, 107, 111, 115, 119, 123, 127, 131, 135, 139, 143, 147,
151, 155, 159, 163, 167, 171, 175, 179, 183, 187, 191, 195, 199, 203, 207, 211, 215, 219, 223, 227, 231, 235, 239, 243, 247, 251,
255, 259, 263, 267, 271, 275, 279, 283, 287, 291, 295, 299, 303, 307, 311, 315, 319, 323, 327, 331, 335, 339, 343, 347, 351, ...]

fail to follow instruction "The little penguin counted 15 ★", "The little penguin counted 117 ★", "The little penguin counted 42 ★", "The little penguin
counted 69 ★", "The little penguins counted 58 ★", "The little penguin counted 107 ★", "The little penguin counted 9 ★", "The
little penguin counted 49 ★", "The little penguin counted 113 ★", . . .

Table 6: Bad cases generated by LLMs.

5 Related Work416

Prior research on long-context modeling has tradi-417

tionally adopted perplexity as the primary evalua-418

tion metric (Peng et al., 2023; Chen et al., 2023).419

Meanwhile, synthetic tasks (e.g., retrieval tasks)420

have been employed to gauge the capacity of LLMs421

to handle extremely long inputs (Li et al., 2023a).422

However, as highlighted in Xiong et al. (2023), nei-423

ther perplexity scores nor performance on synthetic424

tasks may fully capture the effectiveness of LLMs425

in real-world applications. Several benchmarks pro-426

posed by Bai et al. (2023b); An et al. (2023); Yuan427

et al. (2024); Qiu et al. (2024); Zhang et al. (2024)428

recently aim to evaluate long-context LLMs.429

A recent benchmark for testing the long-context430

LLMs is needle-in-a-haystack, which asks LLMs to431

recite the information in a “needle” sentence (“The432

best thing to do in San Francisco is eat a sandwich433

and sit in Dolores Park on a sunny day”) that is434

inserted at a designed location in a long text. The435

difference between the needle-in-a-haystack and436

existing benchmarks is that it does not rely on spe-437

cific data, especially those that may be utilized to438

train LLMs. In addition, the needle-in-a-haystack439

can be treated as a benchmark where the test data440

can be easily replaced to mitigate the issue of data441

leakage, which generally occurs in existing long-442

context benchmarks. As mentioned before, how-443

ever, many recently released LLMs evaluate the444

capability of long-context handling by testing the445

needle-in-a-haystack, all achieving nearly perfect446

performance, making it impossible to distinguish447

the gaps between different long-context LLMs.448

The Counting-Stars evaluates the capabilities of449

multi-evidence acquisition and reasoning of LLMs,450

which should be more noteworthy in the long con-451

text modeling of LLMs, as reflected in tasks such452

as multi-document question answering and summa-453

rization. Concretely, the former primarily evaluates454

the capability of LLMs to collect multiple pieces of455

evidence simultaneously (distinguishing between 456

long context and inserted sentences), while the lat- 457

ter tests the ability of LLMs to gather and reason 458

various pieces of evidence at the same time cor- 459

rectly, that is, reasoning is required when collecting 460

information (distinguishing between correct and in- 461

correct evidence in inserted sentences). To the best 462

of our knowledge, the Counting-Stars is the first 463

scalable long-context benchmark to ask LLMs to 464

simultaneously differentiate between correct and 465

incorrect evidence in each inserted sentence. 466

Furthermore, similar to the recent benchmark 467

(Li et al., 2023b), we refer to the long-dependency 468

tasks as those that require capturing and understand- 469

ing inter-dependency across multiple pieces of ev- 470

idence spanning the entire long context. Hence, 471

the Counting-Stars can also be considered a long- 472

dependency task when calculating scores from the 473

sample level, i.e., one testing sample only computes 474

one score. In addition, since sentences are pieces of 475

evidence and distributed throughout the entire long 476

context, it is expected that other abilities behind 477

long-context LLMs could be analyzed, including 478

the long-context processing strategies and atten- 479

tion mechanisms, which is meaningful for studying 480

the capability of long-context LLMs. It is worth 481

mentioning that the cost of the Counting-Stars is 482

lower than that of the needle-in-a-haystack, which 483

is beneficial for reducing carbon emissions. 484

6 Conclusion 485

We introduce a multi-evidence, position-aware, and 486

scalable benchmark for evaluating long-context 487

LLMs. Based on the Counting-Stars, we conduct 488

intriguing analyses on the behavior of LLMs, in- 489

cluding the length-stability dilemma and the ab- 490

sence of the lost-in-the-middle phenomenon. Our 491

testing and analysis provide valuable insights into 492

LLMs when dealing with long contexts, which can 493

inform and guide future research endeavors. 494
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7 Limitations495

While this paper offers some insights into the per-496

formance of long-context LLMs, it may not be497

sufficiently diverse or extensive to provide a com-498

prehensive evaluation of the long-context capabil-499

ities of LLMs, a constraint common to most anal-500

yses and benchmarks. However, we consider that501

for long-context scenarios, the capability to acquire502

multi-evidence is the most critical capability, which503

is also the central aspect tested by the Counting-504

Stars. Finally, we analyze and summarize poten-505

tial uncertainty in our experiments, experiments on506

more famous LLMs, and the future expansion of507

the Counting-Stars.508

(1) Potential uncertainty in our experiments.509

(a) Context Used.510

Through our experiments, it has been discov-511

ered that for tests like needle-in-a-haystack and512

Counting-Stars, different contexts may cause varia-513

tions in the results. However, all experiments use514

the same context information in this paper. It must515

be noted, though, that different LLMs show varia-516

tions in performance across different contexts.517

(b) Prompt Used.518

It is well known that LLMs are very sensitive to519

the design of prompts, and the results of different520

prompts can vary greatly. However, our experi-521

ments only constructed reasonable prompts that522

clearly express the task requirements without de-523

liberately optimizing the prompts. From the experi-524

mental results, each model understood the prompts525

correctly without ambiguity.526

(c) Service Used.527

Due to regional access restrictions on the tested528

LLMs in this paper, two different services are used529

to test the five LLMs discussed in this paper: API530

and poe.com. Concretely, the latter approach does531

not allow adjusting model parameters, such as tem-532

perature. Therefore, when using the former, we set533

the temperature to 0 to ensure, as much as possible,534

the fairness of evaluation settings. However, using535

different access approaches may introduce some536

hard-to-find issues, potentially leading to biases in537

the testing results.538

(d) Evaluation Used.539

Actually, the adopted evaluation metric in this540

paper seems too simple, particularly in the multi-541

evidence reasoning task. A more comprehensive542

and reasonable evaluation metric may better reflect543

LLMs’ long-context capability, such as using dif-544

ferent context lengths as weights.545

(2) Experiments on more famous LLMs. 546

In the future, we will evaluate more famous LLMs 547

on the Counting-Stars, such as Llama37, Mistral8, 548

Llama2 (Touvron et al., 2023), Yi (AI et al., 2024), 549

Mixtral (Jiang et al., 2024), Command-R9, Lon- 550

gLoRA (Chen et al., 2024), LongAlpaca(Chen 551

et al., 2024), LWM (Liu et al., 2024), Jamba (Lieber 552

et al., 2024), QWen (Bai et al., 2023a), DeepSeek- 553

V2 (DeepSeek-AI, 2024), etc. 554

(3) Future expansion of the Counting-Stars. 555

Initially, the Counting-Stars is designed to require 556

LLMs to count the total number of stars in all sen- 557

tences inserted in the long context, which aims to 558

test the multi-evidence acquisition of LLMs from 559

a long dependency perspective. However, we find 560

that if LLMs are required to calculate the total num- 561

ber of stars, they usually perform poorly. Specif- 562

ically, we analyze the reasons for the bad perfor- 563

mance, which mainly include three points: 564

• LLMs are unable to discover the sentences 565

describing the little penguin counted stars. 566

• LLMs are able to discover all sentences but 567

cannot remember them all. 568

• LLMs are able to remember all sentences but 569

need better mathematical ability to calculate 570

the total numbers correctly. 571

Still, through our experiments, we find that even if 572

it is a simple mathematical problem of calculating 573

“1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 574

1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 575

1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1 + 1”, the 576

probability of LLMs calculating correctly is lower. 577

So, introducing the summation operation may be a 578

simple and direct extension of the Counting-Stars 579

in the future. Therefore, in the paper, we choose to 580

let LLMs list all the numbers of stars and construct 581

the Counting-Stars as a multi-evidence, position- 582

aware, and scalable benchmark. 583

To further optimize and enhance the Counting- 584

Stars test, we imagine other evaluation strategies 585

similar to the Counting-Stars, such as scattering 586

stars by different players and specifying LLMs to 587

search for the stars counted by one of them. Based 588

on the above idea, adding more complex interac- 589

tions between players may construct a more diffi- 590

cult question for evaluating LLMs. 591

7https://github.com/meta-llama/llama3
8https://mistral.ai/news/la-plateforme/
9https://docs.cohere.com/docs/command-r#

model-details
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