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Abstract

In recent times, we have seen a rapid development of large
Vision-Language Models (VLMs). They have shown impres-
sive results on academic benchmarks, primarily in widely
spoken languages but lack performance on low-resource
languages and varied cultural contexts. To address these
limitations, we introduce Maya, an open-source Multilin-
gual VLM. Our contributions are: 1) a multilingual image-
text pretraining dataset in eight languages, based on the
LLaVA pretraining dataset; and 2) a multilingual image-
text model supporting these languages, enhancing cultural
and linguistic comprehension in vision-language tasks.
Code available at https://github.com/nahidalam/maya.

1. Introduction

Recent progress in Large Language Models (LLMs) and vi-
sion encoders like CLIP [28] and SigLIP [40] has greatly
advanced Vision-Language Models (VLMs). Models such
as Flamingo [2], LLaVA [19, 20], KOSMOS [25, 27],
Florence-2 [37], and Molmo [9] excel at image captioning,
VQA, and reasoning. Qwen2-VL’s M-RoPE [32, 36] and
PaLI’s joint modality and cross-lingual scaling [6, 7] fur-
ther improve multimodal understanding. We acknowledge
that although Aya Vision [8] showcases multilingual capa-
bilities in 23 languages, it was released subsequent to the
development of Maya.

In general though, VLMs still underperform in low-
resource languages, struggling with cultural context and lo-
calized visual concepts [15]. A key reason is the lack of
high-quality multilingual multimodal data. Most pretrain-
ing datasets—COCO [18], Flickr30K [38], LAION [30],
Visual Genome [16], and LLaVA [20]—are English-centric,
others [10, 35] remain limited in scale and cultural cover-
age. To address these challenges, we introduce Maya, an
open-source multilingual VLM that extends multimodal ca-
pabilities to eight languages. Our key contributions:

1. a novel multilingual image-text pretraining dataset con-
sisting of 550K samples for future development of mul-
tilingual VLMs,

2. a new multilingual VLM that demonstrates improved
performance in understanding cultural and linguistic nu-
ances compared to PALO-7B [22] on LLaVA-Bench-
In-The-Wild [20], offering a multilingual alternative to
LLaVA [20].

2. Dataset Creation and Filtering

2.1. Dataset Creation Methodology

Recently, PALO [22] and Pangea [39] have created a multi-
lingual image-text dataset to build multilingual multimodal
models. However, these multilingual datasets often suf-
fer from data quality issues and distribution biases across
languages. For example, in the PALO dataset, the distri-
bution varies significantly between English and other lan-
guages [10, 13, 22]. To address these limitations, we
present a novel pre-training dataset tailored for LLaVA’s
architecture that is both multilingual and optimized for di-
verse language representation. Our dataset introduces rig-
orous processes for toxicity analysis, distribution balance,
and quality control, ensuring consistent and reliable per-
formance in multiple languages and modalities, as shown
in Figure 1. We expand the original English LLaVA
dataset, which contains 550K samples, to include seven
additional languages—Chinese, French, Spanish, Russian,
Hindi, Japanese, and Arabic—yielding a total of 4.4 mil-
lion samples, equally distributed across all eight languages.

Our approach encompasses three components: 1) par-
allel dataset creation using a hybrid translation method, 2)
prompt engineering optimization, and 3) scalable genera-
tion of pre-training datasets. This pipeline integrates multi-
ple language models, such as [3, 24, 33], alongside special-
ized multilingual models like Aya 35B [4], to ensure quality,
cross-lingual data suitable for multilingual applications.



Figure 1. Pretrain Dataset Preparation Process

2.1.1. Multilingual LLaVA Pretrain Dataset
Our Multilingual Pretrain dataset builds on the LLaVA
dataset [20], using image-text pairs and the corresponding
GPT responses. Our approach started with sampling to se-
lect 30 diverse samples per language, guided by Length
Analysis (LA), Flesch Reading Ease (FRE), and Flesch-
Kincaid Grade Level (FKGL) metrics [34] to obtain a repre-
sentative GPT response in English. A cascaded translation
and verification process ensures quality: initial translation
using Google Translate, followed by back-translation and
final human review with the help of [1, 3, 33] to generate
the prompt engineering dataset in 8 languages.

2.1.2. Prompt Engineering and Evaluation
During prompt engineering, we evaluate prompts per lan-
guage using a BLEU score-based process. We construct
a prompt evaluation dataset following Figure 1, translat-
ing six sample prompts into seven languages using Aya
35B. These translations are compared with reference trans-
lations of the prompt engineering dataset using BLEU [26]
and N-gram scores [5, 31]. In Arabic, Chinese, French,
Hindi, Japanese, Russian and Spanish, Preamble 6 consis-
tently produces the highest BLEU scores per Ngram (typi-
cally 0.4–0.5), showing a clear improvement from Type 5.
Figure 2 shows Preamble 6 with the largest area in 1- to
4-grams, indicating better fidelity to the phrase level and
consistent performance across languages. We adopt Pream-
ble 6 as our final prompt template, shown in Listing 1, and
integrate it into our translation framework.

2.1.3. Translation Framework Design
Our translation framework uses the best preamble identified
in the prompt engineering evaluation step. The prompt in-
cludes 1) standardized input-output formatting to maintain
uniformity across languages, 2) example-driven instruction
sets tailored for complex translations, and 3) integrated val-
idation triggers to ensure quality control. Using Aya 35B
translation capabilities, our framework achieves more than
0.47 average BLEU scores in seven languages.

Listing 1. Translation Instructions

## Instructions
You are an expert in translations.
Your job is to translate the input to Japanese in
the given chat.

Ensure that:
{Specific Things to Consider while Translating}

Note: {Extra Constraints on Output Generation}

## Examples
### Example 1
Input:
{Input Sentence}
Expected Output:
{Translated Sentence}

Figure 2. Radar chart of N-gram averages by preamble
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Figure 3. Maya Architecture adapted from LLaVA [21]

2.1.4. Scalable Dataset Generation
For large-scale dataset generation, we implement a batch
processing pipeline integrated with Aya 35B API as shown
in Figure 1. The extracted GPT values from LLaVA Pretrain
Dataset are passed through the Aya 35B batch-optimized
API calling with intermediate translation checkpointing.
The pipeline does necessary error handling and comprehen-
sive logging for quality tracking. We implement version
control for intermediate translations and maintain detailed
debug logs, ensuring reproducibility and enabling system-
atic error analysis. The translation pipeline enables efficient
processing of the 550K samples while maintaining transla-
tion quality.

3. Multilingual Multimodal Instruction Tuning
3.1. Model Architecture
We draw inspiration from LLaVA 1.5 [19] for model ar-
chitecture. We employ the Aya-23 8B [4] model as our
LLM fϕ because of its multilingual capability. Aya-23 has
8 billion parameters, an 8K context window, and is trained
across 23 languages. Our dataset, however, includes 8 of
these 23 languages, aligning with our objective of optimiz-
ing Maya for a diverse yet focused linguistic range.

For the vision encoder, we opted for SigLIP1 [40] rather
than CLIP [28], which is traditionally used in LLaVA. This
choice is motivated by SigLIP’s strong performance, multi-
lingual adaptability, and capacity for variable-length patch
sizes. Unlike CLIP, SigLIP supports scalable positional em-
beddings, enabling it to accept inputs of varying dimensions
through positional embedding interpolation. This flexi-
bility makes SigLIP particularly suitable for our purpose.
For each input image Xv , we get the visual features from
SigLIP, Zv = g(Xv). A trainable projection matrix W then
converts the image features Zv into language features Hv .

3.2. Pretraining
For image-text alignment, we used a projection matrix W
that brings image features Xv closer to language features.

1siglip-base-patch16-256-multilingual from https:
//huggingface.co/google/siglip-base-patch16-256-
multilingual

This projection matrix is a simple 2-layer MLP with GELU
activation [12], as in LLaVA 1.5 [19]. Although we ex-
perimented with 4- and 8-layer MLPs, the 2-layer config-
uration consistently achieved the lowest training loss. Ad-
vanced alignment techniques, such as gated soft-attention
in Flamingo [2], Q-Former in BLIP-2 [17], or pooling from
MM1 [23] as alternatives to the projection layer, are set
aside for future work. For each image Xv , we used the
single-turn conversation data
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where T is the total number of turns from LLaVA [20].
We pretrained Maya on the translated dataset in eight lan-
guages. Image inputs were cropped to 256x256 for com-
patibility with the SigLIP encoder. For training, we used
8xH100 GPUs with 80GB DRAM, per-device batch size of
32 and a global batch size of 256. A learning rate of 1e-3
and a cosine scheduler were applied during training. The
pretraining process only trains the projection matrix and
takes about 20 hours.

3.3. Finetuning
We instruction-finetuned our pretrained Maya model using
the PALO 150K instruction-tuning dataset [22]. During
finetuning, we observed that Low Rank Adaptation (LoRA)
[14] produced suboptimal results, particularly when both
adapter matrices A and B were updated with the same
learning rate [11]. Based on these findings, we opted against
using LoRA and instead implemented full finetuning on
8xH100 GPUs. Our finetuning configuration used a per-
device batch size of 16 and a global batch size of 128. Fine-
tuning process took about 48 hours.

We kept both the vision encoder and the language en-
coders frozen during the training process. We did pretrain-
ing and finetuning for both versions of our dataset: the pre-
training dataset translated into 7 languages.

4. Results
We evaluate Maya on the PALO multilingual benchmark
[22], as shown in Table 1. Although Maya was pretrained
on only eight languages, it was finetuned on the PALO in-
struction dataset covering ten languages, and is thus eval-
uated on all ten. Maya outperforms all 7B models and is
competitive with 13B models, surpassing LLaVA-13B on
average and trailing PALO-13B by a small margin. Among
the eight common languages, Maya outperforms PALO-7B
in five. We attribute this to Maya’s multilingual pretraining,
in contrast to PALO’s English-only pretraining. Notably,
Maya outperforms both PALO and LLaVA in Arabic for
both size classes, likely due to its handling of root-based
morphology and effective prompt design. We also evaluate
Maya on English only dataset across various benchmarks as
shown in Table 2.

https://huggingface.co/google/siglip-base-patch16-256-multilingual
https://huggingface.co/google/siglip-base-patch16-256-multilingual
https://huggingface.co/google/siglip-base-patch16-256-multilingual


Model English Chinese French Spanish Russian Japanese Arabic Hindi Bengali Urdu Avg.

Maya (8B) 61.5 61.7 61.0 60.4 62.2 63.7 63.4 64.0 50.8 55 60.4
LLaVA-7B 67.9 55.7 62.4 64.5 55.3 59.2 38.9 29.4 13.9 21.8 46.9
PALO-7B 64.2 55.7 58.3 61.0 57.4 57.5 57.8 57.6 51.7 55.3 57.7

-6.4 +6.0 -1.4 -4.1 +4.8 +6.2 +5.6 +6.4 -0.9 -0.3 +2.7

LLaVA-13B 69.5 62.9 67.5 64.6 62.3 65.3 37.2 27.8 20.4 22.1 49.9
PALO-13B 65.5 62.1 66.4 65.9 62.4 60.6 56.9 66.8 53.5 59.6 61.9

-8.0 -1.2 -6.5 -5.5 -0.2 -1.6 +6.5 -2.8 -2.7 -4.6 -1.5

Table 1. A comparison of LLaVA and PALO with Maya on eight languages adapted from LLaVA-Bench (In-the-Wild). Values underlined
indicate best performance within size class and values in bold indicate best performance across all models tested. We provide performance
differences between Maya and the best competing model within the size classes where red indicates where Maya is performing better and
blue indicates where Maya is performing worse than the best in the size class. “Avg.” represents the average over all the languages.

GQA VizWiz ScienceQA TextVQA POPE-random MMBench MM-VeT MME (P+C)

57.79% 34.92% 70.27% 47.01% 85.30% 71.10% 29.8 72.45%

Table 2. Accuracy of Maya models on English Language across multiple benchmarks. Abbreviations: P+C = Perception + Cognition.

Figure 4. Example image from LLaVA-Bench (In-the-Wild) [20].

Figure 5 shows VQA outputs in various languages for
Figure 4. The Bengali response is the most detailed, iden-
tifying both meat and the wooden table. Spanish, French,
and Hindi mention the meat but miss the table. Chinese and
Japanese outputs are similar to English in detail.

Figure 5. Maya output for prompt (with image from Figure 4):
Please describe the food in {language} in 1 sentence.

5. Conclusion

Maya enables high-quality multilingual, multimodal AI
content generation, addressing gaps in low-resource lan-
guages. We curate data to minimize harmful con-
tent, though some traces may remain. Future work
includes refining cross-modal alignment with alternative
projection layers, unfreezing decoder layers for fine-
tuning, and expanding pretraining to Bengali and Urdu.
We also plan to scale the instruction-tuning dataset
to 665K examples, improve translation via language-
specific preambles, and benchmark on datasets like Pange-
aBench [39] and CVQA [29] for broader, robust evalua-
tion.
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