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Abstract

We study online learning in finite-horizon episodic Markov decision processes
(MDPs) under the challenging aggregate bandit feedback model, where the learner
observes only the cumulative loss incurred in each episode, rather than individual
losses at each state-action pair. While prior work in this setting has focused
exclusively on worst-case analysis, we initiate the study of best-of-both-worlds
(BOBW) algorithms that achieve low regret in both stochastic and adversarial
environments. We propose the first BOBW algorithms for episodic tabular MDPs
with aggregate bandit feedback. In the case of known transitions, our algorithms
achieve O(log T) regret in stochastic settings and O(+/T) regret in adversarial
ones. Importantly, we also establish matching lower bounds, showing the optimality
of our algorithms in this setting. We further extend our approach to unknown-
transition settings by incorporating confidence-based techniques. Our results rely
on a combination of FTRL over occupancy measures, self-bounding techniques, and
new loss estimators inspired by recent advances in online shortest path problems.
Along the way, we also provide the first individual-gap-dependent lower bounds
and demonstrate near-optimal BOBW algorithms for shortest path problems with
bandit feedback.

1 Introduction

This paper considers online learning problems for finite-horizon episodic Markov decision processes
(MDPs) with aggregate bandit feedback [Efroni et al.|2021| |Cohen et al., [2021]]. In this feedback
model, the learner receives feedback on the aggregate loss in each episode, which is the sum of losses
for all state-action pairs in the learner’s trajectory of that episode, rather than individual losses for
each state-action pair. The aggregate bandit feedback model naturally arises in various real-world
applications where only trajectory-level outcomes are observable. For example, in personalized
healthcare, a sequence of medical treatments is administered, but only the final patient outcome (e.g.,
recovery rate) is observed, without attributing effects to individual actions. Similarly, in application to
the design of educational programs, students experience a curriculum composed of multiple learning
activities, while feedback is typically available only in the form of an overall test score.
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Table 1: Regret bounds for episodic MDPs with known transitions. Here 7* is an optimal policy and
S* is the set of states that can be reached by 7*. “TC” stands for computational time complexity and
a checkmark (v') indicates that an efficient implementation is possible.

Algorithm Stochastic Adversarial TC

Bubeck et al.|[2012] vV ISI12|A|T log | A] VISI2|A|T log | A
Lancewicki and Mansour|[2025] v IS||A|LT log ¢ VISIIAILT loge v

Dann et al.|[2023a], |Ito et al.|[2024] W% \/W
This study (Tsallis entropy) Z#SL_VG#W*(S) % L‘“Z‘# VISIIAILT v
This study (Log-barrier) D stsn adtn(s) % VISIAILT logT v
Lower bound Y ses A (5050 Aloa) VISIIAILT

In the study of online learning for episodic MDPs, two different models of the loss (or reward)
function are commonly considered: the stochastic model and the adversarial model. In the stochastic
setting, it is typically assumed that the loss function #; at each episode ¢ is independently drawn
from an unknown fixed distribution. In contrast, the adversarial model makes no such probabilistic
assumptions and allows the loss function ¢; to vary arbitrarily over time. In various online learn-
ing/bandit problems, including those with individual loss feedback in episodic MDPs, it is well
known that one can achieve instance-dependent O(polylog T')-regret in the stochastic setting, and

O(\/T)-regret in the adversarial setting, where T is the number of rounds/episodes and the O(-)
notation hides logarithmic factors in parameters. However, to the best of our knowledge, prior
work on episodic MDPs with aggregate bandit feedback has focused exclusively on the worst-case
analysis (i.e., O(v/T)-bounds at best), and no algorithm is known to achieve instance-dependent
O(polylog T)-regret under the stochastic loss model with aggregate bandit feedback and unknown
transitions.

This paper focuses on the design of algorithms that can effectively handle both stochastic and
adversarial loss models. More specifically, we aim to develop a single algorithm that, without any
prior knowledge about the nature of the environment, achieves O(polylog T')-regret in stochastic

settings and O(+/T')-regret in adversarial settings. Such algorithms are referred to as best-of-both-
worlds (BOBW) algorithms [Bubeck and Slivkins| 2012]]. While many prior works design separate
algorithms tailored to either the stochastic or adversarial model, real-world applications often involve
uncertainty about the true nature of the environment, making BOBW algorithms especially valuable in
practice. Although BOBW algorithms have been developed for various settings—including episodic
MDPs with individual loss feedback [Jin and Luo, [2020, Jin et al.l 2021} [2023|]—no such algorithm
was known for episodic MDPs with aggregate bandit feedback with unknown transition, prior to this
work.

1.1 Contribution

This paper presents the first BOBW algorithms for episodic tabular MDPs with aggregate bandit
feedback and unknown transitions. More specifically, we consider layered MDPs with L-layers, and
begin by considering the setting where the transition probability matrix P is known, designing an
algorithm that achieves O (v/T)-regret in adversarial environments and O(log T')-regret in stochastic
environments. We then extend this approach to the more realistic and challenging setting where the
transition matrix P is unknown, with the help of the techniques by Jin et al.| [2021]] for handling
unknown transitions.

Our results are accomplished by combining some algorithmic frameworks including follow-the-
regularized-leader (FTRL) over occupancy measures and self-bounding techniques [Wei and Luo)
2018} Zimmert and Seldin, [2021]] with key ideas from the recent study by Maiti et al.|[2025]] on the
online shortest path problem with bandit feedback. More precisely, our algorithm is inspired by their
loss estimation method for the shortest path problem, which plays a central role in our design. By
adopting their loss estimation approach, not only can we construct an estimator using only bandit
feedback, but we also find that its second moment is well-controlled (see Lemmafd]and the subsequent



Table 2: Regret bounds for episodic MDPs with unknown transition. log ¢ = O(log(|S||A|T)).

Algorithm Stochastic Adversarial TC
Efroni et al |[2021]] VISIHAPLT log e -

Cohen et al.|[2021]) (|S|]AhewT (|1S]]AewT v
Lancewicki and Mansour{[2025]  +/|S|?|A|LT log. VISI?|A|LT log e v
This study USUANTPog®s (4| 4 L)|SPAILT log® e v

Table 3: Comparison of regret bounds for online shortest path problems with bandit feedback. The
quantity ¢* > 0 represents the instance-dependent constant characterizing the asymptotic lower
bound for linear bandits [Lattimore and Szepesvari, 2017], and it is known that ¢* < % as shown
in|Lee et al.[[2021]. Here £’ = {J, ey sy 0+v \ {7"(v)} and E = Uvev-ugsy O+v \ {7 (v)},
where 04 v C E is the set of outgoing edges from v, 7* is an optimal policy and V* is the set of
nodes reached by 7*. Please refer to Definition 2] for further details.

Algorithm Stochastic Adversarial TC
Bubeck et al.{[2012] V| E|T log |P] VI|E|T log |P|
Lattimore and Szepesvari| [2017]] c*logT -
Lee et al.|[2021]] c* log T'log(|P|T") VIE|Tlog(|P|T)
Dann et al.| [2023al], to et al.|[2024] Lo Bllon T VIETlog|P|

. . log T V|?log T
This study (Tsallis entropy) Y ecE zg(e) + \IAig VI|E|LT v
This study (Log-barrier) Yeer 255 VIE[LTlogT v
Lower bound logT 23 cp 5255 VIETlog [P/ log |E]

discussion). This property is highly beneficial for designing BOBW algorithms. Building on this
insight, we propose an efficient and nearly optimal BOBW algorithm for the online shortest path
problem with bandit feedback, which naturally extends to the case of MDPs with known transitions.

However, extending this estimation idea to the unknown-transition setting requires substantial care.
The new estimator contains negative terms, and thus, naively replacing the occupancy measure with
its upper confidence bound, as done in prior work [Jin and Luo| 2020, Jin et al.| [2021]], does not
necessarily yield an optimistic estimator. To address this, we carefully design the estimator so that
it is optimistic in expectation and its second moment remains well-controlled. This allows us not
only to effectively handle aggregate bandit feedback, but also, perhaps surprisingly, to avoid the
technically involved loss-shifting technique used in prior analyses [Jin et al.,[2021} [2023]], thereby
simplifying the overall regret analysis. We refer the reader to Section [3|for a detailed discussion of
these estimator constructions.

The regret upper bounds established in this work and in prior studies are summarized in Tables

and[3] For detailed definitions of the symbols used in the tables, we refer the reader to Section [2}
“TC” stands for computational time complexity and a checkmark (v') indicates that an efficient
implementation is possible. The symbol ¢ > 0 denotes a polynomial factor in other parameters such
as T, |S|, and |A|. In Table 3| for the shortest path problem, P denotes the set of all directed paths,
and it holds that log |P| < min{|V|, Llog |E|}, where L is the maximum number of edges in a
path of the given graph. Here, X <Y means X = O(Y) in this paper. Similarly, X > Y means
X =Q).

As shown in Tables[T]and [3] we propose computationally efficient BOBW algorithms that achieve
nearly tight regret bounds for known-transition MDPs and the online shortest path problem. We
note here that the corresponding lower bounds for stochastic environments are also new con-
tributions of this paper. The adversarial lower bounds for known-transition MDPs and online



shortest paths are due to [Lancewicki and Mansour, |2025] and [Maiti et al., 2025]], respectively.

For unknown-transition MDPs (Table [2), we propose the first BOBW algorithm that achieves an

1) (Z on e (s) L*|S|log t+|S||Allog? ¢ + (L®|SI2)(IS|+]A]) log t+L|S|*| Al log® ¢
SFESL,aFT*(s

s,a min

>-regret bound in the

stochastic setting and simultaneously achieves an upper bound of O (\/ (|A] + L)|S|? |A\LT> in the

adversarial setting. Moreover, all of our BOBW algorithms exhibit robustness to corrupted stochastic
environments, achieving regret bounds of the form O(U + vUC), where U is the stochastic regret
and C'is the corruption level. These results are established using an argument similar to the standard
self-bounding technique [Zimmert and Seldin, [2021] Jin et al., [2021}, [2023].

Due to differences in the problem settings, several caveats must be taken into account when making
comparisons. First, while prior work on episodic MDPs assumes that the per-step loss or reward
within each episode is O(1), our setting assumes that the aggregate loss or reward over an entire
episode is O(1). To align the scales, we multiply the regret bounds from prior work by a factor of 1/L.
As noted in Remark|[T]in the appendix, our setting is strictly more general. In addition, some prior
works [Cohen et al., 2021} [Lancewicki and Mansour, 2025|] consider non-layered settings, and we
reinterpret their bounds in terms of the layered setting by replacing |S|L with |\S| where appropriate.
Furthermore, while we evaluate the expected regret defined in Section [2} some of the prior works
[Efroni et al., 2021} |Lancewicki and Mansour} 2025} [Lee et al.,2021] establish high-probability regret
bounds.

Tables [1|and [3|include the bounds achieved by applying algorithms developed for finite-armed linear
bandits [Bubeck et al.|[2012} [Lattimore and Szepesvari, 2017, [Lee et al.l 2021}, Dann et al.,2023a} Ito
et al.,[2024]], where the feature space dimension is |S||A| or | F|, and the number of arms is calculated
as | A|1%! or | P|, respectively. We note that due to the exponential number of arms in this approach, it
is generally unclear whether an efficient implementation is feasible. In contrast, the other algorithms
listed, including our proposed methods, can be implemented efficiently using dynamic programming
or convex optimization techniques. We include additional related work in Appendix [A]

2 Problem setup

2.1 Episodic Markov decision process

In this paper, we consider finite-horizon Markov decision processes (MDPs) with finite actions and
finite states. The model is defined by a tuple (S, A, P), where .S is the finite set of states, A is the set
of actions, and P : S x A xS — [0, 1] is the transition function that defines the probability of moving
from one state to another given an action. We assume that the state space S consists of (L + 1) layers:
S can be expressed as a disjoint union as S = Ué:o Sk, where So = {so} (initial state), S, = {sp.}
(terminal state), Si, # () for k € [L — 1], and S U Sy, = 0 for k # k'. Transitions from the k-th layer
are allowed only to the (k + 1)-th layer, i.e., forany k € {0,1,..., L =1}, 3> cq P(s'|s,a) =1
holds for all s € S, and @ € A and P(s'|s,a) = 0forall s € Sy, a € Aand s’ € S\ Si41. Let k(s)
denote the index of the layer to which the state s belongs. In known-transition setting, we assume that
the transition function P is known to the player. On the other hand, in unknown-transition setting,
the player does not know the transition function P and it is learned through interactions with the
environment.

In episodic MDPs, the player interacts with the environment in a sequence of episodes. Before
each episode ¢t € [T, the player selects a policy m; € II := {m : (S\ {sp}) x A — [0,1] |
> acaT(a|s) = 1} and the environment selects a loss function /; : S x A — [0, 1]. Each episode
t € [T consists of a sequence of time steps. The initial state s, is set to s for all episodes ¢ € [T].
Ateach time step k € {0,1,..., L — 1}, the player chooses an action a}, € A according to the policy
Ty, 1.€., az follows the distribution 7 (- \52), and state s}; 41 is sampled from the transition function
P(-|s}, ak) given the current state s, and action a}.. At the end of the episode, the player observes the
aggregate loss feedback ¢, € [0,1] such that E [¢; | (s, ab))rerr_1] = Sopeo Ce(sk, al), which
corresponds to the sum of the losses incurred at each time step in the episode. We note that the player
does not observe the individual losses ¢, (st a,) for k € [L — 1]. All the information revealed to the
player in each episode is the state-action trajectory ((s},, a},))ke(r—1] and the aggregate loss c;. We



assume that the loss function ¢, is chosen so that Z =0 Et(s t,at) € 10,1] for any possible trajectory
((s},» a},)) ke[ —1)- For notational convenience, we suppose that £;(sz, a) is set to 0 for all a € A.

For a transition P, a loss function £ : S x A — R, and a policy 7= € II, let Q©"™(s,a;¢) and
VP (s;4) express the values of the V- and Q- functions, i.e., we set V77 (sp) = QP (sp,a) =0
and recursively define

Q"7 (s,a;0) = U(s,a) + Y P(s']s,a)VI7(s'50), VP (s:0) = w(als)Q"" (s,a50)
s'eS acA

for s # sy, and a € A. The Q-function and V -function satisfy the equality stated in the following
lemma, serves as a fundamental property that underpins both the justification of our loss estimator
and the derivation of the regret upper bound.

Lemma 1. Suppose ( is defined by {(s,a) = Q™ (s,a;¢) — V™ (s;£) for some 7 € 11 and for all
s € Sanda € A. We then have

V7 (s:) = V7 (5:0) = VT(s50), Q7 (s.0:0) = Q7 (s,a:0) = V7(s:0), (M
forany 7' €11, s € Sand a € A.

In addition, we define the occupancy measure ¢©™ : S x A — [0, 1] by
q""(s,a) = Pr [(sk,ax) = (s,a) | ((sk,ax))f—o is sampled according to rand P | (2)

for s € S and a € A. We also denote ¢77(s) = 3, . 4 47" (s,a) = Pr[s, = s] for s € Sy, for
notational convenience. Let QF = {¢©™ | = € II} be the set of occupation measures induced
by the transition P. We note that OF is a closed convex set. From the definitions of V, @ and g,

we have B [c; | m, 6] = VP (s0,4) = (b, q"™) i= Y020 s, Saea bils:a)g"™ (s, a).
Using these concepts, we define the regret:

T

Z (VP”” (s0,4:) — VP’”*(SO,& )

t=1

T

5|3 (o) @

Regy (") =E

where E[-] denotes the expectation with respect to all the randomness of the environment and
the player. We also denote Reg; = max .« Regp(n*). Hereafter, when it is clear from the
context, we may omit P and 7 for simplicity. Additionally, for notational convenience, we denote

QF () = QP (540), Vi (1) = VI (41), g = ¢P™, and ¢* = ¢P
2.2 Regime of environments

We consider several different regimes as models for the environment generating the loss function
4;. In an adversarial regime, ¢; can be chosen arbitrarily by an adversary, depending on the history
((s%>a%.))ke{o,....L.—1},re[t—1) O far and the policy m; chosen by the player. In a stochastic regime,
the loss function 4; is independently and identically drawn from an unknown distribution for each
episode ¢ € [T]. For a stochastic environment, let £* : S x A — [0, 1] denote the expected
loss function, which is defined as ¢*(s,a) = E[{;(s,a)] for all s € S and a € A. We then

have Reg;, = E [Zle (0*,q — q*>} =E [Zthl Doses\ (s} 2oaca A(S, a)qt(s,a)} , where ¢* €
argmin o (€%, q) and A : S x A — [0,1] is defined as A(s,a) = Q™ (s,a;0*) — VT (s;0*) =
Q™ (s,a;0*) —ming c 4 Q™ (s,a’; £*) for an optimal policy 7* that minimizes V™ (so; £*). We note
that the optimal policy 7* is unique if and only if the set arg min,c . {Q™ (s,a;£*)} = {a € A |
A(s,a) = 0} consists of a single action for all s € S. Here, as a generalization of a stochastic

regime admitting a unique optimal policy, we can define the an adversarial regime with self-bounding
constraints:

Definition 1 (self-bounding regime for MDPs). Let 7* : S — A be a deterministic policy. Suppose
that A : S x A — [0, 1] satisfies A(s,a) > Oforall s € S\ {sp} anda € A\ {7*(s)}. Let C > 0.
The environment is in an adversarial regime with a (7*, A, C) self-bounding constraint (or, more
concisely, a (7*, A, C)-self-bounding regime) if it holds for any algorithm that

Regp(m Z Z Z A(s,a)qi(s,a)| —C. 4)

t=1 seS\{sp} a€A\{n*(s)}



We also denote Apin = Milgz,, qre(s) A(S, a). As discussed by Zimmert and Seldin| [2021], this
is a general regime that includes stochastic environments with adversarial corruption, where the
parameter C' corresponds to the total amount of corruption. For more details, see, e.g., [Zimmert and
Seldinl 2021}, Jin and Luo, 2020, Jin et al., [2021]].

2.3 Online shortest path problem

In online shortest path problem, the player is given a directed acyclic graph (DAG) G = (V U
{s,g}, E), where s and g are the source and target vertices, respectively, V' is the set of other vertices,
and E is the set of edges. Denote m = | E| and n = |V|. Let L denote the maximum number of edges
in a s-g path in G. In each round ¢ € [T, the environment chooses a loss function ¢; : E — [0, 1]
and the player chooses a path p, from s to g. At the end of the round, the player can only observe the
aggregate loss feedback ¢; € [0,1] such that E [c; | &, pe] = >_ ,, £i(e), while the player does not
observe the individual losses ¢;(e) for e € E. The definition of regret, the regimes of the environment,
and other related concepts are defined in a similar way to in the case of episodic MDPs. More details
on the model are given in the appendix. We also note that the online shortest path problem can
be interpreted as an “almost” special case of episodic MDPs with known transitions, but it is not
necessarily an exact special case. For details, see Remark [2]in the appendix.

3 Core idea: construction of loss estimator with aggregate feedback

A key aspect of the proposed algorithms lies in how to estimate the loss function in a setting where
only the limited aggregate loss feedback is available. In this paper, inspired by the approach of Maiti
et al.[[2025] to the online shortest path problem with bandit feedback, we extend the idea to the MDP
setting. We begin by briefly reviewing their approach.

3.1 Review of the approach of Maiti et al. [2025] for the online shortest path problem

The online shortest path algorithm by Maiti et al.| [2025] maintains an s-g flow ¢; € Q C [0, 1]¥ of
capacity 1. Note that Q can be interpreted as a convex hull of the set of all s-g paths. In the following,
we denote q(v) =3 5, , q(e) forany g € [0, 1]% and v € V U {s}, where 9, v C E is the set of

outgoing edges from v. From g, it samples a path p; € {0, 1} in a Markovian way, i.e., we choose
a path as follows: (i) We first initialize p; € {0, 1}¥ by p;(e) = 0 for all e € E and set v < s. (ii)

While v # g, Pick e € d, v with probability ZIE:;;, set p(e) < 1, and transition to e’s terminal vertex

ey, i.e., set v < ey. We then have E [p; | ¢:] = ¢, i.e., each edge e € E is included in the path p,
with probability ¢:(e).

After constructing the path p; as described above and obtaining the aggregate loss feedback
¢ such that Ec; | 4, pt] = (€s,p¢), the loss estimator L;(p) for any s-g path p = (s =
Vg, €0, V1, €1, .-, VL—1,€L—1,Vr, = ¢g) is defined as follows
L—1 L-1
= pe(ek) Pe(vk) p(e)p(e) p(v)pe(v)
Li(p) = ct — Ct =Ct- — - — . 5)
2 e 2w D O Sy

1 at eclE veV

We then have E [Zt (») | qu, Et] = (44, p) for any s-g path p. In fact, the conditional expectation

given qq, {; satisfies

E [M] =E[(te,pe) | peler) = 1) = Le(s = 0a) + lelex) + Le(osr = g). (©)
qe(ex)

B {pt(“’”a] = E{{trp) | pe(ve) = 1) = Li(s = vi) + Lo(vi = 9), @
qt(vr)

where L;(v — v') represents the conditional expectation of the cost of the subpath of p; from v to v/,
given that p; goes through v and v’. By combining (@), (6) and (7)), we obtain E {Et (») | @, ét} =

'The construction method by [Maiti et al|[2025] does not exactly match the one described below, as they
add a uniform shift and incorporate implicit exploration Neu| [2015]. These adjustments are designed to obtain
high-probability regret bounds, but they are not essential in this study, which focuses on expected regret bounds.



Z,f;ll li(ex) = (ly,p). In this paper, we define the loss estimator £, € RZ by ly(e) = ¢ -
(pt(e) — pelec ) , where e_ € V U {s} is the initial vertex of the edge e € E. As we have

q¢(e) qe(e—)

<Zt,p> = Et (p) — ¢ for any s-g path p, we can use EAt as an loss estimator in our FTRL framework.

3.2 Loss estimator for MDPs with known transition

Let ¢; € Q be the occupancy measure for the policy ;. Suppose that the trajectory ((s,, a k))L !
is generated according to the policy 7; and c; is the observed aggregate loss feedback. For any
k€ {0,1,...,L — 1} and for any s € Sy, and a € A, denote I,(s) = I[s} = s] and I;(s,a) =
I[(s},al) = (s,a)]. Note that we then have E [[;(s) | m] = q:(s) and E [[(s,a) | m¢] = ¢(s,a).
Inspired by the approach of Maiti et al.| [2025]], we define the loss estimator as in the following
lemma:

Lemma 2. The loss estimator ¢ : S x A — R defined as Zt(& a) =cy - (gi(@‘ig - gi((z))) satisfies

E {Zt(s,a) | Et,m} = Q™ (s,a;0) — V™ (s;4;) =: ly(s,a). )

From this and Lemma we have Regp(n*) = E {23:1 (V”t(so;a) - V”*(so;@\t))] =
E [Zthl <E, q — q* >} . Thanks to this, we can use E instead of ¢; in our FTRL-based algorithms.

3.3 Loss estimator for MDPs with unknown transition

In the case of unknown transitions, when attempting to construct a loss estimator in the same manner
as in Lemma [2] a key difficulty arises from the fact that the true value of ¢; is not available. To
address this issue, one may follow the approach of Jin et al|[2020] and compute an upper confidence
bound u for qt» using it as a surrogate in the estimator. However, naively replacmg q¢ with u; in the

definition of /; in Lemmamtroduces yet another issue. Specifically, as ¢; in Lemmal 2| contains
a negative term (i.e., — q‘( $) ), substituting ¢, with its upper bound u; may lead to an undesirable

positive bias in the estimator, Wthh creates an obstacle in the regret analysis. To derive a valid regret
upper bound, it is essential that the estimator is optimistic, i.e., its expectation must act as a lower
confidence bound on /; in (§). To this end, we define the following novel loss estimator:

05(s,q) = e Li(s,a) + (1 —m(al| s) —cp) - Li(s)mi(a | s)

Ut (57 CL)
We can evaluate the expectation of £} in a manner similar to the proof of Lemma 2} as follows:

— (1 =ma]s)). ©

s
E [0} (s,a) | by, e, ue] = zt((s)) (QT (s, a;4) — VT (s;4:) + 1 — me(als)) — (1 — m(als)). (10)
t
We here have Q7 (s, a; £;) — V™ (s34y) = Q™ (s,a5y) — > peami(a | $)Q™ (s, a3 4,) =
mi(als)Q ™ (s, a5 be) — 3o 2o me(@ | $)QT (5,05 6) = —(1 — m(als)) as Q™ (s, a; L) € [0,
and thus: Q™ (s, a; £y) — V™ (s;4;) +1 —m(als) > 0. Hence, under the condition of u(s) > qf(
the value of (I0) is a lower bound on ¢;(s,a) := Q™ (s,a;l;) — V™ (s;4s), i.e., £y (s,a) i

optimistic estimator of /;(s, a). In addition, the gap between them is at most %(Sq;(s) (1—m(als

Lemma 3. Under the condition of u.(s) > g:(a), we have

li(s,a) — W(l —7i(als)) S E (s, a) | b, 7, us) < (s, a). (11)

3.4 Second moment of loss estimators

Our proposed algorithm, like those of Jin et al.| [2020], Jin and Luo| [2020], Jin et al.| [2021]], is
based on the Follow-the-Regularized-Leader (FTRL) framework over occupancy measures. In this
framework, the second moment of the loss estimator plays a crucial role. The second moment of the
loss estimator introduced in this section can be bounded as follow:



Lemma 4. Loss estimators {y in Lemma@and 03 in () satisfy

~ 9 1 —m(als) 9 1 —m(als) q(s)
< 7 U < . .
E [li(s,0)” | by, e | < ala) E [Et (s,a)” | Et,m7ut] S ua) e (3) +1

When applying the self-bounding technique to derive an O(polylog T') regret bound, the (1 — 7w (als))
factor in this lemma plays a crucial role. In prior work [Jin et al. 2021}, 2023], the original loss
estimator did not exhibit this factor in its second moment, and hence the analysis relied on a carefully
designed shifting function to apply a loss-shifting trick and extract the desired (1 — w(als)) factor.
However, this significantly complicated the analysis. In contrast, our regret analysis does not require
the loss-shifting trick, as the self-bounding technique can be applied directly. As a result, we avoid
the technically involved analysis necessitated by the loss-shifting trick in previous work.

4 Algorithm and regret bounds

4.1 Warmup: online shortest path problem

As a warm-up, let us consider the algorithm for the online shortest path problem. Following the ap-
proach ofMaiti et al.|[2025]], we update a point g; on the s-g unit flow polytope Q (i.e., the convex hull

of all s-g paths) using the following FTRL framework: ¢; € arg min ¢ o {< Zi_:ll tZ, q> +i(q) }’

where Z is given as in Section n and 4 (q) is a regularizer function defined as:

== Z Vaq Z Blng(e) with n = %, 8 =0(1), (Tsallis entropy)

eEE eeE
1 . -1 .
Vi) = — ;; e Ing(e) with m(e) = (4+ ﬁ Z pr(€)) 2, (log-barrier)

where we define p;(e) = c7p;(e) (1 — q‘f’(—gi)))z. We then have the following regret upped bounds:

Theorem 1. Let p* € {0,1}F be an arbitrary s-g path and v : V U {s} — E be such that

m*(v) € 8+vf0r allv € VU {s} and p*(e) = 1 = 7*(e_) = e. In the case of[Tsallis entrop)}
1
Regr(p 5 —E[ Z Z Va(e) + Z \/qt } +\/an+mlogT.

t veEVU{s}te€dyv\{m*(v)} VEV\V*

If ¢y is given by regularizer, we have
Rezr SB[ Y 30 /S0 énile)(1 - 252 loa(T)] + mlog(T).

veEVU{s} e€div

Corollary 1. We have Regp < iimL(n +T) + nlogT in the(Tsallis entropy|case and Regp <

VmL(n +T)logT in the|log-barrier|case. Simultaneously, under the condition of Reg,(p*) >
E |:ZZ':1 ZvEVU{s} ZeE@.u;\{w*(v)} A(e)pt(e)} - CfOV some A € [07 1]E and C > 0, we have

RegT( ) U+ VUC, where U = ZueVU{s} EeeaJrv\{Tr*(v)} 12 eT + % in the (Tsallis
[entrops|case and U = 5= iy Seco o e oy 8 Jor the case.

The tightness of the gap-dependent upper bound derived here is discussed in the appendix.

4.2 MDPs with known transition

The algorithm design for episodic MDPs with known transitions is almost identical to the case
of the shortest path problem. Specifically, we apply the FTRL framework over the set of all
occupancy measures as the feasible region, replace each edge e € F in the regularization functions in
(Tsallis entropy)) and (log-barrier) with a state-action pair (s,a) € S C {s} x A, and redefine p; as

pi(s,a) = 2y(s,a) (1 — m(a | s))*. With this setup, we obtain the following regret bound:




Corollary 2. We have Regp S \/|S||AILT + |S||A|log T in the(Tsallis entropy|case and Regp <

VISI|A|LT log T in the log-barried case. Simultaneously, under the condition of @), we have
Regp(m*) S U+ VUC, where U = 3 0 34 ine(s) Al(ziz) + L‘i‘jf:fT in the |Tsallis entropy

caseand U =3 0 >0, 0 (s) %for the case.

The gap-dependent upper bound achieved by the log-barrier regularization in this corollary is tight.
In fact, the following lower bound holds:

Theorem 2. Consider stochastic environment in which c; follows a Bernoulli distribution of parame-
ter Zﬁ;ll 0*(sF, ak) where we assume that this value is in [3/8,5/8] for any possible trajectories.
Define A : S x A — [0,1] by A(s,a) = Q™ (s,a;0*) — V™ (s;£*) for an optimal policy 7*. Let
S* be the set of all states s € S\ {s1,} such that ™ (s) > 0 for some optimal policy 7*. Then, for

. . . . R
any consistent algorithms, we have lim inf_, loeg—_g% 2D sesr ZGGA:A(&G»O m.

4.3 MDPs with unknown transition

Our proposed algorithm for MDPs with unknown transitions adopts an epoch-based approach, similar
to prior work [Jin et al., |2021},2020]. In each epoch 1, it updates both the transition probability
estimates and their corresponding confidence intervals. Based on these, we compute an upper
confidence bound u; on the occupancy measure g;, and use it to construct the loss estimator ¢} as
defined in (9). Note that u(s, a) can be efficiently computed using the COMP-UOB procedure
proposed by [Jin et al.l 2020].

We then define the adjusted loss estimator as ¢; := ¢} — B;, where B; is a bonus term derived from
the confidence width. Unlike prior work, our choice of the loss estimator ¢} allows us to avoid scaling
B; by an additional factor of L. The policy for each episode is selected by applying FTRL over the
estimated occupancy measure space using /;. The regularization function used here matches the
Tsallis entropy regularizer from Section[4.2] except that the learning rate 7 is reset at the beginning
of each epoch, and a small log-barrier term is added to stabilize updates.

A notable improvement over prior work [Jin et al.,|2021] is that the second-moment bound established
in Lemma 4] allows us to bypass the loss-shifting technique. As a result, our regret bounds exhibit
improved dependence on the horizon L. We refer the reader to Algorithm [I]and the appendix [E] for
full details. Our algorithm, constructed in this way, achieves the following upper bounds:

Theorem 3. In the bandit feedback setting, Algorithm |I| with § = % and 1 = M guaran-
tees Regp(m*) = O (L|S|\/ |A|T + |S||A|VLT + L2|S|3|A|2) and simultaneously Regp(m*) =
O (U +VUC + V) under Condition @), where V = L?|S|?|A|>In? t and U is defined as

U= Z Z {L4|S|1DL+ |S||A|1n2 L:| n {(L4|SQ+L3|S|2|A)lnL—|—L|SQ|Aln2L

sAsr astnr(s) A(s, a) FAWIN

We defer the proof of the above theorem to Appendix [/

5 Conclusion

This paper initiated the study of best-of-both-worlds (BOBW) algorithms for finite-horizon episodic
MDPs with aggregate bandit feedback. We proposed efficient algorithms that achieve low regret in
both stochastic and adversarial settings, and established nearly tight upper and lower bounds under
both known- and unknown-transition settings. Our approach is built upon FTRL over occupancy
measures, combined with carefully designed loss estimators that are optimistic in expectation and
admit tight second-moment bounds.

Despite these contributions, many open questions remain. A central limitation of our approach is its
reliance on occupancy measure updates via FTRL, which—while grounded in convex optimization
and thus computationally feasible to some extent—still requires solving a convex problem in each



Algorithm 1 BOBW algorithm for MDPs with unknown transitions and aggregate bandit feedback

1: Input: confidence parameter § € (0, 1)

2: Initialize: epoch index ¢ = 1 and epoch starting time ¢; = 1;

3: Y(s,a,s’), set counters my (s, a) = my(s,a,s’) = mo(s,a) =mo(s,a,s’) =0;
4: empirical transition P; and confidence width B; based on Eq. (2);

5. fort=1,...,Tdo

6 Let ¢; be the regularizer defined in Eq. (63) and compute

G: = argmin Zi;il (g E> + ¢:(q),
qeQ(P;)

where £, = (* — B; and B;(s,a) = min{2, ZS,GSW)H B;(s,a,s")}.

7: Compute policy 7; from ¢; such that 7 (als) o< g(s, a).

8: Execute policy 7, and obtain trajectory (s¢ x, ar ) fork=0,...,L — 1.

9: Construct loss estimator /' as defined in Eq. (9).
10: Increment counters: for each k < L,

Mi(St, ke Otk Stkt1) <= Mi(St ks ks Stht1) 1, mMi(Sek, e k) <= M4 (S, arp) + 1.

11: if 3k, m; (s k, ae k) > max{l,2m;_1(syk, arx)} then > entering a new epoch
12: Increment epoch index ¢ <— ¢ + 1 and set new epoch starting time t; = ¢ + 1.

13: Initialize new counters:

V(s,a,s’),m;i(s,a,8') =m;_1(s,a,s"), mi(s,a) =m;_1(s,a).
14: Update empirical transition P; and confidence width B; based on Eq. (57) and (58).

round. Moreover, this framework does not easily extend beyond tabular MDPs to more general
representations such as linear models or function approximation.

A promising direction to address these limitations is to adopt policy optimization-based meth-
ods [Shani et al., [2020, |[Luo et al., 2021]. In particular, a recent paper by [Lancewicki and Mansour,
2025] has shown that near-optimal and efficient adversarial regret bounds can be achieved through
policy optimization. Combining this line of work with the techniques in [Dann et al.| 2023a] may
yield BOBW algorithms that are both computationally efficient and more broadly applicable.

Another important direction for future research is to extend the present results beyond the online
shortest path problem to other combinatorial optimization settings, or to more challenging MDP for-
mulations such as stochastic shortest path problems [Chen et al.|[2021]. Addressing these challenges
may lead to a more comprehensive understanding of online learning under aggregate feedback.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: Theorems match the claims made in the abstract and introduction.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes] .
Justification: Limitations and future works are discussed in the conclusion section.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Every assumption on our problem setting is clearly mentioned in the introduc-

tion.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: The paper does not include experiments.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our paper is theoretical in nature.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: Our paper is theoretical in nature.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper is theoretical in nature.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: Our paper is theoretical in nature.
Guidelines:
» The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: Our paper is theoretical in nature.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper is theoretical in nature.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: Our paper is theoretical in nature.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional related work

FTRL and best-of-both-worlds algorithms In episodic tabular MDPs with adversarial losses,
is the first to propose a BOBW algorithm under known transitions.
extended this to the unknown-transition setting, which is further improved and extend to the setting
where the transition can vary over episodes 2023]]. Subsequently, policy optimization
algorithms was shown to achieve BOBW guarantees with improved computational efficiency
2023b]). In spite of these developments, our work is the first to consider BOBW algorithms
under aggregate feedback. We build on the analysis of [2021]]. While we may improve
our bounds by using the optimistic transition technique from the recent work by [2023], it
remains unclear whether this technique can be effectively combined with our loss estimator, which
can be negative.

A key challenge in achieving BOBW is the design and analysis of the regularizer in FTRL. In this work,
we consider two types of regularizers (see Section[4.I)). The first one is a hybrid regularizer
[2018]) that combines the Tsallis entropy with a small-coefficient log-barrier. The first BOBW
algorithm based on the Tsallis entropy was initially explored by [Zimmert and Seldin| [2021]], and
the hybrid regularizers to ensure the stability of FTRL have been shown to be powerful in obtaining
BOBW guarantees for complex online learning problems or for obtaining adaptive bounds [Zimmert
and Seldin| 2020, [Erez and Koren| 2021} [Tto et al.} 2022| 2024 Tsuchiya et al.,2023a.b, Masoudian
et al., 2024]]. The second regularizer we consider is the log-barrier regularizer with adaptive learning
rates, developed in |Wei and Luo|[2018], Ito|[2021]]. As we show in this paper, although the strong
regularization of the log-barrier can introduce an additional O(y/logT’) multiplicative factor in
adversarial settings, it ensures a strong stability of FTRL.

Episodic MDPs with aggregate feedback. Recently, MDPs with aggregate feedback have received
growing attention. For example, in tabular MDPs, aggregate feedback has been studied in both the
stochastic and adversarial settings (see [Efroni et al., 2021} [Cohen et al., 2021, [Chatterji et al.| 2021])),
as well as in the context of policy optimization [Lancewicki and Mansour, 2025]. Similar interest has
emerged for linear MDPs as well (see [Cassel et al., |2024]). However, to the best of our knowledge,
our work is the first to study best-of-both-worlds guarantees in the setting of aggregate feedback.

Remarks in comparing results

Remark 1 (On the scale of loss). In existing studies on online learning for MDPs with adversarial
losses, it’s common to assume that ¢;(s,a) € [0, 1] for all s and a. Such setting is reduced to our
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setting by scaling the losses by a factor of 1/ L, which therefore can be regarded as a special case of
our setting. If the loss is given by this reduction, values of losses have the same scale of O(1/L) for
all layers. In contrast, in our setting, the losses may have different scales (possibly > 1/L) for each
layer, which can be interpreted to be more general.

Remark 2 (On online shortest path problems and episodic MDPs). The online shortest path problem
can be interpreted as an “almost” special case of episodic MDPs with known transitions, but it is
not necessarily an exact special case. Intuitively, the vertices v € V in the shortest path problem
correspond to the states s € S in an MDP, and selecting one outgoing edge e € 0 v from a vertex v
corresponds to choosing an action a € A in the MDP. The shortest path problem however differs in
several aspects: the set of vertices V' does not necessarily have a hierarchical structure, the number
of edges in a path from the source to the sink is not necessarily fixed, and the set 0, v of outgoing
edges available for selection can vary depending on the vertex v. Therefore, the shortest path problem
cannot always be directly interpreted as an MDP. Consequently, regret bounds for MDPs do not
immediately translate to results for the shortest path problem. We therefore provide a separate
discussion on the online shortest path problem. However, the overall framework for algorithm design
and analysis is similar to that for episodic MDPs with known transitions.

B Auxiliary lemmas

B.1 Lemmas for FTRL
B.1.1 Stability terms for one-dimensional functions

Lemma 5. Let ¢ : R>o — R be defined as ¢(x) = —2+/x and Dy (y, x) be the Bregman divergence
associated with ¢, i.e.,

Dy(y, ) = =2/y +2v/x + %(y—x) L (\/57\/@)2_

VT Vi
Then, for any x € (0,1), £ € R and n > 0 such that n\/xf¢ > —1, we have

1 /202
sup < {-(x—y)——-D y,z}g.
yel0,1] { ( ) U] +(y,2) 1+nty/x

Proof. We have

Mm—y)—}lm(y,x):

() |

(2\/33— 2V + (\}E +n€) (x —y)>

Qﬂjyyg)mm)

:% <_y (\}E+n£)_l <\}5+”€_\}g>2+ (\}5+n€)_1—\/5+n15x>
((f)f)

= <1+;m‘””m> :W("%’”) :W

O

Lemma 6. Let ) > 0 and 8 > 0. Suppose that ¢ : R~ — R is defined as ¢(x) = f%ﬁf Bln(z).
Let Dy(y, ) be the Bregman divergence associated with ¢. Then, for any x € (0,1), £ € Rand n
such that x0 > fg, we have

sup {€-(z—y) — Dy(y,x)} < 6na®/2¢2. (12)
yE[O,l]
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Proof. If ¢ > 0, it immediately follows from Lemma|§|that the left-hand side of @) is bounded by
na>/2¢% from above. We next consider the case of £ < 0. The derivative of £ - (x — y) — Dy(y, =) in
y is given as
1 1 g B
gy) =L+ —— ——+— ——.
) NIV R

This is a monotone decreasing function and hence the maximum of £ - (x — y) — Dy(y, x) is attained
at y* € R such that g(y*) = 0. As we have

g(/thx) §—€+6'ﬂgx€x—§:o
and
1 -2 1 1
(o) )2 o) s
we have

* < min Lm (1 + Z) - < min < 2z (1 + E) -
y = B+ lz ) \/5 n = , \/5 n
= zmin {2, (1+ nﬁ\/zf)%} ,

where the last inequality follows from the assumption of {z > —g. We hence have

zt(lopl] - (x—y) = Dy(y, )} < —L(y" —x) — Dyp(y*,x) < —L(y" — )

< —&v~min{1,(1+n€\/§)_2—l}. (13)

If0 < —nly/z < 1/2, we then have (1 + nfy/z) > — 1 < —6n¢+/z, which implies that the value of
([3) is at most —lx - (—6nl\/z) = 6nz3/202. If —nl\/x > 1/2, we then have the value of (T3 is at
most —fx < —{x - (—2nly/z) = 2nz3/2(2. This completes the proof. O

Lemma 7. Let ¢ : Ryo — R be defined as ¢(x) = —log(z) and Dy(y,x) be the Bregman
divengence associated with ¢, i.e.,

1
Dy(y,x) = —logy +loga + —(y —x) = —1og%+%—1.

Then, for any x € (0,1), £ € R and n > 0 such that nzf > —1, we have

1 1
sup {E- (x —y) — D¢(y,x)} < — (= log (1 +nxt) + nxl).
y€[0,1] n n

Consequently, if nlx > — 2%, we have

sup {€~ (r—y)— 1D¢(y,x)} < na*l? <1 + 1[4 < 0] -nx€|> < ma?e?.
yE[O,l] 77 2

Proof. We have

-0 =9) = 2Ds(n) = - (1og L+ (406) 0 w).

For fixed z, ¢ and 7, this value is maximized when = % n¢. We then have

+
1 1 z
€~(:Jc—y)—5D¢(y,x) 77( log — —l—y—l) — (—log (1 + nxl) + nxl).
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As we have —log(1+a) +a < 2a? +1[a < 0

-|al? for a > —1/2, we have

—_

-y - %quy,x) <L (Clog (1 +720) +na0)

3

1/1
< p (2(77:M)2 +1I[¢ <0]- |7)x€|3>
= na? <;€2 +1I[¢ <0]- 171'|€|3)
< nx??.
O

Proof of Lemmal|l} We can show this by backward induction in layers. For s = s, (I)) is clear as
both sides are equal to 0. For s € Sy, with k < L,

Q" (s,a;0) = U(s,a) + Y P(s|s,a)V7™ (s;0)

s'€Sk41
= Q(s,a;0) ~ V™ (5:0+ Y P(s|s,a) (V”’(s’;z) V(s e))
s'€Sk41
=ls,a)+ Y P(|s,a)VT(si0) V(i) + > P(s]s,a) (V”/(s’;é)—V”(s’;€)>
s'€Sk41 s'€Sk 11

={l(s,a) — V™ (s;0) + Z P(s'|s,a)V™ (s';0)

s'€Sk41
= Q" (s,a;0) — V™ (s;0),

where the second equality follows from the induction hypothesis and the definition of /. We hence
have

VT (s5:0) = 3 w(al9)Q7 (s.as0) = > w'(als) (@7 (s.a50) = V(i) ) = V7 (5:) = V7 (s5;0).
acA acA
O

C Online shortest path problem with bandit feedback

In this section, we analyze our algorithm for online shortest path problem. Specifically, we prove
Theorems ff] and [5] which together directly imply Corollary [I]in the main body. In addition, we prove
our lower bound result in Theorem [6]

C.1 Notation and problem setup
» G=(VU{s, g}, E): adirected acyclic graph.
* s: Source node.
¢ ¢: Sink node.
» V: Set of vertices that are neither sources nor sinks.
* EC (VU{s}) x (VU{g}): setof directed edges.
* e_,e; € VU{s,g}: initial and terminal vertices of anedge e € E, i.e.,e = (e_,ey).

* 0_v,0;v C E: sets of incoming and outgoing edges of a vertex v € V U {s, g}, i.e.,
O_v={ec€FE|er=v},0,v={e€ E|e_ =v}

e n=|V|.
s m=|E|
P C {0,1}¥: set of (vector representations of) s-g paths.
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* Q = conv(P) C [0,1]F: set of s-g flows of value 1, equivalently convex hull of
P- NOte Q = {q S [07 1]E | Zeea+s Q(e) = Zee[“),g Q(e) = 1vzeea+v q(e) =
Yieco_v (@) (Vv e V)}.

* L =maxpep{|pl1} <|V|+ 1: maximum length of s-g paths.

* Without loss of generality, we assume that every vertex v € V admits a path from s to g

passing through v.

In each round ¢ € [T, an environment chooses /; € RE > and then the player chooses p; € P, after

which the player observes a feedback c¢; € [0, 1] such that E[c;|¢;, ps] = (¢, pt). We here assume
that ¢, satisfies (¢;,p) < 1 for all p € P. The performance of the player is evaluated in terms of
regret defined as:

Regp(p

T
Z L, py —

where the expectation is taken over all randomness arising from the environment and the algorithm.

, Regp = max Regr(p*),

C.2 Algorithm

The algorithm updates ¢; € Q by an FTRL approach and picks p; € P so that E[p:|q¢:] = ¢,
following the technique of [Maiti et al., [2025]].

In the following, for ¢ € Q and v € V, we denote
gw)= > qle)= > qle) (14)
e€d_v e€dv

for the notational simplicity.

Let p, € P be an s-g path that passes through v, i.e., p,(v) = 1. Define gy € @ by

g0 = W| > b (15)

veV

We then have go(v) > 1/|V|=1/nforanyv € V.
Define g; by

q€Q

t—1
a eargmin{<zzﬂq> +¢t(q)}, (16)
T=1
where ZT is an estimator for £ defined later. The regularizer v, is given by

1
:—72\/7 Zﬁlnq with ntzﬁ,b’:?, or A7)

pEE ecFE
1 . 1 &= 1
¢t(Q):7;mln‘I(e) with  7.(e) = (4+ﬁ;pT(€)) 2 (18)

where p, € [0, 1] will be defined later.
Based on ¢; € Q, we pick p; € P in the same way as in [Maiti et al.,|2025]]:

« Initialize p € {0,1}¥ by p(e) = 0 forall e € F and set v + s.
e While v # g:

— Pick e € 0 v with probability ¢:(e)/q:(v).
— Set p(e) < 1 and transition to the next node e, i.e., v < e.
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We then have E[p;|q:] = ;.
After outputting p;, we get feedback ¢; € [0, 1] such that E[c;|p, £¢] = (¢4, p;). Based on this, we

define 7, € RE by
7 — . pi(e) _ pi(e-)
ble)=c (qt<e> qt<e_>)' (19

Note that the notation of (I4) applies to p € P C Q as well, and that p;(v) = 1 if and only if the
path passes through the node v. Then, it holds for any ¢ € @ that

()= ;(z:é:izzéz-i>q<e>

Ptz _ Z pte (E = U d.,.v)

e€el veVU{s }e€8+v e veVU{s}
pte pt” (e €040 «= e_ =, ()
eEE 6 vEVu{s}
p @ p
( , (e) t ) (pe(s) = a(s) = q(s) = 1)
eGE'

‘We note that, an alternative definition of E given as
7 pi(e)  pilet)
li(e) =cy - ( - 21
! ' a(e)  ai(et)

also satisfies (20) similarly, and hence we have

(10) (B

for any ¢ € Q. Therefore, using 7, in (2] instead of Z; in (T9) does not change the behavior of the
algorithm.

We now state the following that can be proved in a similar way as in [Maiti et al.| 2025]:

Lemma 8. For any q,q' € Q, we have
E {<£t7q - ql> |Qt,£t} =, q—q),
where the expectation is taken w.r.t. p;.

Note that the effect of the path-length does not appear here. That is, we do not need to assume that
the path lengths are the same.

C.3 Regret analysis

Definition 2 (consistent policy). Define Il = {7 : VU {s} — E | w(v) € 9yv (Vv € VU {s})}.
Let p* € P be an arbitrary s-¢ path. Let £* C E and V* C V denote the sets of edges and nodes
included in p*,ie., E* ={e€ E | p*(e) =1} and V* = {v € V | p*(v) = 1}. We say n* € Il is
consistent with p* € P if and only if 7*(v) € E* forallv € V*U{s}. We denotes £’ = E'\ Im(7*).
Definition 3 (self-bounding regime for online shortest path). Let p* € P be an arbitrary s-g path
and suppose that 7* € II is consistent with p*. Suppose that A € [0, 1]¥ satisfies A(e) > 0 for all
e € E' = E\ Im(n*). The environment is in a (p*, 7*, A, C)-self-bounding regime if it holds that

Regr(p Z > > Alemle)| —C. (22)

t=1 veVU{s} e€div\{m*(v)}
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Remark 3. An example of A € [0, 1]¥ can be constructed as follows: Assume that ¢; follows an
identical distribution independently for all ¢ € [T] and denote ¢* = E[¢;]. For each u,v € V U{s, g},
let dist(u, v) denote the length of u-v shortest path w.r.t. the weight £*. (Set dist(u,v) = 400 if
there is no u-v path.) For each e € E, define A € [0, 1]F by

Ae) = £*(e) + dist(ey, g) — dist(e_, g). (23)
Then, if p* € P is a shortest s-g path, then (22) holds. In fact, for any s-g path p € P expressed as a
sequence of (s = vy, e1,v1, €2,V2,...,Vp—1,€x,g = Up), Wwe have

ZA e;) = Z (0*(e;) + dist (v, g) — dist(v;_1,9))
=1 j=1

*(ej) + dist(vg, g) — dist(vo, g) = (¢*,p) — (£*,p"),

uMn

which implies Regr(p*) = E [Z;F:l (A,p,ﬁ] Suppose 7* is chosen so that 7*(v) €
argmin.cy, ,{A(e)}. Then, A(e) forall e € E' = E \ Im(r*) if and only if the shortest v-g
path is unique for all v € V' U {s}.

Remark 4. An issue of the definition of A in (23) is the requirement for a strong assumption that the
v-g shortest path is unique for all v € V' U {s} to ensure that A(e) > 0 for all e € E’. We can relax
this assumption by some alternative definitions of A. When using the following definition, it suffices
to assume that the s-g shortest path is unique: Define L' = max,cp{)_ .y p(e)} < L. Fore € E

and k € [L'], define P(e, k) C P and A(e) by

ﬁ(e,k){pemp )=1, > pl }

e'er’

kelL'] kelL] | k peper)

A€ = min dT inf {(Cp—p)} b= min {1 inf {(Ap}. @4
kpGP(e,k)

We then have ) Ale)ple) <3, cr Ale)p(e) forall p € P, which implies that the environment
isin (p*, 7*, A) as well. Further, as we have p* ¢ P(e, k) for any e € E’ and k, we have

A(e) > {<£ yP—D >} - EAmin

min
~ L’ peP\{p~}
forany e € E’. Hence, this value is positive as long as the s-g shortest path is unique. We also have
A(e) > ming e Ae) forany e € E'.
Let g € Q be such that go(e) > 1/m. For any p* € Q and € € [0, 1], set ¢* by
¢ =(1—¢)p" + eqo. (25)

Using Lemma (8| and standard analysis for FTRL (see, e.g., Exercise 28.12 of [Lattimore and
Szepesvari, |2020]), we obtain:

Z Ly, pe —

=E

> (fm-r7)| -

t=1

z< )

t=1

|3 (fun )]

t=1

T
Z<E7Qt - q*>

t=1

eE <E + T

T
<eT + ZE <E,Qt - Qt+1> = Di(qe+1,a) + (We(q") — ¥e-1(q") — Ye(qe) + e—1(ar)) |

t=1

=!pena.
=:stab, penay

(26)

where D, (-, -) represents the Bregman divergence associated with v, defined by or (I8), and we
set 1¢(¢q) = 0 for t = 0 as an exception.
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C.3.1 Analysis for Tsallis-entropy case

Theorem 4 (First part of Theorem([I). Let p* € P be an arbitrary s-g path and suppose that T € I1
is consistent with p*. Then the proposed algorithm with the Tsallis-entropy regularizer (T7) achieves:

T
RegT(p*)fJZiE Z Z Va(e) + Z Va(m* ()| +mlogT (27)

t=1 ¢ veEVU{s} e€dyv\{n*(v)} veV\V*
T
1
Sl Y Y amen [ S S ] e
t=1 veVU{s} ecdiv\{m*(v)} veEV*U{s} ecorv\{rn*(v)}

(28)

Corollary 3 (First part of Corollary[I). In the adversarial regime, the proposed algorithm with the
Tsallis- entropy regularizer (T7) achieves RegT = (\/ mLT +mlogT). Further, if the environment
is in a (p*, 7, A, C)-self-bounding regime given in Definition 3| we then have Regp(p*) S U +
VUC +m log T, where we define

B logT n2logT
v=> X Fgta (29)
veVU{s} ecdpv\{n*(v)}
A" =min{A(e) | v e V' U{s},e € drv\ {n"(v)}}. (30)

In the following, we provide a proof of Theorem 4]

Lemma 9. When we use the Tsallis-entropy regularizer (T7), stability terms are bounded as

E[stab] SE [n Y > Vale) = Va) || SE|n Y S Vale)

veVU{s} \e€dyv veVU{s} eedrv\{n*(e)}
€1y

Proof. To bound the stability term, we can apply Lemma|§|w1th {= Kt( ), x = q:(e), n = ¢, and
B = 2. In fact, we can verify that &5( Jae(e) < qt(e)) <1< ﬂ . Hence, from Lemma@ we have

~ 1 N2
<£t7Qt - Qt+1> " —D(qe+1,qt) S e Z a:(e))*? (ét(e))

eckE
e 3/2 pt(e)_pt(e—) 2
Sm 2 (@) (25 -25)
e 3/2 pt(e)_pt(ef) 2 B ;
P o) (E =Usevug 0+
e 3/2 pt(e)_Pt(v) ? . v e —u
>3 ey (B - ) e = e =v)

veEVU{s} e€dtv

v 3 v 2 () ()




where we used the fact that p,(v) = 0 implies p;(e) = 0 for e € d;v. Taking the conditional
expectation w.r.t. p; given g;, we obtain:

My () <”<>”)
)3/2( ) 1)2|pt<v>=1

- e 3 () (- 21)1(1—3;2:;3)-1)

=WZ< N (1-20) - 3 vaw (1- 49),

e€otv e€dv U)
Further, as we have (1 — x) < 2(1 — /) for z € [0, 1], we have

e e) B .
g;,f( w9 <2 3 Ve (1-|[15) -2 > V- 3 O

— V() E <

e€dyv

=92 =2 +(e) — ¢(v)
ee%;y Vau %) > Va V4

e€dyv
By combining the above inequalities,

~ 1
E [<ft,% - Qt+1> - D(Qt+17Qt)|Qt:| S Z Z Va(e) — Va(v)
Mt veVU{s} \e€dyv
The second inequality in (3T)) follows from the fact that ¢;(e) < g;(v) for any e € d4v

O
Lemma 10. Lez p* be a path consisting of V* € V and E* C E. Suppose that q* is given by (23))
Fort > 2, if q* is a path consisting of V* € V and E* C E, penalty terms are bounded as

pena, < (Z Vale) —|E|l+ me) <1 Z Vai(e) +me

eclE e€cE\E*

Y Va@+ Y Vamw)

veVU{s} e€drv\{n*(v)} veV\V*

+me 32)
In the case of t = 1, the bound includes an O(mlog(m/e)) term in addition to the above

Proof. Suppose that t > 2. We note it follows from 17; = 1/+/¢ that —1 — % = ©(n;). We hence
have
1

pena, = 2 (77t - 77t1> Z (\/qti V q*(e)) S eez; (\/@— V Q*(€)>

S0 3 (Vi) - Vi@ ) = (3 V) - e
Z Vg (e) + me.

ecE\E*

The equality in (32)) follows from F \ E* = (Uvevugsy (@40 \ 7 (v))) U (V \ V7). In the case of
t = 1, the penalty term includes an additional term of

BZIH% Zln

m
< mlog (—) ,
€
e€el ecE

which completes the proof.

29



Lemmas [9] and [T0] combined with (26) immediately lead to (27). Given this, the next step to (28)
follows from the following lemma:

Lemma 11. Foranyv € V \ V* and any q € Q, we have

TOEEDY > qle). (33)

v’ €V*U{s} e€dpv'\m*(v)

Proof. As Q is a convex hull of P and both sides of (33) are linear in g, it suffices to show (33)
for ¢ € P. Then, for any ¢ € P, if RHS of @ is positive, then it is at least 1, and hence
(33) holds. Therefore, it suffices to show that RHS = 0 = LHS = 0 for ¢ € P. Suppose ¢

corresponds to the sequence of (s = vg, e1,v1,...,en, v, = g). If RHS = 0, then ¢ consists of
V* = {vi,...,v5. = g} and E* = {7*(v})};=0,1,...,n=- In fact, we can show this in induction
in j, under the condition that } ..y, ,n\ (x+(,)y 4(€) = O forall v’ € V" U {s}: q(v]) =1 =
Ze€8+v; qle) =1 = q(7*(v])) = 1 = q(vj;,) = 1. 0

Proof of TheoremH] We choose € = = € [0, 1] in the definition of ¢* in (23). Then, Lemmas|§|and
[T0] combined with lead to (27). The other inequality (28) follows from

o Valmw)< Y Ve <n [ > S ale),

veV\V* veV\V* vEV*U{s} ecdrv\{n*(v)}

where we used Lemma T T]in the second inequality. O

Proof of Corollary[3] As we have > _pq(e) < Land ) . q(v) < L forany g € Q, from the
Cauchy-Schwarz inequality, we have

Y Y Va@ <Y va© < B8 ) < Vil
veVU{s} eediv\{n*(v)} eel eckE
and

S Va@) <3 Vaw) < VIS alv) < VaL.
veV

vEV\V* veV

Combining Theoremwith this and Zthl % < /T, we obtain Regr < vmLT + mlogT. By
using the Cauchy-Schwarz inequality, we obtain the following:

1
v > Val
1 veVU{s} ecdrv\{n*(v)}

1 1
— ———/Ae)g(e
P L e VA

1 veVU{s} ecdrv\{m

M=

o
Il

I
[M]=

t

T
1 1
< Z ﬁ Z Z A(e) Z Z A(e)(h(e)
t=1 veVU{s} e€div\{n*(v)} veVU{s} e€div\{m*(v)}
1 T
S Z m Z Z Z A(e)qe(e) log T
veVU{s} e€div\{r*(v)} t=1veVu{s} eediv\{m~(v)}
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Similarly, we have have

n

R4

M=

&

2. ) wl@

veVU{s} ecdpv\{n*(v)}

n Al* ZA* Z Z qi(e)logT

vEVU{s} e€d v\ {m* (v)}

~
I

N

ﬁ

e Z Z Z Ae)gi(e)logT.

t=1veVU{s} e€dv\{n*(v)}

IN

Hence, from Theoremd] Jensen’s inequality, and the assumption of self-bounding regime in Defini-
tion 3] we have

T
Regr(p*) S |U- Z Y. A@ale)| +mlogT
t=1veVU{s} ecdrv\{m*(v)}
< VU - (Regr(p*) + C) +mlogT
S VU -Regp(p*) + VUC +mlogT,
which implies Reg (p*) S U + vUC +mlogT. O

C.3.2 Analysis for log-barrier case

In the case of the log-barrier regularizer, we have the following regret bounds:

Theorem 5 (Second part of Theorem[I). The proposed algorithm with the log-barrier regularizer
(18] achieves:

Regr SB| Y Y\ Sodn(o) (i)~ 295 ) tog(m)| + miog(r)

veEVU{s} e€div t=1

Corollary 4 (Second part of Corollary[I). In the adversarial regime, the proposed algorithm with the
log-barrier regularizer (18) achieves

Regy S E mLZc logT| < |mLlogT - min E

~ p*eP

T
>ty pr ] <VmLT. (34
t=1

Regp(p*) S U+ VUC + mlogT, where we define

logT
3 3 Ag(e) . (35)

veVU{s} ecdv\{n*(v)}

To show these, we use the following lemmas:

Lemma 12. When we use the log-barrier regularizer (I8), we have

stabe S Y Y mle)pe(v) (pt(e)— Me)) -

vEVU{s} e€dtv
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Proof. As we have fntqt(e)tz(e) < qi“(f;)) < n; < 1/2, we can use Lemma [7| to bound the
stability terms:

staby S Y mi(e)(ar(e)(Ga(e))”

e () p(@)Y?
vEgU:{s} eezazvnt( () (qt(e) Ch(”))

> Y mle) (pt<e>qt<e>pt<v>)2

veVU{s}e€dtv

> % wn) (e - 29Y

veEVU{s}e€dv

where we used the fact that ¢(v) = 0 implies ¢(e) = 0 for e € 0 (v) and for any ¢ € Q. O

Define p;(e) by

u(e) = ctmte-) (i) - 209 )

qi(e-)

Define ¢* by (23) with &€ = m/T. Then, from (26) and Lemma[12] we have

Regr(p*) < m + Regr(q ZZm e)pi(e 7| +m
t=1 ecE cep 1T\€
1og( )
<E Z Znt e)pu(e +m
Lec E 77 (6)

<E Z Zpt )log(mT) | + mlog(T),

eck t=1

where the last inequality follows from the setting of 7;(e):

—1/2
nt(e): ( log Zpr > .

This completes the proof of Theorem 3]
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Proof of Corollary[d] We can show ([34) by using the Cauchy-Schwarz inequality, Jensen’s inequality,
and the fact that ) _ p;(e) < L. The other one can be shown via the following:

T

Bl D >\ 2dn® (pt(e)_qf<e>)2

veVU{s}e€div \ t=1

T ) o g (e) 2
- UE%:{S} 6623:‘-11 . tz:;pt( )<pt( ) qt(”)) ]
T
1(e)
S E t(e) 1 _ q ‘|
vegu:{s} eezé);v ;q ( Qt(v))

IN
H

2. | 2 \E

veVU{s} \e€dyv\m*(v)

2| 2 \E

veVU{s} \e€dyv\m(v)

2y ¥

vEVU(s} e€ds v\ (v)

;qt(e) <1 _ Qt(e))

qt(v)

+ iE i) (1- 20|

T

Z q:(e)
t=1

IN

+4 | E

T
> (a(v) - Qt(ﬂ*(v)))]

t=1

Hence, by using the condition of the self-bounding constraint in Definition 3] we obtain

T
Regr(p*) < Z Z E th(e)logT +mlogT
veVU{s} e€div\m*(v) t=1
T
logT

= Z Z 2 E A(e)th(e) +mlogT
V) ceosmrm | 2O\ =1
v s} e€dpv\m* (v

IN

> X IZg(T) E| > Y A@Y ale)| +mlogT
t=1

veEVU{s} e€dv\m*(v) veEVU{s} ecdyv\m*(v)

logT
< -2 *
< E E © VRegr(p*) + C +mlogT

veVU{s} e€div\m*(v)

< VURegy(p*) + VUC + mlogT.
This implies that Regy (p*) S U +vVUC +mlogT. O

C.4 Lower bound for stochastic environments

As our problem is a special case of the linear bandit problem, we can apply the lower bound given by
[Lattimore and Szepesvari, 2017}, Corollary 2], which is characterized by the following optimization
problem:

A(p)®
2

Jeinf > alp)A(p) subjectto |pll3n)1 <
e pEP—

(Vpe P7),
where P~ = P\ argmin,cp ({*,p) , A(p) = (¢*, p) — min,«ep (£*, p*), and

H(a) =Y a(p)pp'.

peEP
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However, deriving an explicit expression for the optimal value of this optimization problem is not
straightforward. In fact, we have not yet identified such an expression. Instead, in what follows, we
present a lower bound by exploiting the specific structure inherent to this problem.

Consider stochastic environments specified by £* such that (¢*,p) € [3/8,5/8] for all p € P. We
suppose that ¢; € {0,1} follows a Bernoulli distribution of parameter (¢, p;). Suppose that A is
defined as (23)). We then have (¢*, p) — miny,-cp (¢*,p*) = (A, p). Denote
A(e) = min A, . 36
()= _min_ {(Ap) (36)
Theorem 6. Consider an arbitrary consistent algorithm, i.e., assume that there exists € € (0, 1) such
that Regy < MT'=¢ holds for any instances, where M > 0 is a parameter independent of T. We
then have

.. . Regp Ale)
lim inf ] > Z NGER (37)
e€EE:A(e)>0

Remark 5. If A is given by (23)), we have A(e) = A(e) fore € d,v wherev € V* := {v € V|
dist(s, v) + dist(v, g) = dist(s, g)}. In fact, for such an edge e, we have

A(e) = dist(s,e_) + £(e) + dist(ey, g) — dist(s, g) = £*(e) + dist(e, g) — dist(e_, g) = A(e).
We hence have

Ale) Ale) 1
Z Ale)? Z Z Ae)? Z Z Z Ale)’

e€E:A(e)>0 veEVU{s} ecdiv:Ae)>0 veV*U{s} ecOrv:A(e)>0

Proof of Theorem|[f] Let p* € arg minpep{<€*,p)}. As we have

Z P — Z Ry p*>] = Z A(e)E

t=1 eclk

Regp =

T
Zpt(e)] )

we have

lim 1nf Regy Z Ale hrn mf

T
E Zm(e)l : (38)

In the following, we evaluate the value of lim infp_, logT {Zt 1 De(e )] for any fixed ¢ € E

such that § := A(€&) > 0. Consider a modified environment given by £ such that £(¢) = £* (&) — 26
and £(e) = £*(e) for e # €. Then, as we have p*(¢é) = 0, it holds for any p € P that

<l7,p —p*> = ({*,p —p*) — 25(p(é) — p*(€))
= (A, p) —20(p(e) —p*(€))

> op(e) —20(p(e) —p*(€)) = —op(e). (39)
where the inequality follows from the definition of 6 = A(€) given in (36). Further, as there exists
p € P such that p(e) = 1 and (A, p) = J, we have

min <Z,p — p*> <§—26 = —6. (40)
pEP

Hence, from (39) and (@0), the regret for the environment given by / satisfies

T T
> (Lw —p>] >0 E|> (1 —pt(é»] : (41)

Reg, = max E
T vep - £

where E[] represents the expected value when feedback is generated by an environment associated
with £. On the other hand, the regret for the environment given by £* satisfies

Z (A, py) Zpt(é)] : (42)

Regr = E >0-E
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Let TV denote the total variation distance between trajectories ((py, ¢;))7_; for environments with
¢* and {. Then, as we have + Zthl p(€) € [0, 1], we have

1 & I .
E ?;pt(e) ~E thzlpt(e) <TV
We hence have
Y 1 i
1-TV<1-E thzlpt(e) +E thzlpt(e)]

< % (RégT + RegT) )

where the last inequality follows from @I)) and (@2). Here, from the Bretagnolle-Huber inequality
(e.g., [Canonne| [2022], Corollary 4]) and the chain rule of the KL divergence, we have

T
1-TV > %exp (tzzlE [DKL ((E*,pﬁ ||<gapt>)}>
1 T
= 5 exp ( E [pi(€) Dxr, ((€", pe) [[(€7, pr) — 25)])

2 t=1
T
Zpt(é)] > :
t=1

1
> 3 exp (—552 -E

Combining the above inequalities, we obtain

E

T

1 1 1 oT
p(@)| 2 slog——+>Slog—————
) 2 o ey 2 5 s

>i1057T*i log T + lo i
=52 e T 52 \51O8 &\

Consequently, we have

T
1 € €
liminf ——E ol > £ =
Toes logT ;pt(e)] ~o2 o Ae)?
for any é € E such that A(€) > 0. By combining this with (38), we obtain (37). O

D MDPs with known transition

In this section, we analyze our algorithm for episodic MDPs with known transitions. Specifically, we
prove Theorems|[7]and 8] which together directly imply Corollary 2]in the main body. In addition, we
provide our lower bound result in Theorem[9]

D.1 Algorithm

The algorithm’s construction is almost identical to that of the shortest path case. The unbiased loss
estimator is defined in Lemma 2l
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Proof of Lemma |2} For notational simplicity, we omit the conditioning in expectations throughout
this proof. Fix an arbitrary s € Si and a. We then have

L—1 L—1
I
B e A0 | =B | X st |10 = 1| =B |3 f(shal) | (o) = (5.0)
AN i=0 i=0
k—1 L—1
=E U(sj,a;) | sy =s| + E Zé(s§,a§)|s§€:s,a§€:a]
i=0 i=k
k—1
=E E( 855 z)|5k75 +Qﬂt(sa£t)
i=0
Similarly, for any fixed s € Sk, we have
(s k—1
E[Ct (s) ] [Zﬁ Sis ;) =s| =B Z;é(swaz) |S§c:S + V(85 4r).

By combining the above two equalities, we obtain

R

In the following, we denote
Zt =E |:Zt | Wt,gt:| = Qﬂ—t (8, a;ft) — Vﬂ—t (S,gt) c [—1, ].}SXA.
By combining Lemmas[T]and[2] we obtain the following expression of the regret:

T
Regr (1) = B |3 (V™ (s0:61) = V"™ <80;zt>)1

t=1

(Vm‘ (s0;0) = V™ (s05 Et)>‘|

M= T

@t, qt — q*>]
<Z:,qt - q*>] ; (43)

where we denote ¢* = ¢” . To upper bound the value of Zthl <Zt, qr — q*>, we choose ¢; € Q by
using the following FTRL approach similarly to the case of online shortest path problem:

i 22
gt € arqgengnn {<Z > + (g }

wt(q):fz Z Va(s,a) — Z Blng(s,a) with nt:%,ﬁ:Q, or (44)

t

t=1

[M]=

=E

t

1

s#sp,a€A s#sp,a€EA
1 ,;
¢t(q) = — #ZGA 'r]t(s’ a) 1nq(s,a) with T]t(S CL 4 + ﬁ Zp.,. S, a 27 (45)
S#SL,a

where p, € [0, 1] will be defined later.
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D.2 Regret analysis

In our regret analysis, we use the following lemma:

Lemma 13 (First part of Lemma . If Zt is given by as in Lemma the expectation of 0 (s,a)? taken

w.r.t. the randomness of p satisfies
~ 1—
E {gt(sﬂ)?} < 1—m(als)
@ (s, a)

Proof. For notational simplicity, we omit the subscript ¢ throughout this proof. From the definition
of ¢, we have

B [#(s.a)?] < a(s) <w<a|s>( S )2+<1w<a|s>> . )

q(s,a)  q(s) q(s)?
_a(s) (w(als)(1 = m(als))* + (1 — w(als))w(als)?)
 q(s,a)?
~q(s) lals)(1 — r(als :L(Cds)
 q(s,a)? (als)(1 = (als) q(s,a)

O

We also use qg and ¢*, which are defined as follows in the analysis: For all s € S and a € A, let
s,a € argmax, o q'(s,a). Define go € Q by g0 = |S‘1‘A‘ Zs,a gs,q- For ¢ = ¢™ € Q and
e € [0, 1], define ¢* by

" =(1-¢)q" +eqo. (46)
Then, it holds for any ¢ € Q, s € S and a € A that
~q(&fl) < 1 g(s,a) < ISIIA] q(s,a) < |5||A|.
q*(s,a) ~ €qo(s,a) € gsals,a) €

From (@3)), by a similar way to (26), we can show that

(47)

T
Regr(r*) <eT+ Y B <Zt7 @ — Qt+1> = Di(q41,a) + (We(@") — ¥e-1(q") — Ye(qe) + e—1(ar))
t=1

=:pena
—:stab; p t

(48)
D.2.1 Analysis for Tsallis-entropy case

Theorem 7. For any deterministic policy n* € 1, the proposed algorithm with the Tsallis-entropy
regularizer achieves:

Regyp(m")

S;\}EE Z Z Qt(S,G)+\/L|S||A| Z Z (Qt(s,a)—l—q*(s,a)) +|S||A|1OgT

s#sp a#mw*(s) s#sp a#m*(s)

In the proof of this theorem, we can bound the stability term by using the following lemma:
Lemma 14. When we use the Tsallis-entropy regularizer (T1), stability terms are bounded as

Efstab;] S E ﬁtz Z \/Qt(37a)_\/Qt(5) SE ntZ Z Va(s,a)l .

s#sp \aF#m*(s) s#sp a#mw*(s)

(49)
This can be shown in a similar way as Lemmal[9] by using Lemmas[6]and[I3] Furthermore, the penalty

term can be bounded in the same manner as done by Jin and Luo|[2020]], using their Lemma 6 with
a = 0. By combining these results, Theorem [7] can be established in the same way as Theorem 4}
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D.2.2 Analysis for log-barrier case

In the case of the log-barrier regularizer, we have the following regret bounds:

Theorem 8. For any deterministic policy 7*, the proposed algorithm with the log-barrier regularizer

@3) achieves:

Regr SE [ Y > [ 2i(s) (Ii(s,a) — m(als))* log(T) | +|S||Allog(T).  (50)

s#sp a#m*(s) t=1

To show these, we use the following lemmas:

Lemma 15. When we use the log-barrier regularizer @3), we have

staby S cf > (s, a)li(s) (Ii(s, a) — m(als))”.

s#sp a€A
Proof. We have

stab; = <€t7 q: — Qt+1> — Di(qe41,q1)

~ 1
= Z <£t(57 a)(qt(57 CL) - Qt+1(37 CL)) - 7D¢(Qt+l(s’ a)7 qt(57 a’))) )
3 (5 a)
where D, is the Bregman divergence associated with ¢(z) = —In(z). As we have
~ Ct

1
—i(s,a)qi(s, a)li(s,a) < mi(s, a)qu(s, a) < (s, a) < 5,

q:(s)
we can apply Lemmal7]to obtain the following:

stab; < Znt(s,a)qt(s, a)zzg(s,a)Q = Znt(s, a)ctli(s) (I (s, a) — 7rt(a|s))2 )

s,a

Define p;(s, a) by

pi(s,a) = cfT(s) <]It(s,a) _ qt(sva))z

a(s)
Then, Theorem|§| can be established in the same way as Theorem@

Lastly, results in Corollary 2] follows from Theorems [7]and [§|by an argument similar to that used for
Corollaries 3 and

D.3 Lower bound for stochastic MDPs

Consider stochastic environment in which ¢; follows a Bernoulli distribution of parameter (¢*, p, ),
where we assume that £* : S x A — [0, 1] satisfies (¢*,p) € [3/8,5/8] for any possible trajectories
pand ¢*(sg,a) =0forall a € A. Define A : S x A — [0, 1] by optimal ) function values:

Q*(sp,a) =0 (a € A),

Q*(s,a) =l*(s,a) + Z P(s'|s,a) - V*(s), (s€ S\ {sr},a €A,
s’es

V*(S) = ;I,leng*(saa/) (S € S)a

A($7a) = Q*<57a) - g,leng*(saa/) = Q*(Sva) - V*(S) (S €S5,a€ A)
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We then have minge 4 A(s,a) = 0forall s € S and ||Alj; < 1/4. Also, we have
1

L
> 2 U(s.a)ls.a)

0 s€ESE acA

S - Y Ps/]s,a)- V() | als.0)

Sk a€A S/ESkJrl

S S @G- Y ) V(s
SES}

acA s'€Sk41

(*,q) =

(]

&~ =
L

E
I

0s

m

L-1

Il
S~
LM
A/——\

YD (@ (sa) = V*(s)) q(S»G)) +V7(s0) = V7*(sz)

=0 \s€SiacA

k
— (A,q) + min (¢',q"
( Q>+qql€11é< q)

as V*(sg) = 0*(sp,a) = 0 for all a € A. Denote
Q" = argmin {(¢*,q)} = argmin {(A, ¢)}
qeQ qeQ
={g€Q|(Aq) =0} ={g€ Q[A(s,a) > 0= g(s,a) = 0}.
We also define
S*={se S\ {sr}|3qe Q% q(s) >0}
Then, for any consistent algorithms we have

. Regr 1
lim inf e Z Z —_—.
T—oo logT B ac A (aa)>0 A(s,a)

Theorem 9. Consider an arbitrary consistent algorithm, i.e., assume that there exists € € (0, 1) such
that Regy < MT'~¢ holds for all instances, where M > 0 is a parameter independent of T. Then
for any MDP with £* : S x A — [0, 1] satisfying (¢*,p) € [3/8,5/8] for any possible trajectories p
and U*(sr,a) = 0 forall a € A, we have

gT > 1
I%Hi)lo%f logT ™~ Z Z A(s,a)’ Gh

sES* ac A:A(s,a)>0

Proof. Let ¢* € Q*. As we have

T T T
Regr =B > (t*,p—¢")| =E|> (¢ ,qt—q*>] =Y A(s,)E th(&a)] :
t=1 t=1 s,a t=1
we have
hmlnfR ZA s, a) lim inf th s,a)l . (52)
T—oo logT T—oo logT

In the following, we evaluate the value of lim infr_, o0 =5 gT [Zt 1 (s a)] for any fixed § €

S* and @ € A such that § := A(3,a) > 0. Let ¢* € argmax,cg- {¢(5)} and denote § =
maxgeo-{q(5)} = ¢*(5) > 0. Then, from Lemma [16|below, there exists ¢ € (0, §] such that

(A, q) > cmax{0,q(3) — g} + dq(3,a).

Consider a modified environment given by £ such that £(3,d) = £*(5,a) — 6 — ¢/2 and {(s,a) =
0*(s,a) for (s,a) # (§,a). Then, as we have ¢* (8, a) = 0, it holds for any ¢ € Q that

(La—q)=(a=q) = (3+3) (@.0) —q"(5,a)
= (8.) = (64 3) 4(5,a) = emax{0,q(5) - 7} — 54(5,)

> cmax{0,q(5,a) — q} — gq(é7 a) = g (lg(3,a) — q|l — q) (53)
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Further, as there exists ¢ € Q such that <g, q— q*> = —5., we have

cq
lay=(l.a") - 54
min < q q 5 54
In fact, such an occupancy measure ¢ can be constructed from a corresponding policy 7 : S — A, by

modifying a policy 7* : S — A corresponding to ¢* € Q* such that ¢*(s) = §. We set 7(s) = 7*(s)
for all s # § and set 7(8) = a. An occupancy measure ¢ corresponding to 7 satisfies ¢(8,a) = ¢
‘

and (¢*,¢) = @b, which implies that {7, ¢ ) = <. Hence, the regret for the environment given by
satisfies

Reg, = E
egr I;leaé{

(i >]

t=1
T _
=E|) <<l7,qt —q*>+ %q) (from (54))
t=1
‘- T
>-E | |a(s,a) - q| (from (33))
t=1
e [T
> §E ZmaX{O,(j— q (3, a)}] , (55)
t=1

where E[] represents the expected value when feedback is generated by an environment associated
with £. On the other hand, the regret for the environment given by £* satisfies

T
th(gvd)] 2 5E

t=1

Regr >0 E

T
> min{g, a3, a)}] : (56)

t=1

Let TV denote the total variation distance between trajectories ((q¢, pt, ¢;))i_; for environments
. = 1 T . _ ~ ~
with £* and £. Then, as we have = >, min{q, ¢:(5,a)} € [0,1], we have

a7 o min (g a)}] -

<TV.

T
1
— § min {67 qt(ga d)}
qT t=1

‘We hence have

T T
1 1
1-TV<1-E ,—Z min {g,¢:(3,a)} | +E | = Y min{g,¢(5,a)}
qI' — 7 et
_[1 & 1 <&
=E q—TZmaX{O,(j—qt(é,d)} +E (TTZ in{q,qt(§,d)}]
= t=1

1
< 7 ( RegT + 5RegT>

where the last inequality follows from (53) and (56). Here, from the Bretagnolle-Huber inequality
(e.g., [Canonne| [2022], Corollary 4]) and the chain rule of the KL divergence, we have

1-TV> lexp <ZE [DKL (<£*7pt> |<Z,pt>>}>

%exp <ZE [qt(g,a) Dy (<€*’pt> 16 ) =0 = gﬂ)

t=1
exp <—5 (5 + %)2 E iqt(é', d)}) .
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Combining the above inequalities and ¢ € (0, ], we obtain
T _

- 1 1 qcT’
@(5,a)| 2 slog———>Slog——————
; ] 02 7 2(1=TV) = 62 7 4(Regy + Regr)

> 10w g577rme = v (ehoe 7 + 102 (7))

E

Consequently, we have
T

th(ga&)] 2 5% = m

t=1

lim inf 1 E
T—oo logT

for any § € S* and @ € A such that A(5,a) > 0. By combining this with (52), we obtain (5I). [

Lemma 16. Suppose that s € S* and denote § = maxqco- {q(s)}. Then, there exists ¢ > 0 such
that the following holds for all g € Q:

(A, q) > cmax{0,q(s) — g} + Z A(s,a)q(s, a).

acA
Proof. Suppose that s € S* N Sj;,. Decompose A as A = Aoy, + Ay, where

(A(s,a),0) ifs € Uy op Sk

Acp(s,a), Asp(s,a)) =
(B<k(s, a), Axk(s,a)) {(O,A(S,a)) if s € Up>p Sw

We define g« and g, in the same way. Define f(z) = inf e 0.q(s)=z (4, q). We then have

x) = inf A q) = inf Ak +Asp,q) = inf Ack,q) .
f(x) qegzq(s):ﬁ q) qegzq(s):ﬁ <k +Ask,q) qu:q(s):m< <k>q)
The last equality follows from the fact that, for any ¢ € Q (corresponding to 7w € II) such that
q(s) = =, there exists ¢’ € Q such that ¢(s) = z, (A<, q") = (Ack, q), and (As,¢’) = 0. Such
an occupancy measure ¢’ can be constructed by a policy ©’ € II given as 7'(s,a) = 7(s,a) for
8 € Upr<p S and 7'(s,a) = (s, a) for s € Uy Sk

Define z = mingco{q(s)} and Z = max,co{q(s)}. We note that z < ¢ < Z and f(z) < 4o0 if
and only if x < 2 < Z. As Q is a polytope, f(z) is a piecewise linear function in z, i.e., there exists
a finite sequence of real numbers xg = z < 21 < 2 < -+ < &, = T € R such that f(z) is an
affine function in each interval [x;, z;11]. From the definition of Q* and g, we have f(x) > 0 for
any z > q. Indeed, if ¢(s) > g then ¢ ¢ Q*, which means that (A, g) > 0. Hence, ¢ € R defined as

c:inf{f(xi)UE [n], ; >q}

T; —

is positive. (When ¢ = Z, i.e., when there is no x; > ¢, we let ¢ be an arbitrary positive number.)
Further, as f(x) > 0 for all « and f(z) is affine in each interval [z;,x;41], we have f(z) >
cmax{0,z — g} for all z < Z. From this, we have

(A,¢) = (Ack,q) + (Dsk.0) = fla(s) + (Azk,q) = emax{0,q(s) =} + Y Als,a)q(s, a).
acA

O

E Algorithm for MDPs with unknown transition

In this section, we present the details for our best-of-both-worlds algorithm for MDPs with unknown
transitions. Similar to|Jin et al.|[2021]], our algorithm proceeds in epochs. In each epoch, we execute
FTRL using our novel loss estimator and the current empirical estimates of the transitions. At the end
of the epoch, we update these empirical estimates. We refer the reader to Algorithm [I]for full details.
In this section, we use E,[-] to denote the conditional expectation E[-|F;_1], where F;_1 is the past
filtration.
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E.1 Confidence set of the true transition

In this section, we use the same confidence sets used by prior works Jin et al.| 2020} 2021].
For each epoch i, we define the empirical transition P; as:

m; (’Sa a, 8/)

Py(s'|s,a) = , V(s,a,8") € Sp x AX Sky1,k=0,...,L —1. (57)

m;(s,a)
For each epoch i, we define the confidence width B; as follows:

P;(s'|s,a)In (TlST”A‘) 141n (M)

m;(s,a) m;(s,a)

Bi(s,a,s’) = min { 2 15, (58)

where § is some confidence parameter.

For each epoch ¢, the confidence set P; of the true transition is defined as follows:
P; = {ﬁ : ’13(5’|s,a) — Py('|s,a)| < Bi(s,a,8"),Y(s,a,s") € Sp x AX Spi1,k < L}. (59)

As shown in Lemma 2 of Jin et al.|[2020], the true transition P lies in the confidence P; for all epoch
1 with probability at least 1 — 44.

E.2 Loss estimator and Regularizer

We begin by presenting our novel loss estimator:

et Li(s,a)+ (1 —me(a] s) —e) - Li(s)me(a | s)

ui(s, a)

£ (s,a) = — (1 =m(a]s)), (60)

where u. (s, a) denotes the upper occupancy measure of (s, a) under policy 7, and is defined as
u(s,a) = max qﬁ””(s,a)7 (61)
PeP;)

where i(t) denotes the epoch to which round ¢ belongs. Note that u. (s, a) can be efficiently computed
using the COMP-UOB procedure proposed in [Jin et al., 2020].

To build intuition for why this estimator enables best-of-both-worlds guarantees, we now consider
the corresponding loss estimator in the setting with known transitions.

et Li(s,a) + (1 — me(als) — ¢p) - Li(s)me(als)
qe(s,a)

In the unknown transition case under semi-bandit feedback, Jin et al.| [2021]] considered the loss

L(s.0)1i(s.a) "y hich ensures that li(s,a) — E; [7&(3’“”‘(8’”)

0l(s,a) = — (1 —m(als)) (62)

estimator wi(5,a) ()

gt (s, a). This inequality plays a key role in establishing their best-of-both-worlds result.

} > 0 whenever u(s, a) >

In our setting, the role of ¢;(s,a) is played by the pseudo-loss /;(s,a) := E;[¢](s,a)]. When
ut(s,a) > q:(s,a), we show an analogous inequality: ¢;(s, a) — E;[¢¥(s,a)] > 0, which is similarly
crucial for our analysis.

We begin by analyzing the pseudo-loss /;(s, a) as follows:

li(s,a) == B¢ [t](s,a)]

et -Li(s,a) — ¢ - Ht(s)wt(as)} L E, {(1 — mi(al$))Ie(s)me(als)
qe(s,a) qt(s,a)

= Q™ (s,a) =V (s) + 1 —m(als) — (1 — m(als))

= Q" (s,a) = VT (s).

:Et *(1*7Tt(a|8))

By Lemma we have (¢;, q; — q¢*) = ({s, q; — ¢*), implying that the pseudo-loss #; can indeed play
the role of ¢; in our setting.
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Next, we compute the expectation of £} (s, a) as follows:

B (s, 0)] = 43 Q7 (s.0) = V™(5) 4 1= milals) = (1 = mulals).

To analyze this expression, observe that:

Q" (s,a) = V™ (s) = Q™ (s,a) = Y m(a’ | )Q(s,a')

a’€A
= (1=m(a|9)Q™(s,a) = > _ m(a' | $)Q™(s,a’)
a’#a
> —(1—m(als)), (as Q™ (s,a) € [0,1])

and thus:
Q™ (s,a) = V™ (s)+1—m(al|s) >0

Now, under the condition that u;(s) > ¢;(s), we have 9e () < 1, and therefore:

u(s)
B, [((s,a)] = ii@w @) — V™(s) + 1 — mi(als)) — (1 — me(als))
(

< (@™ (s,a) = V™ (s) +1—mals)) — (1 — m(als))
= Q™ (s,a) — VT(s)
= l(s,a).

That is, £%(s, a) is an optimistic estimator of the pseudo-loss #; (s, a), which plays a crucial role in
our regret analysis.

In addition to bounding the expectation, we also analyze the second moment of the loss estimator.
This analysis is facilitated by the careful introduction of the term (1 — 7(a | s)) into our loss
estimator, which yields the following bound:

E; [E;’f(s,a)Q] < E; {1)2 (cf (Ty(s,a) = Ty(s)me(a | 8))* + (1 — me(a | 8))* - Tp(s)me(a | 8)2)

ue (s, a
+(1—m(a]s))?
<(1—m(als)) (Qt(s) LS B s)) .

ut(s) “ui(s,q)
Using this bound, we obtain a control on the stability term in the regret analysis:
E: [Gi(s,0)" - ((5,0)%| S ()21 = mila | 5)).

This upper bound plays a crucial role in enabling a regret analysis based on self-bounding terms. In
particular, it allows us to bypass the loss-shifting technique employed in Jin et al.|[2021]], while still
controlling the stability term.

To leverage this upper bound, we use the following regularizer in epoch 3:

:_izzm ﬂZZlnqsa (63)

t s#sp a€A s#sp a€EA
where 7, = ﬁ and 8 = 1024L. The log-barrier term is included to stabilize the updates,
following the approach of Jin and Luo| [2020].

E.3 Main Result

Theorem 10. In the bandit feedback setting, Algorithmwith 6= % and | = % guaran-
tees Regp(n*) = O (L|S|\/ |A|T + |S||A|VLT + L2|S|3|A|2) and simultaneously Regp(7*) =
O (U +VUC + V) under Condition @), where V = L?|S|?|A|>In? t and U is defined as

U— Z Z |:L4|S|1DL+ S| A] In? l,:| n [(L4|S2 + L3|S|2|A|)Int + L|S|?|A]In® .
S a) AMlN

s#sp a#m*(s)
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We defer the proof of the above theorem to Appendix [

F Analysis of BOBW with unknown transitions

For any time-step ¢, let i(¢) denote the epoch the time-step ¢ is part of. Let E,[-] := E[-|F;_1] be the
conditional expectation, where F;_1 is the past filtration. Recall the definition of ¢}" and ¢] from Eq.

(60) and Eq. (62) respectively. Also recall that £, = (% — Bi(1). Let £, be a pseudo-loss such that
li(s,a) == B[l (s,a)] = Q™ (s,a) — V™ (s).

Now we define the conditional expectation of KAt as follows:

Zt(s, a) = Et[z\t(s, a)] = Ztt((z)) (Q™(s,a) = V™ (s) + 1 —m(als)) — (1 —m¢(als)) — By (s, a).
(64)

Definition 4. For any policy 7, the estimated state-action and state value functions associated with
P;(;) and loss function /; are defined as:

Qf(s.a) =li(s,a)+ > Piy(sls, )V (s)), V(s,a) € (S\ {s}) x 4,

s'€SK (s)+1

Vi(s) =Y _w(als)Qf (s,a), Vs€S,

acA
@f(sL,a) =0, Vae€eA

On the other hand, the true state-action and value functions are defined as:

Qf(s,a) = L(s,a) + Y P(s)s,)V7(s), V(s,a) € (S\{sz}) x A

8'€8K (s)+1

Vi (s) = Z 7(al$)QF (s,a), VseS,

acA
Q7 (sp,a) =0, Vae A.
where P denotes the true transition function.

Moreover, we define pseudo state-action and value functions as follows:

Qf(s,a) = li(s,a) + Y P(sls,a)V7(s), V(s,a) € (S\ {s0}) x A
8'E€SK(s)+1

Vi (s) =Y wl(als)QF (s,a), Vse€S,

acA
Q7 (sp,a) =0, Vac A

Let A be the event that P € P; for all epochs i > 1. Moreover, we also define A4; to be the event
P € P; Note that the value of 1{.A;} gets determined based on observations prior to epoch ¢ only.

LetL:Wandletéz 2 € (0,1).

We decompose the regret against policy 7 as follows:

Z Vm S() (S())

Reg(m

Mﬂ:

V™ (s0) = V" (s0) (due to Lemmal[T)

t=1

T

> Vi (s0) —

t=1

V" (s0) = Vi (s0) | + B

M'ﬂ

T
E|Y V7 (s0) — Vi (s0)

ERR; ESTREG ERR>

o~
Il
_

(65)
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Note that, the second term (restated below) is controlled by the FTRL process.

T

Z <qpi(t)77rt _ qpi(t)7ﬂ'7 Zt>

t=1

T

> <qpi“>”” - qp“”’”,@] . (60)

t=1

E[ESTREG] = E =E

F.1 Auxiliary lemmas

We often use the following lemma to handle the small-probability event A€ while taking the expecta-
tion.

Lemma 17 (Jin et al.|[2021]]). Suppose that a random variable X satisfies the following conditions:

* Conditioning on event £, X <Y whereY > 0 is another random variable;

* X < C holds where C'is another random variable which ensures E [C|E€] < D for some
fixed D € Ry.

Then, we have

E[X] < D-Pr[€]+E[Y].

We next restate the performance difference lemma.

Lemma 18 (Performance difference lemma). Suppose ( is defined by £(s,a) = Q™ (s, a; ) — V7 (s;f)
for some € Il and for all s € S and a € A. We then have

V™ (s:0) = V™ (s:0) — V7™ (s:0), QT (s,a:0) = Q™ (s,a;l) — V7 (s;0), 67)
foranyw' €11, s € Sand a € A.

We immediately get following corollary.
Corollary 5. V(s,a) € S x A, we have —1 < V" (s) < land —1 < Q7 (s,a) < 1.

We next state the following lemma.
Lemma 19. Ifevent A holds, then 3, ¢, | (Picty(s'|s,a) — P(s]s,a)) Vi (s') — By (s, a) <
0.

Proof. When B;(;)(s,a) = 2, we have

Z (pi(t)(8/|s,a) - P(3/|Sa a)) ‘7;(3/) - Bi(t)(sa a)

8'€Sk(s)+1
< Z Piy(s']s,a) - 1+ Z Py (s']s,a) -1 =2 =0,
8" €Sk (s)+1 ' €Sk(s)+1

where the inequality follows from the fact —1 < V" (s") < 1.

On the other hand, when > B (s,a,8") = Bi)(s,a), we have

8/ €Sk (s)+1
Z (Picty(s'|s,a) — P(s]s,a)) V7 (s") — Byt (s, a)
8" €Sk (s)+1
< Z Bz(t) (S, a, S/) -1-— Bi(t) (S, (l) =0,
$'€Sk(s)+1

where the second line follows from the definition of event A.

We next state the following proposition
Proposition 1. Forall (s,a) € S x A, we have 0 < Q™ (s,a) — V™ (s) + 1 — m(als) < 2.
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Proof. As we have
Q™ (s,a) — V™ (s) = Q™ (s,a) Zﬂ't 5)Q™ (s,a’) (68)
= (L= m(als)Q™ (s,a) = Y m(d'[s)Q™ (s,a) = —(1 — mi(als)), (69)
a’#a

we get Q™ (s,a) — V™ (s) + 1 — m(als) > 0.
As0 < Q™ (s,a) <1, wealso have @™ (s,a) — V™ (s) + 1 — m(als) < Q™(s,a) +1< 2. O

We next state the following proposition.

Proposition 2. If event A holds, l;(s,a) < l;(s,a) — B (s, a) forall (s,a) € S x A.

Proof. The following holds by Proposition[T} given that the event .A occurs:

fi(s,) = B (@7 (5,00 = V7 (5) + 1= mlals) = (1 = mlals) — B (5.0)

s)
( ‘(s,a) = V™ (s) + 1 =mi(als)) = (1 = mi(als)) = Big)(s,a)
= E ( ) — Bi(t)(s,a).

IN

We next state the following proposition.

Proposition 3. If event A holds, —3 < Zt(s, a) < 1forall (s,a) € S x A.

Proof. Due to Proposition ] and the total loss of any trajectory is between 0 and 1, we have
li(s,a) < ly(s,a) — Bi)(s,a) < Q™ (s,a) < 1. On the otherhand, due to Proposition

fi(s,) = 2@ (5,0 = V™ (5) + 1= mlals) = (1= mlals)) — By (5.0)

—(1 —ms(als)) — Bz‘(t)(sa a)
-3.

AVANLY]

We next state the following lemma.

Lemma 20. [f event A holds, the following holds:
Q7 (s,a) < QF,V(s,a) € S x At € [T).

Specifically, we have:

<qpi(t),7r7gt> _ f/;f(so) < Vtﬂ(SO) = <qP,7r’Zt> .

Proof. We prove this result via a backward induction from layer L to layer 0.

Base case: for s;, QT (s,a) = Q7 (s,a) = 0 holds always.
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Induction step: Assume that Q7 (s, a) < QT (s, a) holds for all states s with k(s) > h. Then, for
any state s with k(s) = h, we have

Q7 (s,a) = ly(s,a) + Z Py (s']s, a)V/(s') — Bi)(s,a) (due to Proposition 2)
s €5k(s)+1
< ly(s,a) + Z Py (s'|s,a) Vi (s") — By (s, a) (induction hypothesis)
8'€8k(s)+1
<l(s,a)+ Y P(s]s,a) Vi (s)
8" €8k (s)+1
+ > (Bw(s']s,a) — P(s'|s,a)) V(') — Byt (s, )
S’ES)C(S)+1
< ly(s,a) + Z P(s|s,a)V/](s) (due to Lemmal[T9)
8'€Sk(s)+1
<lh(s,a)+ Y P(Sls,a)V7(s) = Qf(s.a).
8'€5k(s)+1
This concludes the induction. O

The following lemma follows directly from Lemma C.1.2 inJin et al.|[2021]].

Lemma 21 (Jin and Luo| [2020])). Algorithmensures ug(s) > ﬁfor all t and s.

Lemma 22. Algorithm[l|ensures the following:

Li(s,a) + L (s)m(als)
qi(s, a)

Ai(t)} B [Msva) qt(ii(j)mab)

S|t

@(S,a)‘ <3+

We also have:
E []It(s, a) + I:(s)me(als)
qt(sa a)

Proof. Due to Lemma[21] we have the following:

‘Kt(s,a)‘ =3+ utzs) -wt(a|s§
Li(s,a) + L;(s)m(als) ’
=3 P
_gy Li(s,a) + L;(s)m(als) S|t
Qt(saa) .

Next, we have:
Li(s,a) + I;(s)m(als)

E
q:(s;a)

Li(s,a) + ]It(s)m(a|s)}
q(s,a)

Ai(t)} =B {Et [ Ai(t)} =E [2[ 4] =2

I (s,a)+1;(s)m (als)
q1(s,a)

Similarly, we can show that E { Af( t)} = 2. O

Lemma 23. Algorithm(l|ensures the following:
Zt(s7a)‘ < 6|S|t, V(s,a) € S x A,t € [T].

Proof. Due to Eq. (64), we have the following:

Oy (s, a)’ - zttiz)) Q™ (s,a) = V™ (s) + 1 — m(a]s)) — (1 — m,(als)) — Bigny (s, a)
< 25:((;)) +3 (due to Proposition [T])
<2|S|t+3 (due to Lemma[2T)
< 6|S|t.
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We immediately get the following corollary.
Corollary 6. AlgorithmlI|ensures the following:

‘Qf(s,a)‘ < 6L|S|t, V(s,a) € S x At € [T].

Let ¢p(q) = — ZS#L Y acaVa(s;,a) and ¢r(q) = —f ES#L > acalng(s,a). Recall that
ot(q) = ¢r(q) + ¢r(q) and B = 1024 L. Now we prove the following proposition.

PI‘OpOSlthIl 4. If event A holds, then ||Z§||(V2¢t(§t))71 < %

Proof. We have the following:

12lEg2p,@n-+ < N1l o2g, a2 (as V261(q1) < V2 (G1)
1 (I( I 2 ~
< B Z Z < t S, au+st((1))2 (S,a)) +2(_(1 —7rt(a|5)) —|—Bi(s,a))2> ~qt(s,a)2
s#Sr a€A t

(as (a + b)? < 24 + 2b?)

1 (Ii(s,a) +1i(s)7(s,a)) - Gi(s,a)?
=5 ;2( gt 2 v) e
(@s I, (s), Ht(s,a),ﬁ(s,a) € [0,1] and —(1 — m(als)) + Bi(s,a) € [-1,2])
S% Z Z (L(s,a) + L (s)m(s,a)) + 8qi(s,a)) (asu(s,a) < qi(s,a))
s#sp a€A
_ % 37 (8Li(s) + 87(s))
S#SL
= % - (16L)
1
=

O

We now state the following lemma, which follows from arguments identical to those in Lemma C.1.8

T
of Jin et al.|[2021], and provides an upper bound for E | 3= >~ > Gi(s,a) - B;)(s, a)?
t=1s#sp a€A

Lemma 24. Algorithmmensures the following:

Z > ) Gls,a) - Biy(s,a)® | = O (L2[SPAPIn? L + [S||AIT - 5) . (70)

t=1 s#sp, a€A

Finally, we state the following lemma on the learning rates and the number of epochs.

Lemma 25 (Jin et al.| [2021]). According to the design of the learning rate n, = \/% the
—tit)+1
following inequalities hold:
T
> 7 <0(1S1|Al10g? T) (71)
t=1
T
> <0 (VISTATIogT). (72)
t=1
1 1
— = <m Vi>2 (73)
Ne  Mi—1

Moreover, Algorithm|[I|ensures that N < 4|S||A|(log T + 1) where N is the number of epochs.
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F.2 Technical lemmas to analyze ESTREG

We defined the estimated regret in each epoch ¢ as follows:

tig1—1 - -
Z <qPi;7Tt _ C]Pi’ﬂ,gt>‘| =E

t=t;

o~

tir1—1 B
5 (1-ami)]

t=t;

ESTREG;(7) = E

Lemma 26. With 3 = 1024L, for any epoch i, Algorithm[l|ensures

tip1—1
ESTREG;(7) < O (E VLIS[[A]- > ne| + L|S||Allog T + 6 - E[L|S|T (ti1 — ti)}>
t=t;
(74)
for any policy m, and simultaneously
tit1—1
E [ESTREG;(m)] < O | E |/ L|S| Z M - Z Z qi(s,a)
t=t; s#sp a#m(s)
tip1—1

0B Y 0 Y Y Vit s

t=t, s#srp aZm(s)

tir1—1

+0 Z U Z Z@(Saa)% 'Bi(t)(saa)z
t=t,; s#sp a€A
+ O (L|S||A|log T + 6 - E[L|S|T (tit1 — t:)])

for any deterministic policy m : S — A.

Proof. If the event A; does not hold, we have the following:

tig1—1 tip1—1
S @-ab)< Y 3N @) +aa) i)
t=t; t=t; s#spaCA
<3 X S s a) tatsa) (34 KOO, i)
t=t; s#sp a€A t\2)
(due to Lemma[22))
SEDEY Z@(s,awq(s,a»-Ht(s’a)ql]it(j))?rt(ab)

t=t; s#sp a€EA
+ 6L (tiv1 — ;).

Due to the second part of Lemma 22} we have the following:

ti+171
E| Y (a-al) Af]
t=t;

S E[(6L +4L[S|T) - (ti1 — ti)[Af]
< O(BILISIT  (ti11 — 1:) A7) ).

Recall that ¢u(q) = —> .4, 2oaca Vd(s,a). Also recall that Qi(s,a) = l(s,a) +
Eyp(|s.a) [‘A/t(s’)] and ‘A/t(s) = Eour (s [@t(s,a)] (with ‘A/L(SL) = 0). Due to Proposition ,
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we get the following by using the same argument as [Jin and Luol 2020, Lemma 5]:

tiy1—1

> <q7—q,l7t>

t=t;

tip1—1
— O(LIS]|A[log T) + (1— ! )<¢H<q>—¢H<qz>>
t=t;+1
tig1—1

+8 Z i Z Zth(s,a)3/2£7t(s,a)2. (76)

t=t; s#sp a€A

Now, we condition on the event .4;. Recall the definition of ¢} from Eq. (60). Now we have the
following:

4g;(s, a)>/?

Gi(s,a)* %6 (s,0)” < (i - (Te(s, ) = Le(s)me(als))® + (1 — mi(als)) Le(s)me(als)?)

ut(s,a)?
+ 2q: (s, a)3/2(1 — 74(als))? (as (a +b)? < 2a® + 2b%)
a(s.a)l/2
< % ((L(s,a) — Li(s)m(als))?® + (1 — me(als))Le(s)me(als))

+28i(s,0)**(1 = my(al))?, (77)
where we get the last inequality as as u:(s) < g:(s) and us(s,a) < ¢:(s, a).

As Ey[(Ii(s, a) — Li(s)me(als))?] = q(s)(1 — m(als))mi(als) + q(s)mi(als)(1 — m(als))* and
E;[I;(s)] = ¢:(s), we have the following:

Gi(s,a)l/?
% ((Ie(s,a) — L(s)m(als))? + (1 — m(als))Le(s)me(als)) + 2G:(s, a)®?(1 — my(als))?
< 12G:(s,a)?/? - q,(s) - (1 — my(als)) - m(als)
o qt(Sva)

< 14Gi(s, )2 - (1 = mi(als)). (78)
We now proceed to prove Eq. (74) and Eq. (73).

E,

+2q,(s,0)*/*(1 = mi(als))?

Proving Eq. (74) In this case, we consider the second term inside the minimum in Eq. (76),
and derive a straightforward upper bound to ¢ (q) — ¢ (G:) using the Cauchy-Schwarz inequality,

yielding ¢ (q) — o (@) < Yss, Yoaca Vi (s, a) < \/LIS||A]. This gives

tip1—1

> <th —q7!7t>

t=t;

tz+1 1 L+1 1
< O(LIS|[A]log T) + v/ L|S||A] - Z e+ 8 Z me > > @uls,a) (s, a)?
s;ésL a€A
(i— T <ntsmce— Vi—t; +1)
tiy1—1 tip1—1

O (L|S||Allog T) + VLISIA]- Y me+16 Y me- Y > Gls,a)6(s,a)°

t=t; t=t; s#sp a€A
tiy1—1
+16 Z M- Z th (s,a)? - By (s, a)?
t=t; s#sp a€A
tit1—1 tit1—1
<O | L|S||A|log T + /L|S[|A] - Z m + Z mee Y > @ls,a) (s, a)
s#sp acA

(as Byy)(s,a)? < 4)
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Therefore, by Lemma([T7] Eq. (77), Eq. (78), and tower rule, we have for any policy 7 that,

tig1—1 tip1—1
E [ESTREG; ()] <O | E [VLIS[A]- Y me+ > m- > Y Gls,a)'/?- (1-m(als))
t=t; t=t; s#sL a€A

+ O (L|S||A|log T + 6 - E[L|S|T (tit1 — t:)])

ti+171
§O<E VLIS[[A]- > e +LS||A|logT+6-E[L|S|T(ti+1—u)]),
t=t;

where the second step follows from > . >, c4 v/ @(s,a) < /L|S|[A]. This completes the
proof of Eq. (74).

Proving Eq.(75) In this case, note that since  is a deterministic policy, it follows that
onta) @) = X Va® (X VG- 1) + X (Vi - Vi)
S#SL a€cA S#SL,

By applying [Jin and Luo| [2020, Lemma 16] with o = 0 to upper bound the first term, and using [Jin
and Luo} 2020, Lemma 19] to upper bound the second term, we arrive at

o (q) — o (@) = ZZ Sa+\/L|SZthsa

s#sL a#n(s) s#sL a#m(s)

Therefore, considering the Eq. (76) and using the inequalities % — < n; from Lemma and

(a+b)? < 2a? + 2b%, we have

77t1

tip1—1 tip1—1
> (@-ab)< VIS Y me [ Y alsa)
t=t; t=t; s#sL aZm(s)

tip1—1

> ey, Y Valsa)

t=t; s#SL a#m(s)

tiy1—1 (79)
+ 16 Z g - Z thsa 204 (s, a)*
s#sp a€A
tit1— 1
+16 Z mee Y > Gi(s,a)”? - By (s, a)?
s#sp a€A
(L\5||A|10gT)-

Next, observe that for a deterministic policy 7, we have:

Y S Vasal-m@s) <Y S Vasa+ Y Vas) (1 -m(x(s)s)

s#sp a€A s#sL a#m(s) SESL
Y Y VaGa+ Y VA | X mial
s#sL aF#n(s) s#£sL, a#m(s)

<23 " Vals,a), (80)

s#sr aZm(s)
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Therefore, by Eq. (79), Lemma|[I7] Eq. (77), Eq. (78), Eq. and tower rule, we have for any
deterministic policy 7 : S — A that,

tigt1—1

E[ESTREG;(m)] <O | E [VIIS| > me- [>. > @ls.a)

s#sL a#m(s)

tip1—1

+O(E[ Y m- Y > Valsa)

t=t; s#sr aZm(s)
tip1—1
+0 Z U ZZ%SG 72 By (s,0)?
t=t; s#sp aEA

O (L|S||A|log T + & - E[L|S|T (tiv1 — t:)])

F.3 Adversarial regret guarantee

Recall from Eq. (]3_3]) that the regret decomposes as:

Z Vﬂ—t 50 (80)

ERR; ESTREG ERR>

We now analyse each term separately.

Reg(m +E +E

T
> VT (s0) = Vi (s0)

First, we have the following:

ERR; = XT: (qr: br) — <tha€~t>

t=1

3 (@™ (s,a) = V™ (s) + 1 = mi(als))ai(s, a)

(s, a)

(ue(s,a) — qe(s,a))

t

T T
+Z — G, lr) +Z > Biry)
t=1 t=1

where the second equality follows from Eq. (64) and /;(s,a) = Q™ (s,a) — V™ (s).

Due to the above equality, proposition [T} Lemma[17] the fact that g;(s, a) < (s, a) under event A
and analysis of ERR; from Appendix C.2Jin et al.|[2021]], we get the following:

E[ERR;| = O (L|S|«/|A|T + L2\5|3|A|2>

Next, we have the following due to Lemma 20| Lemma|[I7] Corollary 5} and Corollary [6}
E[ERRy] = O (L|S|T? - )

1 s#sp a€A

According to Eq. (74) of Lemma[26] we have
T = ~
(1)

t=1
N tiy1—1

VLISIAL- Y > e

=1 t=t;

ESTREG(7w) = E

<0 (E
(due to Eq. (74) and Lemma 23)
<0 (|S||A\\/LT+L|S|2|A|2>. (due to Eq. (72))

N
=E|)_ ESTREGI-(W)‘|
i=1

+ L|S]?| AP log® T + 6 - LS|T2>
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Finally, by combining the bounds for ERR;, ERR2, and ESTREG, we obtain:

Reg(n) = O (L|S\\/W +|S||AVIT + L2|S\3\A|2> .

F.4 Stochastic regret guarantee
F.4.1 Self-bounding terms and related lemma

In this section, we adopt the definition of self-bounding terms and the related lemmas from Jin et al.
[2021]).

Definition 5 (Self-bounding Terms). For some mapping 7* : S — A, define the following:

J
Yy Y %”Jmax{ww

t=1 s#sp a#n*(s)

*(s,a 4
fzz Z (:(s, a) — g7 (s, ))\/max{Tni(t)(saa%1}7

t=1 s#sp a=m*(s)

L k)1 P(wlu,v) - J
Q-YY YT Y (“’”V 0T ),

t=1 s#sp, atn*(s) k=0 (u,0,w)€Ty max {mi() (u,v), 1}

]

NN

)
I

k(s)—

Z Z Z qt S, a S (C]L)(S a) ( ) qt(u7v)\/ P(w|u7v) -J }qt(s,a|w)
u,v,w)ETY

t=1 s#sp a=m*(s) k=0 max {ml(t) (’LL, ’U), 1

Lemma 27. Suppose Condition @) holds. Then we have for any o € R+,

E[Qi(J)] < a - (Regy(r* XZEZ

s;ésL a;é'n'*(s) 5 a

Lemma 28. Suppose Condition @) holds. Then we have for any 3 € R,

N 1 8|S|LJ
B[Qa()] < 8- (Regp(n*) + C) 4 - SO
B AMIN
Lemma 29. Suppose Condition @) holds. Then we have for any o, § € R,
8L2 S|J 1 8L?S|?J
E[Qs(J)] < (a + 8) - (Regp(n* Z > ‘ | L1 8L%SPJ

S#SL a;ﬁﬂ'*(s) 5 A

Lemma 30. Suppose Condition @) holds. Then we have for any 3 € R,
1 J

E[Qi(/)] < 8- (Regr(n") +C) + 5 - x—.

Lemma 31. Suppose Condition @) holds. Then we have for any o € ]R+,

E[Q5(J)] < o (Regp(w > D A

SHESL aFT* (s
Lemma 32. Suppose Condition @) holds. Then we have for any 3 € Ry,
1 8L3|S|?|A| - J
B AMIN

E[Qs(J)] < B+ (Regp(n™) +C) +
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F.4.2 Proof for the stochastic world

Similarly to the proof in Appendix C.3 of Jin et al.| [2021]], we decompose the sum of ERR; and ERR5
into four terms ERRSUB, ERROPT, OCCDIFF and BIAS:

T
ERRi+ERR =3, > > ai(s:0)E] (s,0) (ERRSUB)
t=1 s#sp, a;ﬁﬂ*(s)
T —
*Z Z Z (g:(s,a) — qi (s, a)) EY (s,a) (ERROPT)

t=1 s#sp a=n*(s)

T
33 Y @(sa)—@ils.a) (QF (s.a) = V7' () (OceDr)

t=1 s#s1, a€A

T
LY X it (7 -V ) (Bias)

s#SL a#m*(s)

where ET is defined as

Ef(s,a) =l(s,a)+ Y P(s[s,a)V[(s') — Qf (s.a).

5" €Sk(s)+1

We now begin by upper bounding E [OCCDIFF]. First observe that we have the following:

T
OCCDIFF = » > > " (qi(s,a) — Gi(s, a)) (Q? (s,a) — V™ (5))

t=1 s#sp, a€A

= Z > Y (@)~ als.a) (QF (s.@) - V()

t=1 s#sp aF£n*(s)

>3 X o) =Gina) Q7 (s,0) = V7 (s)

s#sp a#m*(s)

I A

)

Under event A, we further have )/, Dstsr Doarne(s) 0t(s;a) — Qi (s, a)l
Q7" (s.0) = V7" (5)] < BLEL, S, Sy e(s.0) — (s, )] s 3 < f(s,0) < 1
under event 4. If event 4 doesn’t hold, we have Zthl Dstsy Doagne(s) 9(5,a) — @(s,a)| -

‘Q?* (s,a) — V" (s)‘ < 12L|S|?|A|T? due to CorollaryH Hence due to Lemma we have the
following

E[OccDIFF] < Z Z Z |g:(s,a) — Gi(s,a)|] + & - L|S|*|A|T?
t=1 s#s, aFm* s)
O (L3SP*|A*In® t + 6 - L|S|*|A|T? + Qs(L*Int))

where the last line follows from the definition of Q3 and Lemma D.3.10 of Jin et al.|[2021]].

54



Next, due to Lemma([17} Lemma 20} and Corollary[6] we have E [B1as] < § - O(L|S|2AT?). The
first two terms ERRSUB and ERROPT are bounded differently. First, under event .4, we have

B (s,a) = li(s,a) — li(s,a) + > (P(s']s,a) — Py (s']s,a)) Vi (5')

8" €Sk (s)+1
— (s a)— V(s — 1 (als _qt(s’a’)
— (@ (s = V7 (6) + 1= m(als) (1- 220
+ Bi(t)(sa a) + Z (P(5/|57a) - Pi(t)(s’\s, a)) ‘7:*(5/)
8" €Sk (s)+1
< 2(ut(s,a) — q(s,a))

+4L - B (s,a
Qt(&a) (t)( )

where the last line uses the definition of the event A along with the fact that ¢;(s, a) < u¢(s, a) and

—3 < ly(s,a) < 1 under this event. Next, observe that the range of E is O(L|S|t), as established
by Proposition [I] and Corollary [6] which implies that the range of both ERRSUB and ERROPT is
O(L?|S|T?). Thus, it suffices to add a term of order O(§ - L?|S|T?) to account for the event A°.

By the exact same analysis as in Appendix C.3 and Appendix B.2 of Jin et al[[2021]] and the fact that
|V (s)] < O(L) under event A, we have the following:

E [ERRSUB] = O (E [Q3(In¢) + Q1 (L?|S|Ine)] + L?|S[*|A]* In*:)
E [ERROPT] = O (E [Qgs(In¢) + Qo(L?[S|Ine)] + L2|S[*|A]* In? 1) .

We are now left with bounding ESTREG using self-bounding terms.

Term ESTREG Based on Eq. from Lemma[26] summing over all epochs gives the following
upper bound for E [ESTREG]:

N tiy1—1 N tip1—1
VISIEY D S T e D0 Y @sa)| +E DD D e > > Val
=1 t=t; s#SL a#m*(s) =1 t=t; s#ESL aZm*(s)
N tiy1—1
+0 (35 0 Y Y Gls.a)” Bigy(s,a)? | + O (LIS AP log? T + 6 - L|S|T?)
=1 t=t; s#sp a€A
(due to Lemma [23)
T T
VBZY 0 [ Y asal 1o (B[ Xa- Y Y Vasa
t=1 s#sp a#m*(s) t=1 s#sp a#m*(s)
+ O (L?|SP|AP In* 1) . (due to Lemma[24)

By the exact same analysis as in Appendix C.3 of Jin et al|[2021]], we bound the first term as follows:

VY e [SS ate

s#sp aZ£m*(s)

- o(E [Q4(L|S|?|Allog? T) + Qs (In1)] + L2[S[*|A[* In® L).

Again by using the exact same analysis as in Appendix C.3 of Jin et al.|[2021]], we bound the second
term as follows:

o Y Y Vit

t=1 s#sp a#mw*(s)
_ o(E [Q@s(]S]| Al log? T) + Qs (In1)] + L2[S[3| A]? In? L).
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Thus, we obtain the final bound on E [ESTREG]:

E [ESTREG] = o(E (@4 (LIS|2A]log? T) + Qs (S]|A]log® T) + Qs (In1)] + L2[S[*| A[? In® L)

Recall that § = 1/T% and ¢ = %. Finally, by combining the bounds of each term, we finally
have

Regy (1) < O(E (@i (L2]S|Ine) + Qs (Inv)]
+ E [Q; (L*[S|Int) + Qg (In1)]
+E [@3 (L2 In L)]
+E [Q4 (L|S]P|A|In* ¢) + Qs (|S||A|In* ¢) + Q3 (In¢)]
+ L2|SPP| A2 In® L).

from ERRSUB)

from ERROPT)
from OCCDIFF)

~—~ o~~~ —~~

from ESTREG)

Using the self-bounding lemmas (27}{32)) and the exact same analysis as in Appendix C.3 of Jin et al.
[2021]], we get Regy(7*) is bounded by O (U +VUC + V) where V = L2|S|?|A|?In® t and U
is defined as
r=y Y [L4|S|lm+ |S||A|1n2a} N {(L4|S2+L3|S|2|A)1nL+L|S’2|Aln2L
A(s,a) Anix

s#sp a#m*(s)

This completes the entire proof.
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