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Abstract
Recent methods address Chinese Spelling Cor-001
rection (CSC) with either BERT-based mod-002
els or large language models (LLMs) inde-003
pendently. However, both of them face chal-004
lenges. BERT-based models are efficient for005
this task but struggle with limited generaliz-006
ability to error patterns, thus failing in open-007
domain CSC. LLMs are advantageous in their008
extensive knowledge but fall into low effi-009
ciency in character-level editing. To address010
this dilemma, we propose Automatic Corrector011
Iteration (ACI), a novel model collaboration012
pipeline to iteratively optimize a BERT-based013
corrector. This pipeline is free of human anno-014
tation, by leveraging the knowledge and reason-015
ing ability of an LLM verifier to provide useful016
signals for the corrector. Experimental results017
demonstrate that our pipeline consistently im-018
proves the model performance across iterations019
and significantly outperforms existing data aug-020
mentation methods, achieving comparable per-021
formance with human annotation.022

1 Introduction023

Chinese Spelling Correction (CSC) aims at correct-024

ing erroneous characters in Chinese sentences (Yu025

and Li, 2014; Xiong et al., 2015). A recent line of026

work develops large language models (LLMs) for027

CSC (Li et al., 2024; Zhou et al., 2024) while some028

others continue to elaborate BERT-based models029

(Wu et al., 2023; Hu et al., 2024; Liu et al., 2024;030

Zhu et al., 2022; Sheng and Xu, 2024).031

These works reveal that both BERT-based mod-032

els and LLMs exhibit distinct advantages and limi-033

tations in addressing CSC. BERT-based corrector034

naturally adapts CSC task with its masked language035

modeling and sequence tagging character, effec-036

tively handling phonological and visual similar-037

ity errors (Liu et al., 2025). However, the scarcity038

of high-quality and real-world training data is a039

big issue. These models suffer from biased er-040

ror patterns learned on synthetic data, leading to041

over-correction issues and inadequate handling 042

of semantic errors (Liu et al., 2025; Wu et al., 043

2023; Hu et al., 2024; Liu et al., 2022; Jiang et al., 044

2024). While LLMs demonstrate significant advan- 045

tages in generating semantically coherent text and 046

leveraging knowledge, their effectiveness in CSC 047

has not substantially surpassed BERT-based mod- 048

els (Zhou et al., 2024; Zhang et al., 2023; Li et al., 049

2023a). This mainly attributes to the autoregressive 050

nature of LLMs, which constrains their ability to 051

capture character-level mappings between the orig- 052

inal sentence and correction, leading to challenges 053

in addressing phonological errors and maintain- 054

ing length consistency of the output. Additionally, 055

LLM’s high computational costs and latency re- 056

strict its large-scale application on CSC. 057

To address these challenges, we propose Auto- 058

matic Corrector Iteration (ACI), an iterative cor- 059

rector optimization pipeline using a BERT-based 060

model as corrector and LLM as verifier. ACI 061

leverages the complementary strengths of LLM 062

and BERT-based corrector to tackle open-domain 063

CSC. In each iteration, the BERT-based corrector 064

identifies and corrects potential errors in monolin- 065

gual data. An LLM then verifies the corrections 066

and provides alternative suggestions when needed. 067

The generated parallel data is subsequently used to 068

train the corrector itself, forming a self-evolving 069

cycle. 070

ACI has several advantages compared to previ- 071

ous data augmentation methods. (1) Compared to 072

synthetic errors generated by rules, ACI seeks to 073

mine the real-world spelling errors from the cor- 074

pus, preventing the model from learning biased 075

error patterns. Furthermore, ACI offers the false 076

positive samples identified by the verifier to mit- 077

igate the over-correction issue. (2) Our method 078

uses BERT-based models to correct and LLM to 079

verify, leveraging LLM’s extensive knowledge of 080

changeable Chinese expressions with various styles 081

and vast named entities while circumventing the 082
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monolingual raw data

 

BERT-based
corrector

candidate data

 

LLM verifier

prompt: I will give you two
sentences. The second

sentence is a beginner in
Chinese correcting the first
sentence. Please determine
which is correct: the original

sentence or the modified
sentence. If both the original
and the modified sentences
are incorrect, please provide

the correct version.

annotated data

 

全国男曲锦标赛 National Men's 
Field  Hockey Championship

raw:   全国男曲锦标赛 
National Men's Field Hockey Championship
BERT: 全国男足锦标赛
National Men's FootBall Championship

src: 全国男曲锦标赛
 trg: 全国男曲锦标赛
National Men's Field 
Hockey Championship
(LLM output: "男曲"是

"男子曲棍球"的简称, 
原句没有错别字)

src:  网友可登陆活动专题页面 
 trg:  网友可登录活动专题页面
Users can log in to the event's 
special feature page
(LLM output: 提供的修改方案正确)

raw:   网友可登陆活动专题页面 Users can land 
the event's special feature page
BERT: 网友可登录活动专题页面Users can log in 
to the event's special feature page

网友可登陆活动专题页面 Users 
can land the event's special 
feature page

train

Figure 1: ACI pipeline. A BERT-based corrector recalls the candidate sentences, which are verified by an LLM.

limitations of autoregressive models in character-083

level mapping. (3) ACI is totally free of human084

annotation. Our empirical results show that the085

model performance can scale with increasing data086

volume.087

2 Automatic Corrector Iteration088

ACI collaborates two models, a BERT-based cor-089

rector, e.g. ReLM (Liu et al., 2024) and an LLM090

verifier, e.g. Qwen (Yang et al., 2024)). Figure 1091

illustrates the ACI pipeline with its four key steps.092

Preprocess monolingual data The input for an093

ACI iteration is a monolingual corpus. We first094

segment the corpus into sentences and filter out095

unnecessary sentences, e.g. ones containing too096

many non-Chinese characters.097

Recall We then send the preprocessed sentences098

to the BERT-based corrector batch by batch. The099

corrector detects and corrects the potential errors in100

them. We then recall the sentences that are edited101

by the corrector as the candidate sentences. The102

sentences where there are no errors identified are103

excluded.104

Verify The candidate sentences are verified by105

the LLM verifier whether the candidate is better106

compared to the raw sentence. There are three sit-107

uations: (1) If LLM thinks the original sentence108

is better, the original sentence will be preserved109

as ground truth, serving as false positive samples110

to prevent over-correction; (2) If LLM thinks the111

candidate correction is better, the LLM will con-112

firm and retain this correction; (3) For cases where113

both the original and corrected versions are consid-114

ered as incorrect by the LLM, the LLM provides115

alternative corrections.116

Update The verification results yield training 117

data containing real-world spelling errors, which is 118

used to train the corrector. This update enhances 119

both the performance and generalizability of the 120

corrector. The next iteration then proceeds with 121

the updated corrector recalling candidate sentences 122

from a new monolingual corpus. 123

3 Experimental Results 124

3.1 Experimental Setup 125

Dataset A line of studies has reported issues with 126

SIGHAN (Tseng et al., 2015), such as annotation 127

error and incoherent style with native speakers (Wu 128

et al., 2023; Hu et al., 2024; Li et al., 2024). Fol- 129

lowing recent works, we use two CSC benchmarks, 130

LEMON (Wu et al., 2023) and CSCD-NS (Hu et al., 131

2024). (1) LEMON is a large-scale multi-domain 132

CSC dataset. (2) CSCD-NS superior in annotation 133

quality and focus on spelling errors stemming from 134

pinyin input methods. 135

Corrector Models ACI is agnostic to the type of 136

the corrector. We evaluate it using three different 137

BERT-based models as the corrector. Following 138

(Wu et al., 2023), all three models are pre-trained 139

on 34M synthetic data using confusion set. 140

• BERT Following (Devlin et al., 2019), we 141

fine-tune the BERT model as sequence tagging to 142

perform CSC. 143

• ReLM Liu et al. (2024) regards CSC as sen- 144

tence rephrasing. The correction is made on top of 145

the entire semantics. ReLM is a non-autoregressive 146

language model. 147

• MDCSpell Zhu et al. (2022) design a paral- 148

leled detector-corrector network to enhance the cor- 149

rection. The new detector network is initialized 150

using another BERT encoder. 151
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GAM CAR NOV ENC NEW COT MEC CSCD-NS avg.

BERT

pretrained 32.8 52.0 35.8 45.2 56.0 63.7 50.7 49.4 48.2
synthetic 31.9 53.5 35.0 50.6 58.5 64.8 55.1 62.2 51.5
synthetic+human 47.3 60.9 43.3 61.5 64.1 68.8 59.3 77.1 60.3
LLM-annotator 32.4 51.4 40.8 56.9 48.4 68.9 55.2 56.0 51.3
ACI-1 36.0 55.4 40.0 53.3 58.2 66.0 54.3 55.5 52.4
ACI-2 46.4 59.6 44.0 61.1 62.1 69.4 60.5 67.9 58.9
ACI-3 47.4 59.7 45.4 62.2 63.2 70.8 66.5 65.5 60.1

ReLM

pretrained 34.6 53.6 38.0 47.6 58.8 67.7 53.8 44.4 49.7
synthetic 38.2 54.6 37.1 53.1 59.5 66.9 57.8 61.9 53.6
synthetic+human 50.4 61.2 43.7 61.1 64.8 68.2 58.9 77.4 60.7
LLM-annotator 38.2 53.4 37.2 56.4 53.1 67.8 53.2 48.2 50.9
ACI-1 38.0 56.7 39.5 53.4 59.1 67.7 57.0 51.5 52.9
ACI-2 52.4 58.3 43.1 62.1 63.1 68.8 61.4 68.7 59.7
ACI-3 50.5 60.4 45.5 63.4 63.4 70.9 66.1 69.1 61.2

MDCSpell

pretrained 31.4 51.9 37.4 46.1 57.5 64.8 52.9 51.2 49.1
synthetic 30.5 52.7 36.4 52.1 58.1 64.7 55.5 62.0 51.5
synthetic+human 50.7 61.2 44.1 61.9 65.6 69.6 60.5 77.0 61.3
LLM-annotator 33.7 53.7 38.5 56.5 52.2 65.8 54.6 56.5 51.4
ACI-1 37.1 56.0 41.5 54.0 59.2 69.0 57.1 56.8 53.8
ACI-2 50.1 58.5 42.7 61.8 62.7 71.4 63.0 67.4 59.7
ACI-3 50.1 57.9 44.4 62.0 63.8 72.6 65.0 64.6 60.1

Table 1: Performance of different data engineering methods. ACI-1 signifies the first iteration of the ACI pipeline.

ACI Settings We use Qwen2-72b (Yang et al.,152

2024) as the verifier. We iterate the ACI pipeline153

for three times using three public Chinese cor-154

pora: thucnews1, LCSTS (Hu et al., 2015), and155

baike2018qa2, which are all without annotation.156

We train the BERT-based corrector using batch size157

512 and learning rate 1e-5 for 10k steps. We use158

the LEMON development set for validation and the159

sentence-level F1 score as the metric.160

Baselines We compare ACI with two data engi-161

neering methods to train CSC models.162

• IME-based synthetic + Human annotated163

The two-stage training of first using synthetic and164

then using human-annotated data is the widely-165

used and the most useful method. We generate the166

synthetic data using IME (Hu et al., 2024). This167

method improves the quality of the synthetic data168

compared to traditional using the confusion set. We169

first train the model on IME-based synthetic data170

and then train it on human annotated data. The data171

we use is the training set of CSCD-NS, which is in172

high quality.173

• LLM as Annotator We first use BERT-based174

corrector to recall potentially erroneous sentences175

and then use Qwen2-72b (Yang et al., 2024) to176

directly correct the recalled sentences. We inte-177

grate 3 in-context learning samples into the prompt:178

Please correct the spelling mistakes in the sentence,179

1http://thuctc.thunlp.org/
2https://github.com/brightmart/nlp_chinese_

corpus

Synthetic Human LLM ACI-1 ACI-2 ACI-3

2.02M 30k 87k 100k 110k 180k

Table 2: Statistics of training data for ACI and baselines.
“LLM” refers to the LLM as Annotator method. ACI-x
refers to a specific iteration.

ensuring that the modified sentence has the same 180

number of characters as the original. Note that 181

only typos need to be replaced, and please do not 182

rephrase or rewrite the sentence. The corpus we 183

use is thucnews. 184

The numbers of data used for training in each 185

iteration of ACI and the baselines are in Table 2. 186

3.2 Main Results 187

Table 1 shows that ACI outperforms the straight- 188

forward LLM-based annotation in the first iteration 189

across all three BERT-based models. This superior 190

performance can be attributed to the higher quality 191

training data generated by ACI compared to direct 192

LLM annotation. By employing LLM as a valida- 193

tor for BERT-based correction results rather than 194

for direct correction, ACI mitigates the negative 195

impact of LLM’s autoregressive nature. 196

Furthermore, ACI demonstrates consistent per- 197

formance gains across three iterations. After three 198

iterations, these models significantly outperform 199

those trained on IME-based synthetic data, achiev- 200

ing comparable results to models that combine 201

synthetic data pre-training and human-annotated 202
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LLM BERT ACI (72b) ACI (7b)

iteration-1 69.1 57.8 69.9 65.1
iteration-2 69.8 64.0 71.8 65.1
iteration-3 69.6 70.7 73.6 68.4

Table 3: The accuracy of the recalled data. LLM: direct
annotation with Qwen2-72b; BERT: results recalled
by BERT in ACI’s first step; ACI(72b) and ACI(7b):
the final annotation results of ACI with Qwen2-72b and
Qwen2-7b respectively.

data fine-tuning. Notably, ReLM’s F1 score im-203

proves from 49.7 to 61.2 after three ACI iterations,204

substantially outperforming synthetic data-trained205

models. This superiority stems from ACI’s ability206

to leverage real-world error patterns and incorpo-207

rate false positive examples, effectively mitigating208

the inherent bias in synthetic data.209

However, Table 1 shows that while ACI210

and synthetic+human show comparable perfor-211

mance across various domains in LEMON, syn-212

thetic+human exhibits better performance on213

CSCD-NS. This performance gap can be attributed214

to the domain alignment between the human-215

annotated training data and CSCD-NS test data,216

suggesting the potential benefit of incorporating217

human-annotated and domain-specific data in cer-218

tain scenarios.219

3.3 Annotation Accuracy220

The verification quality is a crucial factor of ACI.221

To evaluate the quality of generated training data,222

we probe the annotation accuracy of different ap-223

proaches on CSCD-NS development set. For ACI224

pipeline, we analyze two key metrics: the accuracy225

of BERT-recalled candidates and the accuracy of226

final LLM-verified results. We compare the anno-227

tation results with the gold labels from CSCD-NS.228

As shown in Table 3, ACI with Qwen2-72b229

achieves consistently higher accuracy compared230

to ACI with Qwen2-7b across all iterations. This231

substantial performance difference validates the232

necessity and of utilizing the larger 72b model.233

Moreover, ACI demonstrates superior accuracy234

compared to direct annotation, reaching 73.6 in235

iteration-3 versus 69.6 for direct annotation, which236

further corroborates our previous findings that the237

ACI pipeline generates higher-quality training data238

than direct LLM annotation.239

Interestingly, Table 3 reveals that both the ac-240

curacy of BERT-recalled corrections and ACI-241

generated training data improve consistently across242

iterations. The accuracy gap between these two 243

stages gradually narrows from 12.1% in the first 244

iteration to 2.9% in the third. This convergence ex- 245

plains the diminishing performance gains observed 246

in Table 1, where the improvement in CSC per- 247

formance becomes less pronounced in the third 248

iteration. 249

4 Related Works 250

Existing studies tackle CSC either with BERT- 251

based models or LLMs independently. The BERT- 252

based models focus on employing features of Chi- 253

nese, e.g. phonological similarity (Liu et al., 2021; 254

Huang et al., 2021; Sun et al., 2023; Liang et al., 255

2023), or disentangling the detection and correc- 256

tion module (Zhang et al., 2020). A line of works 257

also propose different data augmentation methods 258

to construct pseudo data to address the scarcity 259

of CSC data (Wang et al., 2018; Hu et al., 2024; 260

Sheng and Xu, 2024). LLM-based methods focus 261

on adapting the LLMs better for CSC by adjusting 262

the tokenizer (Li et al., 2024), introducing a mini- 263

mal distortion model (Zhou et al., 2024). Our work 264

differs from these by iteratively using the LLM’s 265

knowledge to refine the BERT-based model. Com- 266

pared to recent studies on leveraging LLMs for data 267

annotation and small model enhancement (Chen 268

and Varoquaux, 2024; Tan et al., 2024), where the 269

focus has been on extracting knowledge and ratio- 270

nales from LLMs to improve learner performance 271

(Chung et al., 2023; Li et al., 2023b). However, our 272

approach is tailored for the CSC task by introduc- 273

ing a novel iterative pipeline, leveraging the com- 274

plementary strengths of BERT and LLM. Instead 275

of direct LLM annotation, we employ BERT-based 276

models for initial error detection and correction, 277

followed by LLM validation and feedback. 278

5 Conclusion 279

In this paper, we propose ACI, an iterative and 280

human-annotation-free training pipeline for CSC. 281

ACI cooperate BERT-based corrector and LLM to 282

iteratively generate training data and optimize the 283

BERT-based corrector, leveraging the complemen- 284

tary strength of BERT’s sequence tagging feature 285

and LLM’s extensive knowledge and text genera- 286

tion capacity. Experiments demonstrate that ACI 287

can improve with iterations and significantly out- 288

performs existing data augmentation approaches, 289

achieving comparable performance with models 290

trained on human annotated data. 291
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6 Limitations292

This paper employs Qwen2-72b as a verifier in the293

ACI pipeline. Although effective, the high com-294

putational cost of such a large model may limit295

the iteration efficiency. Future work could explore296

fine-tuning smaller LLMs as alternative verifiers to297

improve the pipeline’s efficiency while maintain-298

ing its effectiveness. Additionally, the ACI pipeline299

could be further enhanced by incorporating effec-300

tive mechanisms from recent agent research, such301

as reflection and voting mechanisms. These mech-302

anisms have shown promising results in improving303

decision quality and could potentially boost the304

accuracy of the generated training data in each iter-305

ation.306
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