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Abstract

In the rapidly evolving landscape of social me-001
dia, the introduction of new emojis in Unicode002
release versions presents a structured oppor-003
tunity to explore digital language evolution.004
Analyzing a large dataset of sampled English005
tweets, we examine how newly released emo-006
jis gain traction and evolve in meaning. We007
find that community size of early adopters008
and emoji semantics are crucial in determining009
their popularity. Certain emojis experienced010
notable shifts in the meanings and sentiment011
associations during the diffusion process. Ad-012
ditionally, we propose a novel framework uti-013
lizing language models to extract words and014
pre-existing emojis with semantically similar015
contexts, which enhances interpretation of new016
emojis. The framework demonstrates its ef-017
fectiveness in improving sentiment classifica-018
tion performance by substituting unknown new019
emojis with familiar ones. This study offers020
a new perspective in understanding how new021
language units are adopted, adapted, and inte-022
grated into the fabric of online communication.023

1 Introduction024

The language landscape of the Web era is ever-025

evolving, characterized by the emergence and evo-026

lution of new language units. Individuals have cre-027

atively crafted out-of-vocabulary language units,028

such as Internet memes and viral hashtags, to en-029

capsulate and convey complex ideas, sentiments,030

and cultural phenomena, fostering shared lexicons031

that resonate across digital communities. Under-032

standing the adoption and adaptation of these lan-033

guage units is crucial for gaining insights into the034

dynamic nature of online communication, the in-035

formation diffusion process in social networks, and036

the underlying social trends and movements. How-037

ever, analyzing the dynamics of these emerging038

language units in online communication presents039

unique challenges. These units lack universal con-040

ventions and standards and their characteristics may041

vary during diffusion, making it complex to track 042

their initial appearances, early adoption, and fre- 043

quency of use. 044

As a recent addition to this landscape, emojis of- 045

fer a distinctive opportunity to explore the diffusion 046

and evolution of new language units. Emojis are 047

visual symbols that are embedded into text. These 048

non-verbal symbols go beyond a single word or 049

phrase, encapsulating rich semantics spanning a 050

wide spectrum of emotions, actions, objects, and 051

concepts. Originating as emoticons in the early In- 052

ternet culture, emojis have evolved into a standard- 053

ized and universally recognized visual language. 054

Unlike other language units like hashtags or inter- 055

net memes, emojis undergo a standardized process 056

prior to their inclusion in the language. They are 057

proposed to the Unicode consortium, formally de- 058

fined by the Unicode standard, uniquely coded as 059

Unicode strings, such as U+1F603 for emoji , 060

and then rendered by various platforms. 061

Since the Unicode started to adopt emojis in 062

2010, we have witnessed emojis’ remarkable rise 063

on the Web, with their adoption consistently in- 064

creasing across multiple platforms (Rong et al., 065

2022; Lu et al., 2018; Kejriwal et al., 2021; Halver- 066

son et al., 2023). New emojis continue to be intro- 067

duced in response to user requests. From 2018 068

to 2022, five new versions of emojis (Unicode 069

11.0 to 15.0) have been released, some of which, 070

like the pleading face emoji ( ) and the partying 071

face emoji ( ), have gained widespread adoption 072

among Twitter users. 073

This standardized approach ensures that emo- 074

jis maintain a stable form throughout their journey 075

within social networks, enabling precise tracking of 076

emoji adoption and diffusion. These attributes - pre- 077

cise definition, standardized implementation, stable 078

form, and accurate release information — under- 079

score the unique suitability of emojis for studying 080

the evolution of language in online networks. 081

We take the initiative to study the diffusion of 082
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emerging language units on social media through083

the unique perspective of Unicode-versioned emo-084

jis. We investigate the diffusion of newly created085

emojis introduced in Unicode versions 11.0 to 13.0,086

across the Twitter platform, particularly the usage087

frequency and semantic shift as the new emojis088

cascade through social media.089

Because of the rich semantics, the Unicode defi-090

nition (such as “pleading face”) is far from enough091

to interpret the meaning of an emoji. To this end,092

we propose an interpretation framework that lever-093

age language models (LMs) to identify words and094

existing emojis that share similar semantic con-095

texts with the new emojis. Finally, we evaluate the096

practical implications of our framework by substi-097

tuting new emojis with semantically similar ones in098

sentiment classification tasks, which demonstrates099

the effectiveness of our approach in helping NLP100

models interpret emerging language units for down-101

stream tasks. We summarize our major contribu-102

tions as follows:103

• We explore the pattern of emoji diffusion initial104

adoption to widespread usage, with a focus on105

frequency and sentiment aspects.106

• We introduce an interpretation framework to in-107

terpret the semantics of new emojis by exploring108

the words or old emojis with similar semantics.109

• To validate the effectiveness of our interpretation110

framework, we replace emojis in texts with sur-111

rogates and improve the model performance in112

the sentiment classification task.113

2 Related Work114

Our work is based on two lines of existing work:115

the emoji understanding as well as its applications116

and the information cascade in the social media.117

2.1 Emoji Understanding and Applications118

The prevalence of emojis on many platforms, es-119

pecially the social media platform, has gained in-120

creasing interest from researchers in various areas.121

They have studied the emoji functions in multiple122

aspects, such as conveying sentiments (Ai et al.,123

2017), highlighting topics (Lu et al., 2016), indi-124

cating identities (Ge, 2019), promoting communi-125

cation (Zhou et al., 2023). In addition to Lu et al.126

(2018) which describes the emoji development pro-127

cess on the GitHub platform and Feng et al. (2020)128

which examines patterns of new emoji requests, the129

diffusion and interpretation of emojis in the recent 130

version have not been fully studied. 131

Note that many researchers have utilized emojis 132

to help with downstream tasks. Sentiment classifi- 133

cation is the primary application to include emoji 134

information (Chen et al., 2019; Felbo et al., 2017; 135

Lou et al., 2020; Chen et al., 2018a; Eisner et al., 136

2016), and later research uses emoji usage to pre- 137

dict the developer dropout (Lu et al., 2022), the 138

hashtag used (Zhou and Ai, 2022), or user gen- 139

der (Chen et al., 2018b). However, these research 140

works do not enable the generalizability of the 141

framework on the newly appeared emojis. In this 142

paper, we propose an emoji substitution method 143

to improve the models’ effectiveness on the new 144

emojis without further parameter updates. 145

2.2 Innovation Diffusion on the Social Media 146

Previous work has noticed and explored the inno- 147

vation sharing pattern on the social media, such 148

as hashtags, meme, blog articles, and news diffu- 149

sion (Ma et al., 2014; Johann and Bülow, 2019; 150

Spitzberg, 2014; Kümpel et al., 2015; Yang et al., 151

2012; Ahmed et al., 2013; Bakshy et al., 2011; 152

Cheng, 2017; Cunha et al., 2011) and proposed 153

multiple models to understand and simulate the in- 154

formation cascade process (Zhou et al., 2021). In 155

addition to content innovation, users create new 156

language units and distribute them through social 157

networks (Grieve et al., 2018; Kershaw, 2018) but 158

few works systematically studied the reason, pat- 159

tern, and interpretation of new language units. 160

In our work, we explore the diffusion of new 161

emojis to reveal the diffusion mechanism of so- 162

cial media and frame the new emoji cascade as the 163

innovation diffusion process. The previous study 164

explores the factors influencing innovation popular- 165

ity by adopting the theory of innovation diffusion 166

(Rogers et al., 2014; Ma et al., 2014; Steffes and 167

Burgee, 2009; Chu and Kim, 2011). 168

3 Understanding Emojis’ Diffusion 169

We start exploring the diffusion of new emojis by 170

analyzing the their usage frequency and seman- 171

tic shift. We collected English Tweets from May 172

2018 to May 2022 using the Twitter API,1 during 173

which new emojis are released with Unicode 11.0 174

(February 2018), 12.0 (March 2019), 13.0 (January 175

2020). Note that it usually takes a few months for 176

1https://developer.twitter.com/en/docs/
twitter-api
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Figure 1: Frequency trends of the top 5 popular emojis in each emoji version over the two years following their first
appearance. We show the frequency of emojis every two months, and the y-axis represents the proportion of each
emoji in the total of emojis in that month.

platforms to support inputting and rendering new177

emojis. For example, the emojis in Emoji 11.0 first178

appear on Twitter around July 2018.179

3.1 Emoji Popularity Increases180

We visualize the frequency change of popular emo-181

jis of each version in Figure 1. Most of their popu-182

larity continuously increase over the two-year pe-183

riod following release. However, the adoption rates184

differs dramatically both between and within emo-185

jis. Even for the most popular emojis of the same186

version, their frequencies may vary by orders of187

magnitude within months, showing a power-law188

distribution similar to old emojis (Lu et al., 2016).189

The adoption speed is also uneven over time. For190

example, the frequency of (pleading face) is still191

smaller than (partying face) and (smiling face192

with hearts) in January 2019. But by May 2019, the193

popularity of has exceeded all emojis in Emoji194

11.0. It suggests that some emojis are diffused to195

restricted user communities, while others emojis196

keep spreading and reach larger communities.197

Figure 2: Frequency trends by week of the top 5 emojis
in Emoji 11.0 from November 2018 to March 2019.

Seeing the continuous growth of new emojis’198

popularity after release, we then examine the199

change in emoji frequency in a more fine-grained200

time period. We visualize the count of the 5 most201

popular emojis of Emoji 11.0 at each week from 202

November 2018 to March 2019 in Figure 2. We 203

observe two significant bumps on the lines of 204

(partying face) and (smiling face with hearts): a 205

bump for in Week 1 of 2019 and the a bump for 206

in Week 7 of 2019. 207

The bumps coincide bursting external events 208

(New Year in Week 1 and Valentine’s day in Week 209

7), which have been discussed in literature as pos- 210

sible triggers for information cascade (Zhou et al., 211

2021; Crane and Sornette, 2008). We hypothe- 212

size that external events also influence the adoption 213

of new emojis. To verify, we examine whether 214

the words associated with the new emoji in that 215

period are related to external events. We collect 216

the tweets with emojis in the first and seventh 217

week of 2019 and calculate pointwise mutual in- 218

formation (PMI) between each emoji e and each 219

word w. The PMI equation can be formulated as 220

PMI(e, w) = log p(e,w)
p(e)p(w) , where p(w), p(e) and 221

p(e, w) refer to the probability of a tweet contain- 222

ing the word w, the emoji e, and both of them, 223

respectively. We present the top 10 associated emo- 224

jis (based on PMI) for emoji and in different 225

weeks in Table 1 and highlight the words related to 226

external events, as recognized by the authors. 227

Emoji Time period Top 10 PMI words

W51, 2018
birthday, happy, hope, great, days,
we, day, year, amazing, christmas

W01, 2019
happy, new, year, birthday, 2019,
happynewyear, may, everyone, years, 2018

W51, 2018
amazing, you, wait, love, thank,
thanks, see, beautiful, heart, so

W07, 2019
looking, valentines, tomorrow, valentine,
ever, amazing, pretty, sweet, beautiful, you

Table 1: Highly-associated words (by PMI) of emoji
and in different weeks. The semantics of the associ-
ated words coincide with the external events happened
at that week.

3



From Table 1, we observe that for emoji from228

the 51st week of 2018 to the 1st week of 2019,229

the words about the New Year event such as “hap-230

pynewyear” and “2019” appear in the associated231

words, and for emoji , the associated words about232

Valentine’s days show in the 7th week of 2019. The233

observation verifies our hypothesis and suggests234

that external events can influence the adoption of235

new emojis.236

3.2 Influencing Factors of Emoji Diffusion237

The popularity discrepancy of emojis in the same238

version raises the question of what influence the239

diffusion process. Since emojis can be considered240

a digital innovation, we apply Rogers’ diffusion241

of innovation theory (Rogers et al., 2014), which242

describe the diffusion network and innovation itself243

as the influencing factors. We model each factor244

and describe their correlation with the new emojis’245

popularity.246

Community size: Tracing the diffusion network247

is extremely challenging, because our tweets is248

collected through the Twitter’s 1% sampling API,249

and the low access rate make it impossible to con-250

struct the diffusion network. However, previous251

work suggests that hashtags can indicate commu-252

nity identity in social networks (Yang et al., 2012;253

Zhou and Ai, 2022). We thus use the hashtags cooc-254

curing with emojis as the proxy of the early adapter255

community of the new emojis, and more popular256

hashtags mean a larger size of communities.257

The Spearman’s correlation (Hauke and Kos-258

sowski, 2011) of hashtag popularity in the early259

period and emoji popularity in the late period is260

0.580, 0.530, and 0.370 for emojis of Emoji 11.0,261

12.0 and 13.0. It indicates that a larger early adopter262

community may promote the emoji diffusion. (De-263

tailed analysis in Appendix A.1.)264

Emoji semantics Emojis’ semantics can be con-265

sidered the innovation itself, so we hypothesize266

that emojis with more popular semantics are more267

adopted(Ai et al., 2017)). To proxy the popularity268

of emoji semantics and avoid the circular reason-269

ing, we prompt GPT-4 (OpenAI, 2023) to generate270

words with semantics similar to given emojis and271

count these words’ frequency in the early stage.272

The Pearson correlation (Cohen et al., 2009) of273

word occurrence and emoji popularity is 0.413,274

0.812 and 0.11 for emojis from Emoji 11.0, 12.0275

and 13.0. The significant correlation for Emoji 11.0276

and 12.0 supports our hypothesis. For Emoji 13.0,277

the correlation is weak, likely because users do not278

directly state the semantics inside the emojis. For 279

example, for (pinched fingers), GPT-4 shows us 280

similar words as: gesture, expressive, Italian, em- 281

phasis, and talkative, which may not be presented 282

in users’ tweets. We present the detailed setup of 283

the experiment in Appendix A.2. 284

3.3 Emoji Meaning Evolves during Diffusion 285

With the increasing popularity of the new emojis, 286

one may wonder if their meanings are adapted dur- 287

ing the diffusion process. However, understanding 288

the emojis’ meaning is hard, as will be discussed in 289

Section 4.1. To get a first glimpse of the adaption, 290

we focus on the context where emojis are used, and 291

using the lens of sentiment, because one main func- 292

tionality of using emojis is to convey sentiments 293

(Ai et al., 2017). 294
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Figure 3: Average Vader scores of the tweets containing
the top 5 popular emojis in Emoji 11.0 from October
2018 to October 2019.

To quantify the sentiment context of emojis, we 295

calculate the Vader score for each tweet (Hutto and 296

Gilbert, 2014), which outputs the sentiment score 297

from -1 (negative) to 1 (positive). The higher the 298

absolute value of the score, the more sentimental 299

the tweet is. We average the Vader score of all 300

tweets with an emoji in two months as the emoji’s 301

sentiment score in that time period and visualize its 302

trend of the top 5 popular emojis from Emoji 11.0 303

every two months in Figure 3. 304

For most emojis, their sentiment scores remain 305

constant, hinting that the user’s understanding of 306

most emojis is unchanged during the adaption. 307

However, for the emoji (pleading face), its senti- 308

ment score grew continuously in the first 8 months 309

after its release, suggesting that users use in in- 310

creasingly positive sentiment context. We further 311

visualize the Vader score distribution of tweets con- 312

taining in two time periods a year apart (October 313

2018 and 2019) in Figure 4. 314
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emoji in October 2018 and October 2019. During
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Initially (October 2018), many users use the315

emoji in negative tweets; but during diffusion,316

more users tend to use it in positive tweets. We317

hypothesize that in the early adoption of , users318

used this emoji to convey sad feelings, but later, the319

emoji evolved to convey moved or other positive320

feelings. Indeed, we see that the associated words321

(measured by PMI) with the emoji changes over322

time, which provide initial evidence that supports323

the hypothesis. In October 2018, sad, sorry, idk324

are among the sentimental words with highest PMI,325

while a year later, we see more positive words such326

as prettiest, precious, cutest. (The details are shown327

in Table 8 in Appendix A.3.) Through the lens of328

sentiment, we observe that the emojis’ meaning329

may evolve during the diffusion process.330

4 Interpret Emojis with Language Models331

The analysis so far shows that the semantic of emo-332

jis not only affect their diffusion process, but also333

evolves during the diffusion process, both of which334

highlights the importance of an effective frame-335

work to interpret new emojis dynamically. Al-336

though ChatGPT is capable of showing us simi-337

lar words to emojis (OpenAI, 2023; Zhou et al.,338

2024), it lack the understanding based on the ap-339

plication scenario, and cannot capture the seman-340

tic evolution during the diffusion. Moreover, the341

pre-training data of ChatGPT may not cover the342

recently-released emojis.343

To address these challenges, we utilize the cor-344

pus containing new emojis and open-source lan-345

guage models (LMs) to investigate the application346

scenario and semantic meaning of emojis. Previous347

researchers have relied on the attention mechanism348

in LMs to explore the inner association of the fine-349

tuning dataset (Wang et al., 2021). In this section,350

we use the attention score method and the cross-351

dataset inference method to explore words and old352

emojis with semantics similar to new emojis.353

4.1 Interpretation with High-attention Words 354

Attention scores are a well-studied interpretability 355

method to identify important tokens for LMs to 356

make the decision (Clark et al., 2019; Wang et al., 357

2021). To understand what words are specifically 358

associated with newly created emojis, we design 359

an emoji prediction task and extract high-attention 360

words to reveal the emoji meaning. 361

4.1.1 Attention Calculation 362

Formally, we first construct an emoji classification 363

dataset with the input space x ∈ X and the pre- 364

defined emoji label y. To better distinguish the 365

word association between new and old emojis, the 366

tweet with label 0 means that the tweet contains 367

the old emoji, and with label 1 ≤ k ≤ n means 368

that the tweet contains the new emoji k. Denote fe 369

as the fine-tuned model in the emoji classification 370

dataset (specifically the Roberta model for our ex- 371

periments) (Liu et al., 2019). For each input tweet 372

xi ∈ X with tokens {t1i , · · · , tmi }, where m is the 373

token number, we adopt fe in the input i and obtain 374

the attention scores {a1i , · · · , ami } and the emoji 375

prediction fe(i). Since for Roberta model, the em- 376

beddings of the [CLS] token in the last layer are 377

used to make the prediction, we compute the scores 378

ami as the average attention scores of the mth token 379

to the [CLS] token across different heads. For the 380

overall attention scores akt of the token t for the 381

emoji k, we extract the sentences with prediction 382

fe(xi) = k and average the attention scores of the 383

token t in these extracted sentences, which can be 384

formulated as 385

akt =

∑
xi∈X 1(fe(xi) = k) ·

∑m
j=1(a

j
i · 1(t

j
i = t))∑

xi∈X 1(fe(xi) = k) ·
∑m

j=1 1(t
j
i = t)

386

where 1 is the indicator function. With the overall 387

attention scores, for each emoji k, we can extract 388

the keywords with the highest attention scores akt 389

to understand the semantics of the new emojis. 390

4.1.2 Experiment Setup and Results 391

To verify the effectiveness of the attention method, 392

we experiment on 6 emojis from Emoji 13.0: 393

(smiling face with tear), (ninja), (magic 394

wand), (pinched fingers), (coin), (peo- 395

ple hugging). We extract the tweets with emo- 396

jis from April 2022 to May 2022 and construct 397

a balanced dataset with a total of 50,000 tweets 398

and 7 labels (label 0 for old emojis and label 1 399

to 6 for new emojis). We fine-tune the Roberta 400
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Emoji Top 10 Attention Score Words Top 3 Inference Score Emojis

same, its, so, me, no,
why, this, please, oh, i (16.7), (8.5), (6.1)

days, account, ninja, both,
assassins, who, samurai,
coin, gaming, website

(13.3), (13.2), (10.2)

magic, wish, magician,
wizard, follow, hours, tweet,
special, light, recent

(22.6), (10.1), (9.9)

this, puff, the, that, kiss,
another, you, art, perfect,
please

(10.2), (7.8), (6.1)

start, billion, coins, token,
coin, money, proof, gob,
hours, follow

(25.1), (16.4), (10.5)

thanks, hugs, my, hug,
good, you, hugging, dear,
friend, happy

(11.2), (8.9), (8.3)

Table 2: Words with high attention scores and old emojis
with high inference scores for new emojis from Emoji
13.0. High attention scores suggest words with similar
semantics as emojis and indicate the application setting
of emojis. Emojis with high inference scores represent
the old emojis with similar meaning to the new emojis.

model pretrained on tweets (Barbieri et al., 2020)401

(twitter-roberta-base 2) on the emoji predic-402

tion dataset with the split 8:1:1 and obtain the test403

accuracy 66.98%. We present the top 10 words404

with highest attention scores in the second column405

of Table 2 and the words recognized by the authors406

with similar semantics are highlighted in bold.407

Table 2 demonstrates that attention scores are408

effective in identifying words semantically similar409

to specific emojis. These words not only mirror the410

primary meaning of the emojis but also reveal their411

application scenarios and extended interpretations.412

For entity-related emojis such as , , and ,413

their high-attention words extend beyond their di-414

rect symbolism. For instance, the word “gaming”415

associated with highlights its frequent use in416

the context of action video games. Similarly, the417

term “token” linked with (coin) suggests its ap-418

plication in representing Bitcoin tokens, indicating419

a broader usage beyond its conventional meaning.420

Regarding sentiment-related emojis, high-421

attention score words encapsulate the sentiments422

embedded in the emojis. For instance, the word423

“perfect” associated with implies positive senti-424

ment, while “why” and “no” linked to suggests425

negative sentiments. The qualitative results in Ta-426

ble 2 demonstrate the effectiveness of using the427

attention mechanism to probe the application set-428

ting and the extensive meaning of the new emojis.429

2https://huggingface.co/cardiffnlp/
twitter-roberta-base
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Figure 5: The upper half shows the framework of using
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presents the pipeline of replacing new emojis in the
sentiment classification dataset to old similar emojis to
enhance the prediction results.

4.2 Interpret Emojis with Old Emojis 430

The words with high-attention scores can not fully 431

capture the sentiments inherent in emojis. For ex- 432

ample, the degree of negative sentiment conveyed 433

by , or the specific sentiment associated with 434

and , remains ambiguous. Besides exploring 435

words with similar semantics, we employ the rich 436

and complex sentiments encoded in old emojis to 437

interpret the newly created emojis. 438

We utilize LMs to conduct cross-version infer- 439

ence to explore old emojis with semantics similar 440

to a new targeted emoji. If the semantics and syn- 441

tactic features of the text containing two emojis 442

are similar, the semantics of two emojis are also 443

similar. Our method is to first fine-tune the LMs on 444

an emoji classification dataset with old emojis as 445

the labels, and we use the fine-tuned LMs to do the 446

inference on tweets containing new emojis. If LMs 447

predict tweets with a new emoji to contain another 448

old emoji, it means that two emoji share a similar 449

text context distribution, indicting similar seman- 450

tics. The pipeline of the interpretation framework 451

is shown in the upper half of Figure 5. 452

4.2.1 Cross-Version Analysis 453

We construct an emoji classification dataset with 454

the input tweets Xold and the pre-defined emoji 455

labels from old emojis {e0old, e1old, · · · , enold}. Pre- 456

trained LM fe is fine-tuned in tweet collec- 457

tion Xold. We construct another tweet dataset 458

Xnew, where each tweet contains the new emo- 459

jis {e0new, e1new, · · · , emnew} and ask the fine- 460

tuned LM f to do the inference on each tweet 461

xnew ∈ Xnew. The prediction on the tweet 462

xnew containing the emoji ynew is: fe(xnew) = 463

argmaxeold p(eold|xnew). 464

The semantic similarity between an old emoji 465

eold and a new emoji enew can then be quantified 466

as the proportion of predictions equal to eold: 467
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score(eold, enew) =
∑

xnew
1(ynew=enew,fe(xnew)=eold)∑

xnew
1(ynew=enew) .

(1)468
We sort the old emojis for each new emoji by the469

calculated inference score(·) values and for each470

new emoji, extract three old emojis with the highest471

inference scores, named as emoji surrogates.472

4.2.2 Experiment Setup and Results473

We first construct Xold with tweets from April 2020474

to May 2020, when Emoji 13.0 does not appear on475

Twitter. We extract 10,000 tweets for every emoji476

in top 32 old emojis from April to May and another477

10,000 tweets without any emoji. We form a train-478

ing dataset Xold with 330,000 tweets and 33 labels479

(32 emojis + no emoji). The pre-trained Roberta480

model fe is fine-tuned in Xold and we use fe to in-481

fer on the test dataset constructed with tweets from482

2022 containing the emojis from Emoji 13.0 in Ta-483

ble 2. We calculate the inference score between the484

old and new emojis as Equation 1 and present the485

top 3 similar ones for each new emoji, as well as486

the inference score in the third column in Table 2.487

Table 2 reveals that preexisting emojis effec-488

tively reflect the semantic content, particularly the489

sentiment dimension, of new emojis. For sentiment-490

related emojis such as , older emojis such as491

(pensive face), (pleading face) and (weary492

face) encapsulate the blend of sadness and begging493

inherent in the new emoji. Furthermore, in the494

case of entity-related emojis, while it may be chal-495

lenging to pinpoint analogous emojis that precisely496

capture an entity’s characteristics, it is feasible to497

discern the underlying sentiments these emojis con-498

vey. For example, the (ninja) emoji, in relation499

to existing emojis such as (sparkles), (eyes),500

and (smiling face with smiling eyes), reveals the501

positive sentiment in in usage.502

In the next section, we show how cross-version503

analysis serves downstream tasks. We find that504

simply substituting new emojis with old emoji sur-505

rogates can significantly increase the accuracy in506

the sentiment classification task of fine-tuned LMs.507

4.3 Replace Emojis for Sentiment Prediction508

Sentiment classification is a well-studied task and509

is widely used in deployed systems. Emojis, which510

encode rich sentiments, have been shown to be511

important for enhancing the performance in the512

sentiment classification (Chen et al., 2019). The513

current state-of-the-art (SoTA) method for the sen-514

timent classification on tweets is to fine-tune the515

pre-trained LMs on a training dataset (Barbieri 516

et al., 2020). However, the newly-created emojis 517

not in both fine-tuning and pre-training data raise a 518

challenge for this method, which may prevent the 519

model from making precise predictions. 520

Instead of fine-tuning models on the data with 521

new emojis again, requiring a high computational 522

cost, we propose a method to directly substitute the 523

new emoji with old emoji surrogates without pa- 524

rameter updates. The sentiments encoded in emoji 525

surrogates could compensate for the loss of seman- 526

tics in the unknown emojis. We present the emoji 527

substitution process in the lower half of Figure 5. 528

4.3.1 Methodology 529

Suppose that we have a sentiment classification 530

dataset Snew that contains new emojis and each 531

input has the sentiment label y. Given a senti- 532

ment classifier fs fine-tuned in Sold, where the 533

new emojis are not in Sold, for each tweet si = 534

[t1i , t
2
i , · · · , enew, · · · , tmi ] ∈ Snew, we replace the 535

new emoji enew in tweet si with the old emoji 536

surrogates (top 3 old emojis sorted by the infer- 537

ence scores) and obtain a dataset S ′
with s

′
i = 538

[t1i , t
2
i , · · · , e1old, e2old, e3old, · · · , tmi ]. Then we feed 539

the tweet s
′
i to the classifier fs to get the sentiment 540

prediction, which is fs(si) = argmaxy p(y|s
′
i). 541

4.3.2 Experiment Setup 542

Existing sentiment classification datasets with emo- 543

jis did not contain the newly created emojis. There- 544

fore, we collect tweets from 2020 and 2022, re- 545

spectively, as the dataset with old and new emo- 546

jis. Due to the superiority of LLMs over hu- 547

man annotators (Gilardi et al., 2023), we utilize 548

GPT3.5 to annotate the label for tweets (Ouyang 549

et al., 2022). Given a tweet input s, and Y = 550

{positive, neutral, negative}, ChatGPT is asked 551

to choose a label. We repeat the annotation process 552

twice with temperature 0.7 and keep the examples 553

with labels agreed by two LLM annotators. 554

We first randomly collect tweets from April 2020 555

to May 2020 and then use ChatGPT to label the 556

sentiment of each tweet as Sold. We first split Sold 557

into training, validation, and test dataset by 8:1:1 558

with 35,388 tweets. We fine-tune the Roberta clas- 559

sifier (twitter-roberta-base) on Sold as fs, pre- 560

trained on tweets before August 2019 (Barbieri 561

et al., 2020). The fine-tuned model fs can achieve 562

an accuracy of 67.52% in test data from 2020. We 563

repeat the collection and labeling process in tweets 564

from April 2022 to May 2022 to form Snew. 565
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Emoji 13.0 (sentimental)
emoji surrogates # test ori acc replaced acc word acc

23,080 63.43 63.90 59.87
1,908 48.69 63.87 67.26
6,580 80.32 90.90 85.88
6,972 79.75 82.80 67.76
Emoji 13.0 (entity)
614 22.05 18.10 23.43

6,649 55.03 56.86 54.06
3,209 52.32 61.92 59.58
922 65.72 67.25 68.66

Table 3: Results of emoji replacement method on the
sentiment prediction task for emojis from Emoji 13.0.
The fine-tuned models are pre-trained on data without
new emojis. ori acc, replaced acc, and word acc rep-
resent the accuracy on original test data, replacing new
emojis to emoji surrogates, and replacing new emojis
with emoji names, respectively.

Accuracy of ChatGPT in labeling sentiment can566

be verified using existing data. We randomly select567

1,000 tweets from SemEval-2015 Task 10 (Rosen-568

thal et al., 2015) and the accuracy of ChatGPT569

on sentiment prediction is 77.29%. The average570

agreement between human annotators and the gold571

standard annotations in the test dataset is 75.70%.572

Therefore, ChatGPT annotations are reliable due to573

the comparable agreement to the human annotators.574

We randomly select 8 emojis from Emoji 13.0,575

and 4 of them are sentiment-related, and the others576

are entity-related. We collect the tweets from Snew577

with the selected emojis. We prepare a baseline578

method to substitute the new emoji with the emoji579

name (words) to represent the emoji semantics. We580

present the accuracy on the original tweets, on the581

emoji replacement tweets, and on the word replace-582

ment tweets for each specific emoji in Table 3.583

4.3.3 Results584

From Table 3, when replacing the new emoji with585

old emojis with similar semantics, we can observe586

a notable performance increase for the model fs,587

with a relative improvement of 4.94%, 6.92% on588

emojis from Emoji 13.0 (sentimental) and Emoji589

13.0 (entity), respectively. The relative improve-590

ment on the entity-related emojis is more signif-591

icant, which indicates that the explore old emoji592

surrogates precisely suggest the sentiment embed-593

ded in the entity-related emojis, leading to better594

results in the sentiment prediction. Compared to595

replacing the new emoji with the emoji name, our596

emoji replacement method can outperform in most597

cases, and the possible reason could be attributed598

to words from the emoji name, which can not fully599

characterize the complex sentiments for emojis.600

We repeat the experiments on the Roberta601

model with new emojis in the pre-trained corpus602

(twitter-roberta-base-2022-154m, pretrained 603

on tweets before December 2022) (Loureiro et al., 604

2023), and present the results in Table 9 in Ap- 605

pendix. Compared with models pre-trained on 606

tweets without new emojis, the average improve- 607

ment of replacing new emojis becomes smaller or 608

even negative, which follows our expectation that 609

the fine-tuned model fs has learned the semantics 610

of new emojis in the pre-training data and the sub- 611

stitution of emojis causes loss of information. 612

5 Implications 613

Our research reveals the patterns of emoji diffu- 614

sion and proposes a framework to understand the 615

semantics of new emojis. For model developers, 616

our emoji replacement framework can provide an 617

effective way to increase the generalization of the 618

fine-tuned LLMs on texts containing new emojis 619

without further parameter updates, which can also 620

be extended to other NLP tasks. For future emoji 621

researchers, our work provides a pipeline to explore 622

the pattern of new emoji diffusion and proposes a 623

framework to utilize open source LMs to interpret 624

the emoji semantics and usage scenarios. 625

Moreover, our work provides an insight of the 626

diffusion patterns on a new language unit in social 627

networks, which can inspire the future researchers 628

to generalize our diffusion exploration pipeline and 629

interpretation framework on other new tokens, such 630

as memes and viral hashtags. Along with our work, 631

we expect that the exploration study on the lan- 632

guage unit diffusion can reveal the evolution mech- 633

anism of the content in digital communities 634

6 Conclusion 635

In this work, we explore the pattern of emoji dif- 636

fusion by studying recently created emojis. We 637

show that the external event can influence the short- 638

period frequency and that some emojis may have 639

an evolution in the sentiments when adopted by 640

more users. Then, we propose a framework to use 641

the words or existing emojis to interpret the new 642

emojis. Finally, we show the effectiveness of our 643

framework by replacing new emojis with similar 644

old emojis to improve the sentiment prediction task. 645

The promising results indicate that our framework 646

for interpreting emojis can be used to increase the 647

generalizability of trained models. 648
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7 Limitations649

There are three limitations in our work. First, both650

our exploration of emoji diffusion and the follow-651

ing semantic analysis regard a type of emoji as a652

whole at a macro level, but it is not clear how an653

emoji diffuses by the interaction between users due654

to the lack of complete network data for Twitter.655

Considering the current API policy of the Twitter656

platform, we leave that part to future work by ex-657

ploring other online communication datasets, such658

as Slack.659

Second, when analyzing the characteristics of660

new emojis, in this paper, we only focus on the661

semantic features of emojis, also the focus of the662

previous work, but we find that the visual features663

could also be an important feature for emoji dif-664

fusion and may also influence the emoji seman-665

tics. For example, after one year of diffusion, the666

number of tweets with (white heart) is 10 times667

higher than the tweets with (brown heart). These668

visual features play an important role in exploring669

emoji usage and downstream emoji applications.670

For future work, it could be interesting to use these671

visual features, combining the text features to pre-672

dict the popularity of emojis.673

Third, in addition to sentiment classification, the674

downstream tasks with emojis also include hash-675

tag prediction, gender prediction, and GitHub user676

dropout prediction (Chen et al., 2018b; Zhou et al.,677

2023; Lu et al., 2023). Future work could extend678

our interpretation framework to improve the fine-679

tuned models on these well-defined tasks without680

updating the model parameters.681
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Appendix880

A Details of Influencing Factor Analysis881

A.1 Influence of Community Size on Emoji882

Popularity883

We first identify the early stage of Emoji 11.0,884

Emoji 12.0, and Emoji 13.0 as July 2018, Septem-885

ber 2019, and November 2020, two months after886

the first appearance, and set the late stage as the887

month one year later than the early stage. We count888

the number of co-occurred hashtags of each emoji889

in the early stage and the number of emojis in the890

late stage. We present the top 10 mostly used emo-891

jis in the late stage from Emoji 13.0 as well as their892

top 3 popular co-occurred hashtags in Table 4 and893

the count of emojis and hashtags in the early and894

late stages of emoji diffusion. For the co-occurred895

hashtags for emojis in Emoji 11.0 and 12.0, we896

show them in Table 5.897

From Table 4, we can observe that there is a pat-898

tern in which, for popular emojis in the future, the899

co-occurred hashtags are also popular in the early900

adopted stage. Since hashtag number and emoji901

number are in difference scales in our dataset, we902

measure the Spearman rank correlation coefficient903

between hashtag number in the early stage and904

emoji number in the late stage for the top 10 new905

emojis from Emoji 11.0, 12.0, and 13.0, respec-906

tively (Zar, 2005).907

The Spearman’s correlation of co-occurred hash-908

tag number and emoji number is 0.580, 0.530, and909

0.370 (p− value = 0.08, 0.11, 0.29) for the top 10910

emojis of Emoji 11.0, 12.0 and 13.0, respectively.911

It indicates that emojis cooccurring with the popu- 912

lar hashtags tend to be used more in the future, and 913

larger communities promote the emoji diffusion. In 914

addition to the characteristics of early adopters and 915

the diffusion network, we are also interested in the 916

influence of the inner characteristics of emojis on 917

emoji diffusion. 918

A.2 Influence of Emoji Semantics on Emoji 919

Popularity 920

We expect that extracted words with similar se- 921

mantics as the emoji should be common on the 922

Twitter platform, so our prompt for querying GPT- 923

4 is composed as follows: Show me five common 924

single words on Twitter with similar semantics to 925

this emoji: {emoji}, where {emoji} is the new emoji 926

from Emoji 11.0, 12.0, 13.0, such as (smiling 927

face with hearts). We count the average word num- 928

ber in the early stage of new emojis (the same 929

month as in Section A.1) and the emoji number in 930

the late stage (one year later after the early stage). 931

Since we find that the emoji and word count are on 932

the same scale, we calculate the Spearman’s rank 933

correlation coefficient and the Pearson correlation 934

coefficient for the logarithm of these two numbers 935

as the measurement of association (Zar, 2005; Co- 936

hen et al., 2009). We present the word and emoji 937

number of the top 10 popular emojis from Emoji 938

13.0 in Table 6 and for similar words for emojis in 939

Emoji 11.0 and 12.0, we show them in Table 7. 940

Emoji Co-occurred hashtag # hashtag (early) # emoji (late)
PLTPINKMONDAY, PLTPINKSUNDAY,
PLTCyberMonday 79982.2 67,103

ATINYDAY, HeartbreakWeather,
NiallHoran 18806.0 11,583

EveryVoteCounts, StayHome,
StaySafe 7172.9 7,829

Bitcoin, gold,
DeFi 10267.2 5,900

MissguidedCyberTreat, PLTPINKMONDAY,
ibelieveinfairys 11501.1 5,355

syurabaikhati, DerApotheker,
wolfpac 1128.8 4,510

GreenIndiaChallenge, SupportSmallStreamers,
RRRMovie 46272.1 3,014

Election2020, PLTPINKMONDAY,
TREASURE 83920.8 2,497

HappyThanksgivingEve, Design,
Emoji 866.6 2,113

MerzmenschPresents, LatentVoices,
JukeBox 3343.3 1,666

Table 4: Co-occurred hashtags for top 10 popular emojis
in Emoji 13.0 in the late stage. # hashtag (early) rep-
resents the hashtag number in the early stage of emoji
diffusion, two months after the first appearance of emo-
jis. # emoji (late) shows the emoji number in the late
stage, one year after the early stage.

A.3 Supplementary Results and Prompt 941

Details 942
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Emoji Co-occurred hashtag # hashtag (early) # emoji (late)
SaveShadowhunters, EXO,
BTSARMY,

37122.3 101,667

TeenChoice,
SouhilaBenLachhab, Cover

70924.1 56,449

Prediction, Democrats,
Obamacare

5121.8 29,549

Heatwave, SummerSkinSafety,
WorldEmojiDay

693.8 14,650

Ethereum, cryptocurrency,
eth

22075.3 13,070

TRuMP, WorldCup2018,
UFC231

11416.0 2,137

Directive, ItsACelebration,
TeamNGH

76.1 616

MAGA, CRO,
Boxing

8831.0 539

Cakes, baking,
weekendreads

1979.1 435

TMay, Chequers,
UK

1736.25 339

(a) Co-occurred hashtags for emojis in Emoji 11.0
Emoji Co-occurred hashtag # hashtag (early) # emoji (late)

J9, 3YearsWithCBX,
StreamLYTLM

448.50 85,981

Tawan_V, TeamGalaxy,
withGalaxy

144.20 13,473

13ReasonsWhy3, 13ReasonsWhy,
DeleteFacebook

291.60 13,127

thestripperoficial,
camren, natiese

2.0 9,321

StarTrekDiscovery, Friends,
RossGeller

390.0 4,433

PeriodEmoji, PeriodStigma,
PeriodPoverty

12.0 3,648

onlyfans, camgirl,
cammodel

793.0 2,729

AccessATE, InstructionalDesign,
CADET

9.70 2,603

wolvsden 7.0 2,393
- 0 1,936

(b) Co-occurred hashtags for emojis in Emoji 12.0.

Table 5: Co-occurred hashtags for top 10 popular emojis
in Emoji 11.0 and 12.0. # hashtag (early) represents the
hashtag number in the early stage of emoji diffusion,
two months after the first appearance of emojis. # emoji
(late) shows the emoji number in the late stage, one year
after the early stage.

Emoji Words with similar semantics # word (early) # emoji (late)
bittersweet, emotional, touched,
relieved, grateful 1401.8 67,103

gesture, expressive, Italian,
emphasis, talkative 190.8 11,583

hug, comfort, support,
embrace, togetherness 3714.6 7,829

money, currency, cash,
change, gold 5999.8 5,900

magic, enchantment, spell,
wizardry, mystical 609.6 5,355

stealthy, mysterious, skilled,
warrior, covert 159.4 4,510

green, leafy, indoor,
botanical, decorative 726.6 3,014

incognito, hidden, undercover,
sneaky, disguised 403.8 2,497

bread, flat, pita,
naan, food 674.0 2,113

sign, protest, message,
board, banner 1311.0 1,666

Table 6: Words with similar semantics (from ChatGPT)
for top 10 popular emojis in the late stage in Emoji
13.0. # word (early) represents the word number in the
early stage of emoji diffusion, two months after the first
appearance of emojis. # emoji (late) shows the emoji
number in the late stage, one year after the early stage.
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Emoji Words with similar semantics # word (early) # emoji (late)
please, sorry, help,
sad, desperate

12973.8 101,667

love, happy, adorable,
blissful, sweet

33005.4 56,449

dizzy, confused, woozy,
drunk, lightheaded

1242.0 29,549

hot, sweaty, exhausted,
overwhelmed, burning

2578.2 14,650

celebrating, party, woohoo,
ecstatic, jubilant

1470.0 13,070

cold, freezing, shivering,
frosty, icy

591.6 2,137

cute, soft, cuddly,
plush, adorable

4112.6 616

loud, explosive, bang,
pop, fireworks

1273.2 539

sweet, delicious, cute,
frosting, treat

5303.2 435

step, walk, run,
sole, toe

2263.0 339

(a) Words with similar semantics for emojis in Emoji 11.0.
Emoji Words with similar semantics # word (early) # emoji (late)

pure, love, clear,
sincere, peace

21063.2 85,981

stand, upright, wait,
solo, idle

4793.4 13,473

tired, sleepy, bored,
exhausted, drowsy

1676.2 13,127

warmth, earthy, comfort,
stable, rich

496.6 9,321

small, little, slight,
precise, minimal

3843.8 4,433

blood, bleed, drip,
red, donate

1376.2 3,648

saturn, space, cosmic,
orbit, celestial

398.6 2,729

blind, aid, navigate,
mobility, independence

266.2 2,603

purple, geometric, round,
violet, circle

842.6 2,393

otter, playful, aquatic,
furry, adorable

487.4 1,936

(b) Words with similar semantics for emojis in Emoji 12.0.

Table 7: Words with similar semantics (from ChatGPT)
for top 10 popular emojis in Emoji 11.0 and 12.0. #
word (early) represents the word number in the early
stage of emoji diffusion, two months after the first ap-
pearance of emojis. # emoji (late) shows the emoji
number in the late stage, one year after the early stage.

Time Period Top 10 PMI Sentimental Words Score Avg.

2018-10
cry sad please miss hate

sorry idk wish bad stop
-0.198

2019-10
sobbing protect cry prettiest pls

precious hug cutest sad heart
0.221

Table 8: Top 10 associated words with positive or nega-
tive sentiments of emoji in October 2018 and Octo-
ber 2019. Red and blue highlight positive and negative
words, respectively. The darker the background color,
the more sentimental the words.

Emoji 13.x (sentimental)
emoji surrogates # test ori acc replaced acc

23,080 66.57 60.58
1,908 57.08 66.18
6,580 86.99 91.57
6,972 82.77 83.79
6,206 56.86 55.15
6,160 84.10 88.44
6,390 51.75 40.94
1,808 48.12 56.19

Emoji 13.x (entity)
614 22.39 17.57

6,649 58.02 59.82
3,209 63.78 66.84
922 69.95 69.31

Table 9: Results of emoji replacement method on the
sentiment prediction task for selected emojis from Emoji
13.0 and 13.1 on models pre-trained on data before De-
cember 2022, including new emojis in the pre-training
data.
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