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Abstract
Speaker identification in narrative analysis is001
challenging due to complex dialogues, vary-002
ing utterance patterns, and multiple characters003
with similar or ambiguous references. Ac-004
curately attributing utterances to the correct005
speakers is critical for understanding character006
interactions and the narrative structure.007

To address these challenges, this study pro-008
poses a collaborative approach between hu-009
mans and Large Language Models (LLMs) for010
dataset construction in speaker identification011
tasks. The process begins by manually extract-012
ing utterances and assigning speaker names to013
a small subset of the data. This labeled sub-014
set is then used to prompt-tune the LLM, en-015
abling it to label speakers across the dataset.016
Subsequent manual corrections ensure accu-017
racy while minimizing costs. Additionally, a018
paraphrased dataset is constructed to handle019
situations with multiple correct answers. Eval-020
uation results indicate that models with larger021
parameter sizes, particularly those instruction-022
tuned in Japanese, achieve high accuracy in023
speaker identification.024

1 Introduction025

Narrative analysis is essential for understanding026

cultural values, psychological dynamics, and cre-027

ative processes. By examining narrative structures028

and themes, we gain insights into societal norms029

and human behavior (Piper et al., 2021). Recent030

advancements in large language models (LLMs)031

(Zhao et al., 2023a) have opened new possibilities032

in fields like narrative analysis. LLMs can stream-033

line tasks such as character emotion analysis and034

plot progression prediction.035

Among narrative analysis tasks, speaker iden-036

tification automatically attributing dialogue to the037

correct characters̶ is key. Accurate speaker iden-038

tification is crucial for understanding character in-039

teractions and dynamics within a story, as it di-040

rectly influences narrative interpretation.041
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Figure 1: Method for constructing a dataset through
collaboration between LLMs and human annotators for
speaker identification in narrative analysis.

Traditionally, speaker identification has relied 042

on machine learning models trained on datasets 043

manually created by human annotators (Elson and 044

McKeown, 2010; He et al., 2013; Muzny et al., 045

2017; Chen et al., 2019a; Vishnubhotla et al., 046

2022). However, creating high-quality datasets for 047

speaker identification is labor-intensive and costly, 048

as it requires careful consideration of consistency 049

and paraphrase variations. 050

To address these challenges, this study applies a 051

collaborative approach to dataset construction be- 052

tween LLMs and human annotators (Tan et al., 053

2024), specifically targeting the task of speaker 054

identification in narrative analysis. By integrat- 055

ing LLMs for initial annotation followed by man- 056

ual corrections, we aim to create a high-quality 057

speaker identification dataset while significantly 058

reducing the labor and costs. Our method an- 059

notates both main names and their paraphrased 060

forms, inspired by the approach used in the PDNC 061

dataset (Vishnubhotla et al., 2022), where both pri- 062

mary names and candidate paraphrases are manu- 063

ally annotated. This approach not only enhances 064

the efficiency of speaker identification but also 065

serves as a flexible framework applicable to other 066

tasks in narrative analysis. 067
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Existing speaker identification datasets have068

been limited to English and Chinese, restricting069

the generalizability of research findings to other070

languages. To overcome this limitation, our study071

introduces cross-lingual datasets developed from072

Wikisource1 and Aozora Bunko2, covering 14 di-073

verse narratives across multiple languages. This074

approach not only advances the field of narrative075

analysis but is also valuable for evaluating the abil-076

ity of LLMs to handle long contexts. Our results077

indicate that using only LLMs is possible to cre-078

ate datasets with approximately 80% accuracy in079

speaker identification, even across multiple lan-080

guages (see Appendix O).081

To further expand our dataset as a cross-lingual082

resource, we translated the Japanese version of083

“Romance of the Three Kingdoms” into English.084

This translation effort demonstrates an effective085

method for adapting datasets to multiple lan-086

guages, thereby enhancing their applicability in087

cross-lingual studies.088

2 Related Work089

2.1 Dataset Construction090

Elson and McKeown (2010) annotated speaker091

names and genders in 11 English narratives from092

the 19th century. He et al. (2013) treated separated093

lines in Pride & Prejudice as a single utterance for094

annotation. Muzny et al. (2017) expanded these095

datasets, creating the QuoteLi3 dataset, which096

includes annotations for all utterances in three097

narratives. Chen et al. (2019a) annotated utter-098

ances in the Chinese narrative World of Plainness099

(WP). Vishnubhotla et al. (2022) developed the100

Project Dialogism Novel Corpus (PDNC), anno-101

tating speakers, addressees, quote types, referring102

expressions, and mentions across 28 English nov-103

els, including main names and their variations.104

Despite these advancements, existing datasets105

are primarily limited to English or Chinese, with106

no publicly available datasets for Japanese. More-107

over, since these datasets depend on manual labor108

for annotation, they are inherently labor-intensive109

and costly to produce.110

2.2 Speaker Identification111

Feature-Based Approaches Several studies112

have employed linguistic features and manually113

crafted attributes for speaker identification (Elson114

1https://wikisource.org/wiki/Main_Page
2https://www.aozora.gr.jp/

and McKeown, 2010; He et al., 2013; Bamman 115

et al., 2014; Muzny et al., 2017). 116

Deep Learning Approaches With the advent 117

of deep learning, more advanced methods for 118

speaker identification have emerged. These 119

include approaches that fine-tune models such 120

as BERT (Bidirectional Encoder Representations 121

from Transformers; (Devlin et al., 2019)), BART 122

(Lewis et al., 2020) for speaker identification tasks 123

(Cuesta-Lazaro et al., 2022; Vishnubhotla et al., 124

2023), and prompt tuning techniques with models 125

such as GPT-3.5 (Ouyang et al., 2022) which have 126

also demonstrated high accuracy on the Chinese 127

WP dataset (Su et al., 2024). 128

These deep learning methods have improved 129

the adaptability of speaker identification systems. 130

However, they still face limitations that are related 131

to the size of the context window. Michel et al. 132

(2024) showed that while LLaMa3 (Dubey et al., 133

2024) expanded the context window and improved 134

accuracy on the PDNC, their study was limited 135

by the range of models and languages, leaving the 136

evaluation incomplete. 137

3 Methods 138

Task Definition Speaker identification in narra- 139

tive analysis involves determining which charac- 140

ter or entity is responsible for a given utterance. 141

This process requires analyzing both the utterance 142

and its context to accurately attribute it to the cor- 143

rect speaker. In our approach, the set of possible 144

speakers S is not predefined but derived from the 145

context of the input text. Given a set of utter- 146

ances U = u1, u2, . . . , um, we establish a map- 147

ping function f : U → S so that each utterance 148

ui ∈ U is correctly attributed to a speaker sj ∈ S. 149

We annotated two types of speaker names: the 150

“main name,”which is the most contextually ap- 151

propriate (e.g., Elizabeth Bennet), and the “can- 152

didates,” which are variations or paraphrases of 153

the same individual (e.g., Lizzy, Liz, Elizabeth). 154

This dynamic speaker identification is crucial for 155

capturing the fluid and complex nature of narra- 156

tive interactions, enabling more accurate analysis 157

of character relationships and narrative structure. 158

Prompt Tuning and Manual Correction To re- 159

duce the cost of creating a high-quality speaker 160

identification dataset, we first manually created 161

a small development dataset for speaker identi- 162

fication. We then applied prompt tuning using 163
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an LLM to generate speaker labels for the devel-164

opment data. Afterward, we manually corrected165

these LLM-generated speaker labels to ensure ac-166

curacy. This approach allowed us to maintain high167

data quality while significantly reducing the over-168

all cost of dataset creation. We also used a chat169

template3 specifically designed for prompt tuning170

in a conversational format, employing a few-shot171

approach to enhance the LLM’s performance (see172

Appendix P). Additionally, this dataset included173

the identification of main names and candidate174

names for each speaker, ensuring comprehensive175

coverage of character references.176

Cross-Lingual Dataset Creation We expanded177

our research to include cross-lingual datasets de-178

veloped from Wikisource and Aozora Bunko, cov-179

ering 14 diverse narratives across multiple lan-180

guages. This approach offers a flexible and scal-181

able framework for narrative analysis across var-182

ious languages and cultural contexts, enhancing183

speaker identification by capturing the complexity184

of character references.185

Robust Evaluation Metrics To ensure a robust186

evaluation of generation-based speaker identifica-187

tion systems like LLMs, we incorporated addi-188

tional metrics such as substring match ratio and189

uncased evaluations. These metrics allow for a190

more flexible and accurate assessment of speaker191

identification performance by accounting for vari-192

ations in text, thereby improving the reliability of193

the evaluation results.194

4 Dataset Construction195

The dataset construction was carried out according196

to the following steps, as shown in Figure 2.197

STEP 1: Dialogue Extraction We initially ex-198

tracted dialogues from Aozora Bunko’s “Romance199

of the Three Kingdoms” and Wikipedia sources200

by first tokenizing the data using the Llama-201

2 tokenizer and then extracting the surrounding202

1,024-token contexts for each dialogue. This203

process yielded an initial dataset of 16,423 in-204

stances. The dataset is composed of 10 books,205

with book_id=52410 serving as the development206

data, and book_id=52411 to 52420 serving as the207

evaluation data (see Appendix O).208

STEP 2: Speaker Labeling We utilized LLMs209

to identify and label the speakers in the extracted210

3https://github.com/chujiezheng/chat_templates

dialogues. Speaker identification was performed 211

on the dataset using a few-shot approach with 212

Llama-3-70B-Instruct, which showed the high- 213

est performance on the development dataset (see 214

Appendix B and M). During this phase, 1,011 in- 215

stances were removed, resulting in a final dataset 216

of 15,412 instances. The GPU was used for 200 217

hours for inference (see Appendix N). 218

STEP 3: Manual Correction Based on the 219

identified labels, we manually corrected the 220

speaker names following the annotation rules (see 221

Appendix C). During this process, we corrected 222

approximately 20% of the identified labels. 223

STEP 4: Translation We translated the dataset 224

into English using GPT-4o-mini, specifically fo- 225

cusing on dialogues from “Romance of the Three 226

Kingdoms” that were originally in Japanese (see 227

Appendix E). Additionally, we used the GPT-4o- 228

mini model for translation, including retry costs. 229

The total translation cost was $6.0 for processing 230

3,348 instances (book_id=52410, 52411), using a 231

total of 30 million tokens. 232

This approach significantly reduced the time re- 233

quired for creating the evaluation data. While an- 234

notating 1,500 instances originally took approxi- 235

mately 10 hours, we reduced this time to 5 hours 236

per 1,500 instances by focusing on correction 237

tasks based on the identified speaker names. Our 238

datasets are available at https://huggingface. 239

co/datasets/anonymized. 240

4.1 Quality Assessment of Annotations 241

To verify the quality of the annotations, 100 sam- 242

ples from the evaluation dataset were reviewed by 243

three independent annotators. They labeled the 244

speaker names as “appropriate,” “inappropriate,” 245

or “neutral,” and we calculated the agreement rates 246

for the “appropriate” labels. The results showed 247

high consistency, with two annotators achieving an 248

agreement rate of 0.97 and one annotator achiev- 249

ing an agreement rate of 0.96 (see Appendix H). 250

4.2 Creation of Cross-Lingual Datasets Using 251

Wikisource and Aozora Bunko 252

To facilitate cross-lingual analysis, we constructed 253

cross-lingual datasets using texts from Wikisource 254

and Aozora Bunko. We focused on 14 different 255

stories and applied the same methodology as used 256

in the dataset construction. Specifically, we anno- 257

tated only the main names of characters in each 258

story (see Appendix O). 259
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STEP 1

Context

Line

Context

STEP 2

Speaker
ʻ旅⼈ʼ
ʻ漁夫ʼ
ʻ劉備ʼ
…

LLM Predict

STEP 3

Speaker
ʻ漁夫ʼ
ʻ漁夫ʼ
ʻ劉備ʼ
…

Human Revise

STEP 4

Speaker
‘Fisher’
‘Fisher’
‘Liu Bei’

…

LLM Translate

…
「おーい」
誰か河でよんだ。

「ーーそこの若い者ウ。
なにを⾒ているんだい。
いくら待っていても、
そこは渡し⾈の着く所
じゃないぞ」

⼩さな漁船から漁夫が
いうのだった。
…

Subsequent Context

Line

Previous Context

"Hey there!"
Someone called 
from the river.

"—You there, 
young man. What 
are you looking at? 
No matter how 
long you wait, this 
is not where the 
ferry docks."

A fisherman from 
a small boat said.

Original Text Translated Text

Figure 2: Workflow using Llama-3-70B-Instruct and GPT-4o-mini for labeling and translation.

5 Experiment260

5.1 Prompt261

We utilized LLMs to effectively perform speaker262

identification by providing few-shot examples263

through a chat template. In the chat template,264

we assigned the LLM a system role and guided265

it through the steps necessary to solve the task in a266

conversational format (see Appendix P).267

5.2 Model268

To compare model performance using LLMs, we269

selected LLaMa-3 (Dubey et al., 2024), a stan-270

dard in LLM comparisons, along with Swallow-271

3 (Fujii, 2024), ELYZA-JP-8B (Hirakawa et al.,272

2024), and llama-3-youko-8B (Mitsuda et al.), all273

based on LLaMa-3 with additional Japanese train-274

ing. For broader model evaluation, we included275

Mistral 7B (Jiang et al., 2023) and RakutenAI-276

7B (Group et al., 2024), which, like Mistral 7B,277

are trained on Japanese data. To assess the im-278

pact of training data composition on accuracy, we279

selected CALM-3-22B (Ishigami, 2024), primar-280

ily trained on Japanese data, and Karakuri-8x7B281

(Inc., 2024), which uses the Mixture of Experts282

technique (Jiang et al., 2024) (see Appendix M).283

5.3 Evaluation Metrics284

In this study, we used the following metrics to285

evaluate the accuracy of speaker attribution.286

Exact Match Ratio This metric, commonly 287

used in prior research (Vishnubhotla et al., 2023; 288

Michel et al., 2024), measures the percentage of 289

exact matches between the speakers identified in 290

the generated text and those in the annotations. 291

Substring Match Ratio Given the variations in 292

texts generated by LLMs, this metric recognizes 293

partial matches in key elements of the speaker 294

names (see Appendix A). 295

BERTScore (Zhang* et al., 2020) This metric 296

assesses similarity based on embeddings, captur- 297

ing cases where surface expressions differ but the 298

underlying meaning remains the same. 299

Edit Distance (Levenshtein et al., 1966) Edit 300

distance measures similarity by calculating the 301

number of character insertions, deletions, and sub- 302

stitutions needed to convert one string into an- 303

other. 304

Uncased Exact Match To account for case dif- 305

ferences, the generated text is normalized for case- 306

insensitive evaluation, treating “Old Woman” and 307

“old woman” as equivalent. This metric is used 308

only for English datasets. 309

5.4 Results 310

Overall Performance Figure 3 shows the over- 311

all books and the speaker identification accu- 312

racy for each model. In Fig. 3, the trend 313
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Case line excerpt context pred true

A Hahaha.

Yang Biao, harboring his secret plan, returned to his residence. As
soon as he arrived, he went into his wife’s room and said, "So, how is
it these days? Do you often meet with Lady Guo? I hear you ladies
frequently have various gatherings." Placing his hands gently on his
wife’s shoulders, he spoke with an unusual tenderness. Yang Biao’s
wife, puzzled, teased him, "What’s gotten into you today? You’re

never this sweet to me." "What’s the matter?" "Well, it’s just that you
never act this way towards me normally." "Hahaha." "It actually

makes me feel uneasy." "Is that so?"

Yang
Biao

Yang
Biao

B Land of
Jiangdong,

Wu is known as the "Land of Jiangdong," situated along the flow of
the Great River. Narration Unknown

C ……

Diaochan, without showing any signs of agitation, immediately
responded, "Yes. If it is the will of my lord, I am ready to give my

life at any time." Wang Yun straightened his posture and said, "Then,
I have something I wish to ask of you, trusting in your sincerity."

"What is it?" "Dong Zhuo must be killed." "……" "If he is not
removed, it will be as if the Han Emperor does not exist." "……"

Diaochan Diaochan

D

The pleasures
of life

culminate
here,

In the evening, a grand banquet was held with the slaughtering of
cattle and horses for a feast. "The pleasures of life culminate here,"
said Guan Yu and Zhang Fei. "How could it end here? This is just

the beginning," replied Xuande.

Guan Yu
and

Zhang
Fei

Unknown

E

Lord Xuande,
it is the

fervent wish
of both of us.
Will you not
consider it?

"It would be best." "Lord Xuande, it is the fervent wish of both of us.
Will you not consider it?" From both sides, Guan Yu Guan Yu

Table 1: Case Study: ’Pred’ indicates the predicted speaker, ’True’ indicates the annotated speaker. Examples are
translated into English; the original text is available in Appendix 2.

in results remained consistent across both the314

dev (book_id=52410) and eval (book_id=52411–315

52420) phases, maintaining an accuracy of ap-316

proximately 90% (see Appendix B). The model317

that achieved the highest inference accuracy was318

the one that underwent continued pre-training on319

Japanese data using the base LLaMa-3 model.320

Applying instruction tuning after continued pre-321

training in Japanese appears to be effective for this322

task, suggesting that this combination was likely323

beneficial. The original LLaMa-3 model came324

next in performance.325

Furthermore, comparing326

Swallow-3-8B-Instruct with Swallow-3-8B327

shows that instruction tuning improved perfor-328

mance by about 5%.329

These findings suggest that while instruction330

tuning is effective for speaker identification, the331

performance of models trained with a sufficiently332

large parameter size approaches the upper limit for333

speaker identification accuracy.334

Accuracy by Book To evaluate each model’s335

accuracy, we analyzed the substring match336

ratio for each book_id, focusing on the337

LLaMa-3-70B-Instruct model as an example.338

The LLaMa-3-70B-Instruct model identified339

speaker names with an approximate accuracy 340

of 0.9 across different book_ids, as shown in 341

Figure 3, indicating consistent high accuracy in 342

speaker identification. 343

For book_id=52419, the character “Sima Yi 344

Zhongda” was referred to by different names, 345

such as “Sima Yi” and “Zhongda”. During an- 346

notation, a rule prioritized the given name when 347

present, leading to the frequent use of “Zhongda”. 348

Consequently, the model sometimes identified the 349

speaker as “Sima Yi,” who is the same individual. 350

This suggests that the evaluation for this book_id 351

may not fully reflect the model’s performance. 352

Relaxed Evaluation by Candidate Sets Us- 353

ing candidate sets for best matching allowed 354

for relaxed evaluation, improving accuracy. In 355

book_id=52419, “Sima Yi Zhongda” was referred 356

to by various names, including “Sima Yi” and 357

“Zhongda”. 358

According to annotation rules, “Zhongda” was 359

used when it appeared in the context, and “Sima 360

Yi” otherwise. Both names could serve as the 361

main identifier. Following PDNC (Vishnubhotla 362

et al., 2023), we prepared interchangeable can- 363

didate sets for “Zhongda,” including “Zhongda,” 364

“Sima Yi,” “Sima Yi Zhongda,” and “Sima 365
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Swallow-8B
Swallow-8B-Instruct

Swallow-70B-Instruct

Swallow-70B

Karakuri-8x7B
Mistral-7B

ELYZA-JP-8B

RakutenAI-7B-Instruct

llama-3-youko-8B
LLaMa-3-8B-Instruct

CALM-3-22B

LLaMa-3-70B-Instruct

Exact Match Ratio Substring Match Ratio

Edit Distance BERTScore (F1)

Model Name

Figure 3: Results of Overall Performance for Various Models.

Figure 4: Comparison of the main name and its alterna-
tive candidates annotated through substring matching.

Zhongda”.366

During evaluation, we matched predicted367

speaker names with the most corresponding name368

from the candidate sets. As shown in Figure 4, the369

substring match ratio using these sets was higher370

than in the initial evaluation. For book_id=52419,371

the evaluation became more consistent with the372

candidate sets. This suggests that flexibility in rep-373

resenting speaker names leads to more accurate374

evaluations.375

Cross-Lingual Performance Figure 5 shows376

the substring match ratio for speaker identifi-377

cation using the LLaMa-3-70B-Instruct model 378

on Japanese and English datasets. The model 379

achieved higher accuracy on Japanese data, likely 380

due to fewer label variations compared to English. 381

The Japanese dataset, composed mainly of sim- 382

ple folktales, exhibits fewer variations in referring 383

terms. In contrast, the English dataset includes 384

multiple synonyms for the same names, affect- 385

ing the results. For example, the Japanese term “ 386

お母さん” in “matsuyama_kagami” is translated 387

into various English terms, such as “Woman,” 388

“Mother,” and “Wife”. 389

This suggests that, as noted in Section 5.4, 390

preparing candidate sets for main names could re- 391

duce discrepancies. Additionally, to address case 392

sensitivity issues in English, we used an Uncased 393

Exact Match approach. 394

Evaluation of Models This section compares 395

different models on the same story. Fig- 396

ure 6 shows the Llama-3-70B series demon- 397

strated strong overall pereformance, with the 398

Swallow-70B model showing particularly high ac- 399

curacy, likely due to additional training on En- 400

glish data. However, when Swallow-70B is com- 401

pared with Swallow-70B-Instruct, the former 402

achieved better accuracy, suggesting that instruc- 403

tion tuning using Japanese data may have reduced 404
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Figure 5: Comparison of substring match ratios for
each story in both Japanese and English.
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Figure 6: Comparison of Uncased Substring Match Ra-
tio for story: kintaro_en.

the model’s generalization performance on En-405

glish data.406

Impact of Uncased Matching We address eval-407

uation variations due to case sensitivity in English408

by incorporating an Uncased Exact Match metric.409

Figure 6 shows how case sensitivity affects eval-410

uation by comparing uncased matching results for411

English and Japanese data, revealing that address-412

ing it improves match ratio accuracy.413

Applying the uncased match approach im-414

proved the substring match ratio for models like415

calm3-22b-chat and Llama-3-70B-Instruct.416

Additionally, Swallow-70B-Instruct closely417

matched Swallow-70B, suggesting that addressing418

case insensitivity reduces format variations, lead-419

ing to more accurate model evaluation.420

Performance on Translated Data In this sec-421

tion, we evaluate the performance of our model422

on the English version of “Romance of the Three423
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Figure 7: Substring Match Ratio Comparison Across
Models for GPT-4o-mini Translated Data.

Kingdoms”. In Figure 7, the substring match ratio 424

was approximately 70%, about 20% lower than the 425

results obtained from the Japanese data. This re- 426

duction in accuracy is likely due to the inclusion 427

of additional adjectives and other non-essential 428

words in the English translation, making it more 429

challenging to identify the core elements neces- 430

sary for accurate speaker identification. 431

5.5 Analysis 432

Table 1 presents case study examples. 433

Case Study A: Long-Turn Dialogues The 434

model generally identifies speakers accurately, 435

even when relevant information is at the edges of 436

the context. However, in case A, while the model 437

correctly attributed "Hahaha." to Yang Biao, it 438

mistakenly attributed the following line, "Is that 439

so?", to his wife, indicating that errors were more 440

likely in long-turn dialogues. 441

Case Study B: Narrator Identification We ob- 442

served that the model correctly identifies the 443

speaker as the narrator. 444

Case Study C: Silent Utterance Identification 445

We confirmed the model can identify speaker 446

names, even in implicit dialogues such as “......”. 447

Case Study D: Multiple Speaker Identification 448

We observed that the model correctly identifies the 449

speaker even when multiple speakers are involved 450

in the utterance. 451

Case Study E: Data Leak We analyzed po- 452

tential data leakage by comparing ELYZA-JP-8B 453

and LLaMa-3-70B-Instruct predictions with an 454

8-context length. While LLaMa-3-70B-Instruct 455

inferred speaker names from the context, 456
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Figure 8: Variation in Substring Match Ratio by Con-
text Length. This figure shows how the substring match
ratio changes with different context lengths.

ELYZA-JP-8B correctly predicted speakers not457

explicitly mentioned. For example, ELYZA-JP-8B458

mistakenly identified “Guan Yu” as a speaker,459

likely due to reliance on prior knowledge triggered460

by the mention of “Xuande”.461

Impact of Varying Context Lengths As illus-462

trated in Figure 8, the LLaMa-3-70B-Instruct463

model’s identification accuracy improves with in-464

creasing context length but plateaus with minimal465

differences between 512 and 1024 lengths. No-466

tably, models with smaller parameter sizes (8B or467

less) peaked at a context length of 512 (see Ap-468

pendix Q).469

This suggests that optimal context length is in-470

fluenced by the model’s parameter size, indicat-471

ing a dependency on computational capacity and472

design. Therefore, selecting an appropriate con-473

text length is crucial for maximizing performance,474

especially in resource-constrained environments475

(see Appendix O).476

Impact of Context Masking We evaluated the477

effect of masking tokens within a 1,024-token478

context window on speaker identification accu-479

racy. We tested the LLaMa-3-70B-Instruct480

model with mask ratios from 0% to 100% in 10%481

increments, replacing tokens with ‘<unk>‘.482

Figure 9 shows that accuracy declines as the483

Mask ratio increases. At 0% Mask, the model484

achieved 1.9% accuracy, which decreased as the485

Mask ratio increased.486

The LLaMa-3-70B-Instruct model’s accuracy487

decreased with higher Mask ratios but still iden-488

tified some speakers correctly. In contrast, the489

ELYZA-JP-8B model performed better at a 20%490

Mask ratio, indicating superior context retention.491

However, accuracy declined with excessive Mask-492

ing due to reduced context.493

ELYZA-JP-8B
LLaMa-3-70B-Instruct

Figure 9: Substring Ratio by Mask Ratios

At 100% Mask, the ELYZA-JP-8B model 494

achieved a 2.7% match rate, surpassing the 495

LLaMa-3-70B-Instruct model’s 1.9%. This sug- 496

gests that the ELYZA-JP-8B model retains valu- 497

able contextual information even with full Mask- 498

ing (see Appendix I). 499

6 Conclusion 500

We collaborated with LLMs to create a speaker 501

labeling dataset by annotating “Romance of the 502

Three Kingdoms” from Aozora Bunko and 14 503

other stories in Japanese and English. The dataset 504

included 15,412 entries and 1,017 annotations 505

(517 in Japanese and 500 in English). 506

Using LLMs like LLaMa-3, we achieved a sub- 507

string match ratio of approximately 90%. To han- 508

dle multiple potential speakers, we developed a 509

paraphrase dataset to improve evaluation accuracy. 510

We also used gpt-4o-mini for cross-lingual 511

translation, enhancing annotation efficiency and 512

reducing costs. This approach underscores the 513

value of diverse datasets, adaptable evaluations, 514

and LLM-assisted construction for effective, cost- 515

efficient speaker identification, aiding narrative 516

analysis and LLM development across languages. 517

7 Future Plans 518

We will advance narrative analysis by expand- 519

ing multilingual datasets with advanced transla- 520

tion techniques and enhanced annotations, includ- 521

ing Addressees and Quote Types, following the 522

PDNC approach (Vishnubhotla et al., 2022). Ad- 523

ditionally, we will develop improved speaker la- 524

beling methods and analyze complex stories with 525

extensive character lists using enriched datasets. 526

These efforts aim to enhance LLMs’ ability to han- 527

dle intricate storytelling. 528
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8 Limitations529

Supported Languages This study can be ex-530

tended to multiple languages by modifying the531

prompt methods and models used. The experi-532

ments, however, were limited to Japanese and En-533

glish, and performance evaluations in other lan-534

guages were not conducted.535

While the results indicate high speaker identi-536

fication performance in Japanese, comparing this537

with English presents certain challenges. En-538

glish’s extensive use of synonyms and alternative539

expressions increases variations, making it diffi-540

cult to draw direct comparisons between the two541

languages. These variations in English expres-542

sions might influence the results, highlighting the543

need for careful consideration when comparing544

performance across languages.545

Translation In this study, we created a dataset546

translated using GPT-4o-mini for the purpose of547

cross-lingual evaluations. However, we only per-548

formed format checks on the translations (see Ap-549

pendix E). To further enhance the quality of the550

dataset, human evaluation is deemed necessary.551

9 Assurance of Research Ethics552

We ensured adherence to research ethics by pro-553

viding comprehensive explanations to the annota-554

tors about the study. Additionally, once the an-555

notation was completed, we anonymized the col-556

lected data and paid careful attention to protecting557

personal information.558

Furthermore, we verified the licenses for the ar-559

tifacts, obtained the necessary approvals, and con-560

firmed that our usage complies with the intended561

purposes.562
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A Substring Match Ratio Evaluation918

Method919

The substring match ratio evaluates whether the920

true speaker name, as annotated, exists as a sub-921

string within the predicted speaker name. This922

evaluation metric is mathematically formalized as923

follows:924

Definitions In a given dialogue dataset, we de-925

fine the speaker names as follows:926

• Pi: Predicted speaker name927

• Ti: Annotated true speaker name928

We define the match function M as: 929

M(Pi, Ti) =


1 if there exists an integer j

such that 0 ≤ j ≤ |Pi|−|Ti|
and Pi[j : j + |Ti|] = Ti

0 otherwise

930

Calculation of Substring Match Ratio The 931

substring match ratio for the entire dataset is cal- 932

culated as the proportion of dialogues where the 933

true speaker name is a substring of the predicted 934

speaker name. Formally, it is defined as: 935

rs =
1

n

n∑
i=1

M(Pi, Ti) 936

where n ∈ N is the total number of dialogues. 937

Calculation Steps 938

1. For each dialogue i, check if the true speaker 939

name Ti is a substring of the predicted 940

speaker name Pi. 941

2. Assign M(Pi, Ti) = 1 if Ti is a substring of 942

Pi; otherwise, assign M(Pi, Ti) = 0. 943

3. Calculate the sum of all M(Pi, Ti) values and 944

divide by the total number of dialogues n. 945

Example Consider three dialogues with the fol- 946

lowing predicted and true speaker names: 947

• P1 = “John Smith”, T1 = “John” 948

• P2 = “Alice”, T2 = “Bob” 949

• P3 = “Charlie Brown”, T3 = “Charlie” 950

The substring matches are calculated as follows: 951

M(P1, T1) = 1,

M(P2, T2) = 0,

M(P3, T3) = 1

952

Thus, the substring match ratio is calculated as: 953

rs =
1

3
(1 + 0 + 1) =

2

3
≈ 0.67 954

Using the substring match ratio, we can eval- 955

uate how accurately the predicted speaker names 956

contain the true speaker names as substrings. 957

Particularly, LLMs often generate unnecessary 958

texts, such as special tokens like “[INST]” and un- 959

related tokens. 960
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B Detailed Dataset Extraction and961

Segmentation Process962

Data Extraction The data was meticulously ex-963

tracted from Aozora Bunko’s “Romance of the964

Three Kingdoms” using the Huggingface datasets4965

library. This curated dataset includes furigana and966

metadata, and was selected for its extensive char-967

acter list and the potential to extract complex rela-968

tionships.969

Development and Evaluation Sets The dataset970

was split into development and evaluation sets as971

follows:972

• Volume 02: Peach Garden Oath (Shinjitai,973

Book ID: 52410) served as the development974

set.975

• Volume 03: Among the Stars (Shinjitai, Book976

ID: 52411) to Volume 11: Wuzhang Plains977

(Shinjitai, Book ID: 52419) constituted the978

evaluation set.979

C Annotation Rules980

The following annotation rules were applied for981

label assignment:982

1. As a general principle, the smallest con-983

stituent part of a character’s name used in the984

narrative text is considered the correct label.985

(Example: For “劉備玄徳”, “玄徳” is the cor-986

rect label.)987

2. When multiple candidates exist, the given988

name is preferred if it is present in the con-989

text.990

3. If the text is not a dialogue, label it as ’Un-991

known’. (Examples: characters, narrator,992

book titles)993

4. If multiple speakers are indicated for a single994

utterance, label it as ’Unknown’. (Examples:995

Guan Yu, Zhao Yun, Liu Bei)996

5. Due to the high preparation cost, dynamic997

generation based on reading the context is998

preferred, as annotators had prior access to999

speaker information.1000

4https://huggingface.co/datasets/
globis-university/aozorabunko-clean

6. Each utterance, along with the preceding and 1001

following 1,024 tokens, is set as the context. 1002

Only the names found within this context are 1003

subject to annotation. The number of to- 1004

kens is calculated based on the Llama-2 Tok- 1005

enizer5. 1006

7. If multiple names representing a single per- 1007

son appear in the context, the most appropri- 1008

ate one is labeled as the“main name,”while 1009

other possible names are labeled as“candi- 1010

dates.” 1011

8. List candidates for each main name in a dic- 1012

tionary format. Include various expressions, 1013

such as courtesy names or official titles, in the 1014

candidates list. 1015

For each main name, the presence of candidates 1016

in the context is checked, and a set of potential 1017

names is automatically generated. 1018

D Comparison of Paraphrase Set 1019

Acquisition with Wikipedia Redirects 1020

The Romance of the Three Kingdoms is well- 1021

known, resulting in many of its characters hav- 1022

ing dedicated Wikipedia pages. Therefore, using 1023

Wikipedia Redirects 6 to acquire paraphrase ex- 1024

pressions is conceivable. However, our attempts 1025

revealed that paraphrase expressions could only be 1026

acquired for some characters. 1027

Specifically, excluding the names we extracted 1028

as Main Name from our created paraphrase sets, 1029

only 1.83% of paraphrase candidates could be ob- 1030

tained using Wikipedia Redirects. Notably, ex- 1031

pressions corresponding to “劉備” as “青年” or “ 1032

應德” as “旅人” could not be obtained. 1033

These results indicate the limitations of using 1034

Wikipedia Redirects for acquiring paraphrase ex- 1035

pressions. Hence, combining other methods and 1036

data sources is essential for comprehensive para- 1037

phrase collection. 1038

E Translation of Annotated Datasets 1039

To align the annotated datasets with their English 1040

counterparts, we utilized OpenAI’s GPT-4o-mini 1041
7model following a detailed translation process. 1042

The procedure involved several steps: 1043

5https://huggingface.co/meta-llama/
Llama-2-7b-hf

6https://en.wikipedia.org/wiki/Wikipedia:
Redirect

7https://platform.openai.com/docs/models
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Translation Procedure We employed the GPT-1044

4o-mini model to translate the annotated datasets.1045

For book_id=052410, the translation resulted1046

in 1,574 entries, while book_id=052411 pro-1047

duced 1,528 entries. In the evaluation phase1048

for book_id=052410, we skipped portions of the1049

prompts that included contextual information.1050

Prompt Design For the datasets created in Sec-1051

tion 4, we used few-shot prompts to translate dia-1052

logues, contexts, and speaker information (see Ap-1053

pendix P). These prompts were crafted to guide the1054

model in generating accurate translations by offer-1055

ing relevant examples.1056

Quality Assurance The translations were eval-1057

uated based on several criteria:1058

• Language Accuracy: We verified that the1059

text encoding of the documents was correctly1060

set to English.1061

• Dialogue Inclusion in Context: We ensured1062

that the translated dialogues were included in1063

the translated context.1064

• Speaker Name Inclusion in Context: We1065

confirmed that the translated speaker names1066

were included in the translated context.1067

If any of these criteria were not met, up to five1068

retries were allowed to correct the translation.1069

Contextual Matching For dialogues not in-1070

cluded in the translated context, we extracted a1071

list of translated dialogues and used the longest1072

common subsequence algorithm (Bergroth et al.,1073

2000), to identify and replace with the most sim-1074

ilar dialogues from the context. This step aimed1075

to retain dialogues that closely matched the origi-1076

nal context. For example, a translation of “Hello,”1077

might be adjusted to “Hello.” to better fit the con-1078

text.1079

Final Data Extraction Only entries that passed1080

all checks̶ language accuracy, dialogue inclusion1081

in context, and speaker name inclusion in context1082

̶were included in the final dataset. Entries that1083

could not be translated adequately, such as cases1084

where the model returned a phrase like “I’m sorry,1085

but I can’t assist with that,” were excluded.1086

By adhering to these procedures, we ensured1087

the accuracy and consistency of the translated1088

datasets, preserving the integrity of the original1089

annotations and facilitating effective cross-lingual1090

analysis.1091

F Expenses for Translation 1092

Format checks are crucial in the translation pro- 1093

cess, ensuring that each translation conforms to 1094

the specified format. If a translation fails the for- 1095

mat check, up to five retries are performed, po- 1096

tentially increasing the number of tokens used for 1097

input and output. The number of tokens used di- 1098

rectly impacts the expenses. In this study, we used 1099

the gpt-4o-mini model for translation, consuming 1100

30 million tokens, resulting in a total translation 1101

cost of $6.0. 1102

G Original Japanese Text of Case Study 1103

Table 2 presents the original Japanese text of the 1104

case study discussed (see Section 5.5). 1105

H Detailed Quality Assessment of 1106

Annotations 1107

In this study, all annotations were independently 1108

performed by the first author, making it impossi- 1109

ble to directly evaluate inter-annotator agreement. 1110

To verify the quality of the created annotations, we 1111

randomly selected 100 samples from the evalua- 1112

tion dataset and asked three independent annota- 1113

tors to review them. 1114

The annotators were tasked with evaluating the 1115

labeled speaker names as “appropriate,” “inappro- 1116

priate,” or “cannot judge”. We assigned weights 1117

to these evaluations: 3 points for “appropriate,” 2 1118

points for “cannot judge,” and 1 point for “inap- 1119

propriate”. The agreement was calculated based 1120

on these weighted scores using a three-point Lik- 1121

ert scale. 1122

The results showed that two annotators had an 1123

agreement rate of 0.97, and one annotator had an 1124

agreement rate of 0.96, indicating a very high level 1125

of consistency. This suggests that the dataset con- 1126

structed in this study is of high quality. 1127

Typically, Cohen’s kappa coefficient (Cohen, 1128

1960) is used to evaluate inter-annotator agree- 1129

ment. However, in this case, the agreement rates 1130

were so high that setting the original data labels 1131

to 3 when calculating the kappa coefficient could 1132

lead to undefined values. Therefore, we report 1133

only the agreement rate and its variance (see Ap- 1134

pendix J for details). 1135

Additionally, the annotation task required an av- 1136

erage of 2 hours per annotator, with a compensa- 1137

tion rate set at 1,000 yen per hour. The annotations 1138

were performed by three native Japanese graduate 1139
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Case line excerpt context pred true

A あははは

楊彪は秘策を胸にねりながら、わが邸へ帰って行った。帰るとす
ぐ、彼は妻の室へはいって、「どうだな。この頃は、郭汜の令夫
人とも、時々お目にかかるかね。……おまえたち奥さん連ばかり
で、よく色々な会があるとのことだが」と、両手を妻の肩にのせ
ながら、いつになく優しい良人になって云った。二楊彪の妻は
怪しんで、良人を揶揄した。「あなた。どうしたんですか、いっ
たい今日は」「なにが？」「だって、常には、私に対して、こんな
に機嫌をとるあなたではありませんもの」「あははは」「かえっ

て、気味が悪い」「そうかい」

楊彪 楊彪

B 江東の地 呉は、大江の流れに沿うて、「江東の地」と称われている。
不明（ナ
レーショ
ン）

Unknown

C …………

貂蝉は、さわぐ色もなく、すぐ答えた。「はい。大人のおたのみ
なら、いつでもこの生命は捧げます」王允は、座を正して、「で
は、おまえの真心を見込んで頼みたいことがあるが」「なんです
か」「董卓を殺さねばならん」「…………」「彼を除かなければ、

漢室の天子はあってもないのと同じだ」「…………」

貂蝉 貂蝉

D 人生の快、こ
こに尽くる

夜は、牛馬を宰して、聚議の大歓宴が設けられた。「人生の快、
ここに尽くる」関羽、張飛がいうと、「何でこれに尽きよう。こ

れからである」と、玄徳はいった。
関羽、
張飛 Unknown

E

玄徳様、ふた
りの熱望で
す。ご承知く
ださるまいか

たほうがよい」
「玄徳様、ふたりの熱望です。ご承知くださるまいか」
左右から

関羽 関羽

Table 2: Original Case Study in Japanese. ‘pred‘ indicates the predicted speaker label, and ‘true‘ indicates the
annotated speaker label.

Annotator ID
Metric A B C

Agreement Rate 0.97 0.97 0.96
Count (3) 97 97 96
Count (2) 3 2 3
Count (1) 0 1 1

Total 100 100 100
Weighted Average Score 2.97 2.96 2.95

Table 3: Annotation agreement and evaluation distri-
bution by annotator. The "Agreement Rate" represents
the proportion of cases where independent evaluators
marked the data as "appropriate" (3) when the author
had labeled it as 3 in the dataset. The "Count (x)" rows
indicate the number of times each annotator selected
"appropriate" (3), "neutral" (2), or "inappropriate" (1).
The "Total" row indicates that each annotator evaluated
100 cases. The "Weighted Average Score" reflects the
average score calculated by assigning weights of 3, 2,
and 1 to the respective categories.

students, selected for their advanced language pro-1140

ficiency, further contributing to the reliability and1141

accuracy of the data.1142

I Further Case Study1143

Table 4 shows that ELYZA-JP-8B had already read1144

these datasets during the training steps.1145

This finding indicates that the ELYZA-JP-8B1146

model may have leveraged learned patterns or 1147

relationships to make accurate predictions even 1148

when the context is heavily Masked. 1149

J Challenging Cases in Annotation 1150

Judgment 1151

Table 5 presents examples where annotation deci- 1152

sions were particularly challenging. 1153

Examining the final portion of the context in 1154

Table A, it is evident that the character “張飛” 1155

strongly asserts that “呂布” must be defeated. This 1156

suggests that the preceding conversation was pri- 1157

marily conducted by “玄徳” and “張飛”. There- 1158

fore, considering the immediate context, it is 1159

highly likely that the line in question was spoken 1160

by “張飛”. 1161

However, reading the previous tokens reveals 1162

that the line “何事を曹操からいってよこしたの 1163

ですか” could be attributed to both “張飛” and “関 1164

羽”. Consequently, there is a slight possibility that 1165

“関羽” could have responded to “玄徳”’s state- 1166

ment, “まあ、これを見るがいい”. 1167

Two of the independent annotators employed to 1168

assess annotation quality provided feedback sug- 1169

gesting that the possibility of “関羽” being the 1170

speaker could not be entirely ruled out. Such 1171

cases, where reaching a consensus on the speaker 1172

annotation was extremely difficult, were reported 1173

by the annotators three or four times per 100 cases. 1174
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id line excerpt
context pred true

1869
ですから、父上のお顔で、富豪を紹介して下さい。曹家は、財産
こそないが、遠くは夏侯氏の流れを汲み、漢の丞相曹参の末流で
す。この名門の名を利用して、富豪から金を出させて下さい

曹操 曹操

Table 4: Correct Identification of an Absent Name： ELYZA-JP-8B accurately predicts the name “曹操,” despite
it not being present in the context.

id line excerpt context true corr incor neu

3818
呂布を殺せと
いう密命です

な

何度も、繰返し繰返し読み直していると、後ろに立って
いた張飛、関羽のふたりが、「何事を曹操からいってよ

こしたのですか」と、訊ねた。
「まあ、これを見るがいい」
「呂布を殺せという密命ですな」

「そうじゃ」
「呂布は、兇勇のみで、もともと義も欠けている人間で
すから、曹操のさしずをよい機として、この際、殺して

しまうがよいでしょう」
「いや、彼はたのむ所がなくて、わが懐に投じてきた窮
鳥だ。それを殺すは、飼禽を縊るようなもの。玄徳こ

そ、義のない人間といわれよう」
「――が、不義の漢を生かしておけば、ろくなことはし
ませんぞ。国に及ぼす害は、誰が責めを負いますか」
「次第に、義に富む人間となるように、温情をもって導

いてゆく」
「そうやすやす、善人になれるものですか」

張飛は、あくまでも、呂布討つべしと主張したが、玄徳
は、従う色もなかった。

張飛 1 0 2

Table 5: Challenging Annotation Example. ‘true‘ indicates the predicted speaker label. ‘corr‘ indicates the number
of annotators who judged the annotated label to be correct, ‘incor‘ indicates those who judged it to be incorrect,
and ‘neu‘ indicates those who judged it to be neutral. This example illustrates a difficult case where the three inde-
pendent annotators had differing opinions, highlighting the complexity and subjectivity involved in the annotation
process.

K Token Count Variations1175

Figure 10 shows the maximum input token count1176

per book_id, confirming that the actual number of1177

input tokens in this study falls within 8,192 tokens1178

when converted using the Llama 3 Tokenizer. As1179

illustrated in Figure 10, this study employed the1180

Llama 2 Tokenizer to extract the preceding and1181

following 1,024 tokens, thereby creating context1182

tokens. Among the tokenizers used in the com-1183

parative models, the most commonly utilized base1184

tokenizer was the Llama 3 Tokenizer.1185

Furthermore, Figure 11 demonstrates the varia-1186

tion in token count per index for book_id=052415,1187

which had the highest number of input tokens.1188

Excluding a few exceptionally long dialogue ex-1189

amples, almost all token counts were distributed1190

around 2,250 tokens using the Llama 2 Tokenizer1191

and around 1,500 tokens using the Llama 3 Tok-1192

enizer.1193

Reducing the length of the input context or ran-1194

domly masking it was confirmed to significantly1195

decrease identification accuracy (see Section 5.51196

and Section 5.5). Therefore, to solve this task with 1197

high accuracy, it is necessary to process a suffi- 1198

ciently long context of at least 1,500 tokens using 1199

the Llama 3 Tokenizer. 1200

This indicates that the number of tokens han- 1201

dled is extremely large compared to the methods 1202

used for evaluating the performance of existing 1203

LLMs, such as MMLU (Hendrycks et al., 2021) 1204

and Commonsense (Zhao et al., 2023b). By ad- 1205

dressing this task, it is believed that we can mea- 1206

sure the inference performance of LLMs with re- 1207

spect to long contexts. 1208

Additionally, in this study, the dataset length 1209

was set to fit within the maximum input token 1210

count of 8,192 tokens, which is the limit for the 1211

models used in comparison. For identification 1212

tasks using similar methods, simply increasing the 1213

length of the input context or simultaneously tar- 1214

geting multiple dialogues for speaker identifica- 1215

tion could easily extend the evaluation to tasks re- 1216

quiring longer contexts, such as those involving 1217

100,000 tokens. 1218
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Figure 10: The Chat Template indicates the maximum token count when including tokens that control few-shots
and prompt format. Context shows the maximum token count when inferring speaker names and combining the
target dialogue with the preceding and following 1,024 tokens. Dialogue shows the maximum token count for the
dialogue itself.

L Content Warning for Violent1219

Expressions1220

This dataset contains stories written several1221

decades ago, during a period when violent ex-1222

pressions and provocative language, including de-1223

pictions of murder and aggressive behavior, were1224

more commonplace. Users are advised to exercise1225

caution and be mindful of the potentially disturb-1226

ing content when utilizing this dataset.1227

M Model Description1228

The selection criteria for each model aim to com-1229

prehensively evaluate performance across various1230

languages and tasks, adaptation to Japanese data,1231

and differences between architectures. This al-1232

lows for a multifaceted assessment of LLM per-1233

formance.1234

In this study, we selected 12 models for com-1235

parison, organized into six categories. Below is a1236

description of each model and the rationale for its1237

selection.1238

LLaMa-3 (Dubey et al., 2024) LLaMa-3 is an 1239

LLM that considers human preferences, demon- 1240

strating high performance in various tasks such as 1241

multilingual support, coding, and mathematics. It 1242

is also used as a base model for many other mod- 1243

els, making it suitable for comparative validation. 1244

Swallow-3 (Fujii et al., 2024) Swallow-3 is a 1245

model based on LLaMa-3 that has undergone 1246

continual pretraining and instruction tuning with 1247

Japanese data. It was selected to analyze changes 1248

in Japanese performance and potential perfor- 1249

mance degradation in English data relative to 1250

LLaMa-3. 1251

ELYZA-JP-8B (Hirakawa et al., 2024) 1252

ELYZA-JP-8B is a model based on LLaMa- 1253

3 that has undergone continual pretraining and 1254

instruction tuning with Japanese data. We selected 1255

this model to evaluate whether instruction tuning 1256

leads to differences when compared to Swallow-3. 1257

llama-3-youko-8B (Mitsuda et al.) llama-3- 1258

youko-8B is a model based on LLaMa-3 that has 1259
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Figure 11: Variation in token count per index for book_id=052415. Excluding exceptionally long dialogues, most
token counts are distributed around 2,250 tokens based on the Llama 2 Tokenizer and around 1,500 tokens based
on the Llama 3 Tokenizer.

undergone continual pretraining using a mixture1260

of Japanese and English datasets.1261

Mistral-7B (Jiang et al., 2023) Mistral-7B, like1262

LLaMa-3, is frequently used for comparisons with1263

other models and is known for its high perfor-1264

mance despite its smaller size. It was selected1265

to compare a model from a different lineage to1266

LLaMa-3.1267

RakutenAI-7B (Group et al., 2024)1268

RakutenAI-7B is a model fine-tuned with1269

Japanese data based on Mistral 7B. It was selected1270

to compare the performance of models fine-tuned1271

with Japanese data, similar to Swallow-3.1272

CALM-3-22B (Ishigami, 2024) CALM-3-22B1273

is an LLM primarily trained on proprietary1274

Japanese data. It was selected to compare the per-1275

formance of models that mainly handle Japanese1276

data with those that support multiple languages,1277

primarily focusing on English.1278

Karakuri-8x7B (Inc., 2024) Karakuri-8x7B is1279

a model that uses a Mixture of Experts (MoE) ap-1280

proach by combining multiple models for more ef-1281

fective inference, specifically Mixtral-8x7B (Jiang1282

et al., 2024), and has undergone continual pre-1283

training and fine-tuning with Japanese data. It1284

was selected to compare MoE models with other1285

LLMs.1286

N Inference and Evaluation Setup 1287

In this study, we set the random seed at 42 and per- 1288

formed 4-bit quantization for model inference. We 1289

used the Greedy Decoding Algorithm (Germann, 1290

2003) for decoding. Inference was conducted us- 1291

ing an A6000 GPU, with a total inference time of 1292

approximately 200 hours. 1293

During evaluation, unnecessary strings, such 1294

as special tokens [INST] generated by the LLM, 1295

were removed using regular expressions wherever 1296

possible. 1297

Additionally, various libraries were utilized for 1298

inference, evaluation, and visualization. For ex- 1299

ample, we employed scikit-learn8, transformers9, 1300

beautifulsoup410, tiktoken11, openai12, evaluate13, 1301

accelerate14, torch15, datasets16, and matplotlib17. 1302

O Number of Tokens and Speakers 1303

Table 6 shows the number of tokens (based on the 1304

Llama-2 and Llama-3 base models), lines, unique 1305

speakers, skip, and line_ids for each book_id. Ad- 1306

ditionally, the number of unique speakers, exclud- 1307

8https://scikit-learn.org/
9https://github.com/huggingface/transformers

10https://beautiful-soup-4.readthedocs.io/
11https://github.com/openai/tiktoken
12https://github.com/openai/openai-python
13https://github.com/huggingface/evaluate
14https://github.com/huggingface/accelerate
15https://github.com/pytorch/pytorch
16https://github.com/huggingface/datasets
17https://matplotlib.org/
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ing duplicates in the annotated speaker names, is1308

confirmed to be 856.1309

Table 7 summarizes the number of tokens, ut-1310

terances, and characters for each story.1311

In this table, “Tokens (Llama-3, JA)” and “To-1312

kens (Llama-3, EN)” indicate the number of to-1313

kens in the Japanese and English versions of each1314

story, respectively. Similarly, “Lines (JA)” and1315

“Lines (EN)” represent the number of utterances1316

in Japanese and English, respectively.1317

P Prompt Configuration1318

Predict Quoted Speech Listings 1 and 2 show1319

the prompts used for speaker identification. As1320

shown in these listings, we provide several few-1321

shot examples in a chat format. The prompt1322

consists of text extracted from the beginning of1323

book_id=052410 included in Aozora Bunko. In1324

Listings 2, few-shot examples (Chen et al., 2019b)1325

related to the story in Listing 1, along with the tar-1326

get story (Context) and are provided the utterance1327

line (Line) for speaker identification.1328

Using these prompts, we constructed a dataset1329

to evaluate the accuracy of speaker identification1330

and conducted speaker identification based on this1331

dataset.1332

Translation Similar to speaker identification,1333

we configured these prompts, including few-shot1334

examples, for translation. Additionally, we incor-1335

porated prompts that included failure cases (see1336

Table 9).1337

Q Impact of Varying Context Lengths1338

with Other Models1339

Figures 12–13 illustrate the accuracy of substring1340

matches when varying the input context length1341

across different models.1342

As shown in these figures, models with ap-1343

proximately 70B parameters exhibited improved1344

speaker identification accuracy as the context1345

length increased. Conversely, for models with 8B1346

parameters or fewer, accuracy plateaued when the1347

context length was extended from 256 to 512 to-1348

kens. Beyond this point, providing additional con-1349

text resulted in a performance decline due to the1350

introduction of noise, with the extent of the de-1351

cline varying across models.1352

These observations suggest that the effective1353

context length for input varies depending on the1354

model’s parameter size and training methodology.1355

Meta-Lllama-3-8B-Instruct

Context
1024
512
256
128
64
32
16
8

Figure 12: Variation in Substring Match Ratio by
Context Length for LLaMa-8B-Instruct. This figure
shows how the substring match ratio changes with dif-
ferent context lengths.

Context
1024
512
256
128
64
32
16
8

Figure 13: Variation in Substring Match Ratio by Con-
text Length for RakutenAI-7B-Instruct. This figure
shows how the substring match ratio changes with dif-
ferent context lengths.
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book_id tokens (Llama-2) tokens (Llama-3) lines unique speakers skip line_id
052409 1,866 1,129 0 0 2 1-2
052410 195,226 124,143 1,686 113 70 3-1,758
052411 195,589 124,772 1,662 157 108 1,759-3,528
052412 193,973 124,364 1,649 136 129 3,529-5,306
052413 201,042 129,000 1,616 123 82 5,307-7,004
052414 205,799 131,796 1,461 159 89 7,005-8,554
052415 209,759 133,797 1,532 117 88 8,555-1,0174
052416 204,514 130,989 1,598 153 83 10,175-11,855
052417 222,992 143,735 1,433 171 95 11,856-13,383
052418 249,258 159,547 1,426 186 96 13,384-14,905
052419 223,710 143,901 1,308 122 130 14,906-16,343
052420 27,050 16,968 40 26 40 16,344-16,423
Total 2,130,778 1,364,141 15,411 1,463 1,012 1-16,423

Table 6: Number of Tokens and Speakers by Dataset

Story Tokens
(Llama-3, JA)

Tokens
(Llama-3, EN)

Lines
(JA)

Lines
(EN)

Skip
(JA)

Skip
(EN)

Shita-kiri Suzume 2,838 3,256 46 22 1 2
Tawara Toda 2,035 2,823 18 11 0 1
Urashima Taro 4,036 5,272 36 69 0 3
Kachikachi Yama 3,175 2,842 58 17 1 0
Kintaro 2,816 3,920 30 52 1 6
Taketori Monogatari 5,452 6,680 27 17 0 0
Matsuyama Kagami 2,839 6,219 40 46 0 0
Adachigahara 2,479 2,083 17 23 0 0
Hanasaka Jijii 2,237 3,339 19 19 2 2
Kurage no Otsukai 2,837 3,728 58 67 0 0
Saru Kani Kassen 2,498 3,256 42 17 0 0
Momotaro 4,031 5,361 58 83 9 1
Rashomon 2,176 2,730 26 32 4 0
Kubu-tori 3,539 2,579 42 25 0 0
Total 42,988 54,088 517 500 18 15

Table 7: Summary of token and utterance counts for both Japanese and English versions of each story. Annotation
was performed on the main names of characters, following the methodology used in constructing the dataset for
the Japanese version of “Romance of the Three Kingdoms” (see Section 4).
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type prompt
Japanese

Example Story
後漢の建寧元年のころ。今から約千七百八十年ほど前のことである。一人の旅人があった。腰に、
一剣を佩いているほか、身なりはいたって見すぼらしいが、眉は秀で、唇は紅く、とりわけ聡明そ
うな眸や、豊かな頬をしていて、つねにどこかに微笑をふくみ、総じて賤しげな容子がなかった。
年の頃は二十四、五。草むらの中に、ぽつねんと坐って、膝をかかえこんでいた。悠久と水は行く
――微風は爽やかに鬢をなでる。涼秋の八月だ。そしてそこは、黄河の畔の――黄土層の低い断
り岸であった。「おーい」誰か河でよんだ。「――そこの若い者ウ。なにを見ているんだい。いく
ら待っていても、そこは渡し舟の着く所じゃないぞ」小さな漁船から漁夫がいうのだった。青年
は笑くぼを送って、「ありがとう」と、少し頭を下げた。漁船は、下流へ流れ去った。けれど青年
は、同じ所に、同じ姿をしていた。膝をかかえて坐ったまま遠心的な眼をうごかさなかった。「お
い、おい、旅の者」こんどは、後ろを通った人間が呼びかけた。近村の百姓であろう。ひとりは
鶏の足をつかんでさげ、ひとりは農具をかついでいた。「――そんな所で、今朝からなにを待って
いるんだね。このごろは、黄巾賊とかいう悪徒が立ち廻るからな。役人衆に怪しまれるぞよ」青
年は、振りかえって、「はい、どうも」おとなしい会釈をかえした。

English
Example Story

In the first year of the Jianning era of the Later Han Dynasty. This was about one thousand seven hundred
and eighty years ago. There was a traveler. Apart from wearing a sword at his waist, his appearance
was quite shabby. However, he had prominent eyebrows, red lips, especially intelligent-looking eyes,
and full cheeks that always seemed to hold a smile, overall giving him an air that was not at all lowly.
He appeared to be around twenty-four or twenty-five years old. He was sitting alone in a patch of grass,
hugging his knees. Time flows like the eternal river̶A gentle breeze brushed his sideburns. It was
August, a cool autumn month. And this was the bank of the Yellow River̶on a low clay cliff. "Hey
there!" Someone called from the river. "̶You there, young man. What are you looking at? No matter
how long you wait, this is not where the ferry docks." A fisherman from a small boat said. The young
man smiled and, "Thank you," he said with a slight nod. The fishing boat drifted downstream. But the
young man stayed in the same spot, in the same posture, his eyes still looking into the distance. "Hey,
hey, traveler." This time, someone passing by from behind called out. It seemed to be a farmer from a
nearby village. One was holding a chicken by its feet, and the other was carrying farming tools. "̶
What have you been waiting for since this morning in a place like this? Lately, there have been bandits
called the Yellow Turbans around. The officials will get suspicious of you." The young man turned and,
"Yes, thank you," he replied with a gentle nod.

Table 8: Example Stories
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Listing 1: Example Chat Template (JA)
chat = [

{"role": "user", "content": "次の物語
（# Example ）中のセリフに対して、誰が発言した
のかを推測して、話者の名前のみを答えてくださ
い。Story"},
{"role": "assistant", "content": "了解しまし
た。以下の物語とセリフに基づいて答えを提供しま
す。"},
{"role": "user", "content": f"{Example_Story
}"},
{"role": "assistant", "content": "物語を確認
しました。では、セリフごとに誰が発言したのかを
答えます。"},
{"role": "user", "content": "次の発話は誰が発
言しましたか？"},
{"role": "assistant", "content": "セリフを教
えてください。"},
{"role": "user", "content": "おーい"},
{"role": "assistant", "content": "漁夫"},
{"role": "user", "content": "――そこの若い者
ウ。なにを見ているんだい。いくら待っていても、
そこは渡し舟の着く所じゃないぞ"},
{"role": "assistant", "content": "漁夫"},
{"role": "user", "content": "ありがとう"},
{"role": "assistant", "content": "青年"},
{"role": "user", "content": "おい、おい、旅の
者"},
{"role": "assistant", "content": "百姓"},
{"role": "user", "content": "――そんな所で、
今朝からなにを待っているんだね。このごろは、黄
巩賊とかいう悪徒が立ち廻るからな。役人衆に怪し
まれるぞよ"},
{"role": "assistant", "content": "百姓"},
{"role": "user", "content": "同様にして、次の
物語（# Target ）中のセリフに対して、誰が発言
したのかを推測して、話者の名前のみを答えてくだ
さい。Story"},
{"role": "assistant", "content": "了解しまし
た。以下の物語とセリフに基づいて答えを提供しま
す。"},
{"role": "user", "content": "# Target Story
f"{Context}"},
{"role": "assistant", "content": "物語を確認
しました。では、セリフごとに誰が発言したのかを
答えます。"},
{"role": "user", "content": "次の発話は誰が発
言しましたか？"},
{"role": "assistant", "content": "セリフを教
えてください。"},
{"role": "user", "content": f"{Line}"},

]

R Use of AI Tools in Writing and Coding1356

We used AI tools to assist in the writing and cod-1357

ing processes for this project. Specifically, we em-1358

ployed ChatGPT18 to help draft and refine the text,1359

and we utilized GitHub Copilot19 for code com-1360

pletion and suggestions during the coding tasks.1361

These tools were incorporated into our workflow1362

to support the efficient completion of the project.1363

18https://openai.com/chatgpt/
19https://docs.github.com/en/copilot

Listing 2: Example Chat Template (EN)
chat = [

{"role": "user", "content": "
Please guess who is speaking each line of
dialogue in the following story (# Example
Story) and provide only the speaker's name."
},

{"role": "assistant", "content":
"Understood. I will provide answers based
on the story and dialogues below."},

{"role": "user", "content": f"{
Example_Story}"},

{"role": "assistant", "content":
"I have reviewed the story. Now, I will
identify the speaker for each line of
dialogue."},

{"role": "user", "content": "Who
said the following line?"},

{"role": "assistant", "content":
"Please provide the line of dialogue."},

{"role": "user", "content": "Hey
there!"},

{"role": "assistant", "content":
"Fisherman"},

{"role": "user", "content": "
̶You there, young man. What are you looking
at? No matter how long you wait, this is
not where the ferry docks."},

{"role": "assistant", "content":
"Fisherman"},

{"role": "user", "content": "
Thank you,"},

{"role": "assistant", "content":
"Young Man"},

{"role": "user", "content": "Hey
, hey, traveler."},

{"role": "assistant", "content":
"Farmer"},

{"role": "user", "content": "
̶What have you been waiting for since this
morning in a place like this? Lately, there
have been bandits called the Yellow Turbans
around. The officials will get suspicious of
you."},

{"role": "assistant", "content":
"Farmer"},

{"role": "user", "content": "
Similarly, guess who is speaking each line
of dialogue in the following story (# Target
Story) and provide only the speaker's name.
"},

{"role": "assistant", "content":
"Understood. I will provide answers based
on the story and dialogues below."},

{"role": "user", "content": f"#
Target Story f"{Context}"},

{"role": "assistant", "content":
"I have reviewed the story. Now, I will
identify the speaker for each line of
dialogue."},

{"role": "user", "content": "Who
said the following line?"},

{"role": "assistant", "content":
"Please provide the line of dialogue."},

{"role": "user", "content": f"{
Line}"},

]
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type prompt
Speaker Translate the following speaker’s name into English, using terms that appear in the translated context.

Provide the translation only:
Example 1: Translated context: "The farmer walked through his fields, greeting the old man sitting by
the road." Output: old man
Example 2: Translated context: "In the small village, the young woman was known for her kindness."
Output: young woman
Example 3: Translated context: "The wise elder spoke to the gathered crowd with great wisdom." Output:
wise elder

Dialogue Extract the entire line that is most similar to this dialogue: ’original_dialogue’, excluding the quotation
marks. Ensure to extract the full sentence from the start to the end.
Example 1: Original dialogue: "これからどうする？" Translated context: "They looked at each other,
wondering about the next steps. One of them asked, ’What are we going to do now?’ Another responded,
’We need to think carefully.’" Extracted line: What are we going to do now?
Example 2: Original dialogue: "何を言えばいいかわからない。" Translated context: "He scratched his
head, lost for words. He finally said, ’I have no idea what to say.’ Another person nodded in agreement,
’It’s a tough situation.’" Extracted line: I have no idea what to say.
Failure Example 1: Original dialogue: "こっちへ行こう。" Translated context: "They were considering
their options. One said, ’Let’s go this way.’ Another said, ’I think we should stay here.’" Extracted line:
I think we should stay here. # The extracted line is incorrect as it does not match the original dialogue’s
intent to move.

Context Translate the following context into English, ensuring consistency and that the provided dialogue is
included. The translation should maintain a coherent narrative flow. Provide the translation only:
Example 1: Original context: "彼は暗闇の中で独り、静かな夜の音を聞いていた。その時、彼は『お
い、誰かいるのか？』と呼びかけた。" Translated dialogue: "Hey, is anyone there?" Translated context:
"He sat alone in the darkness, listening to the quiet sounds of the night. At that moment, he called out,
’Hey, is anyone there?’"
Example 2: Original context: "彼女は辺りを見回し、そして『ここに何があるの？』と尋ねた。周
りには何もないようだった。" Translated dialogue: "What’s here?" Translated context: "She looked
around and then asked, ’What’s here?’ There seemed to be nothing around."

Table 9: Prompts for translation
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