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Abstract

Prior research in computational argumentation001
has mainly focused on scoring the quality of002
arguments, with less attention on explicating003
logical errors. In this work, we introduce four004
sets of explainable templates for common infor-005
mal logical fallacies designed to explicate a fal-006
lacy’s implicit logic. Using our templates, we007
conduct an annotation study on top of 400 falla-008
cious arguments taken from LOGIC dataset and009
achieve a high agreement score (Krippendorf’s010
α of 0.54) and reasonable coverage (0.83). Fi-011
nally, we conduct an experiment for detecting012
the structure of fallacies and discover that state-013
of-the-art language models struggle with de-014
tecting fallacy templates (0.18 accuracy). To015
facilitate research on fallacies, we make our016
dataset and guidelines publicly available.017

1 Introduction018

A fallacy is an invalid or weak argument supported019

by unsound reasoning (Hinton, 2020). The auto-020

matic detection of fallacies has important applica-021

tions, including providing constructive feedback022

to learners in writing. The assessment of argu-023

ment quality, including fallacy detection, is con-024

sidered an important topic in the fields of com-025

putational argumentation and argumentation min-026

ing (Wachsmuth et al., 2017; Ke and Ng, 2019).027

Previous work on quality assessment has focused028

on numerical scoring (Carlile et al., 2018; Ke et al.,029

2019) and fallacy type-labeling tasks (Jin et al.,030

2022; Sourati et al., 2023a), without aiming to ana-031

lyze fallacy logic structures, namely the representa-032

tion of how given arguments are weak. In the field033

of argumentation theory, a typology of invalid argu-034

ments has been long studied and compiled into an035

inventory (Walton, 1987; Bennett, 2012). The in-036

ventory typically includes semi-formal definitions037

and some examples for each type of fallacy. For038

example, Faulty Generalization is a widely recog-039

nized fallacy type, characterized by “Drawing a040

(b) Argumentation Schemes (Walton 2008)

Claim: 𝑨 should not be brought about.
𝑨 = further advanced courses

Premise: If 𝑨 is brought about,
bad consequences will occur.

Premise 𝑃′: 𝑨′ 	SUPPRESS 𝑪 , GOOD( 𝑪 )
𝑨′ = NLP class, 𝑪 = GPA
𝑨′ ⊆ 𝑨 , but 𝑨′ = 𝑨 implicitly assumed

Faulty Generalization(a) Fallacy Classification
(Jin+ 2022; Sourati+ 2023; etc.)

(b’) Argument Templates (Reisert+ 2018)

Claim: BAD( 𝑨 )
𝑨 = further advanced courses

Premise 𝑃: 𝑨 SUPPRESS 𝑪 , GOOD( 𝑪 )
𝑪 = GPA
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Scheme: Argument from Consequence

Template: Argument from Consequence-AT-S3

Template: Faulty Generalization #2

Argument: I took an NLP class, an advanced 
course in Stanford. I suggest not taking further 
advanced courses because they will hurt your GPA.

Figure 1: Overview of our proposed fallacy logic struc-
ture. We extend (b’) existing argumentative represen-
tation (Reisert et al., 2018) consisting of Claim and
Premise P by adding (c) Premise P ′, which explains
what makes the argument fallacious. The example an-
notation shows: (i) the claim “further advanced courses
are BAD” is supported by “P : further advanced courses
SUPPRESS GPA, a GOOD thing”, and (ii) P is then
further supported by “P ′: NLP class SUPPRESS GPA,
a GOOD thing”, where NLP class is implicitly gener-
alized to further advanced courses, which makes the
overall argument fallacious.

conclusion based on a small sample size, rather 041

than looking at statistics that are much more in 042

line with the typical or average situation.” (Bennett, 043

2012). The semi-formal definition is as follows: 044

“(i) Sample S is taken from population P . (ii) Sam- 045

ple S is a very small part of population P . (iii) 046

Conclusion C is drawn from sample S and applied 047

to population P ”. Although such inventory pro- 048
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vides insights into how the analysis of fallacy logic049

structure can be formulated as an NLP task, several050

important questions remain: (i) How should the051

annotation scheme for fallacy logic structure identi-052

fication be designed? (ii) Can humans consistently053

annotate fallacy logic structures? (iii) To what ex-054

tent is the automatic identification of fallacy logic055

structure a challenging task for machines?056

To address this issue, we propose fallacy logic057

structure identification, a new task for identifying058

the underlying logical structure of fallacies. For059

this task, we design an annotation scheme and con-060

duct an annotation study to examine its feasibility.061

The key idea behind our annotation scheme is to062

enrich previous work on the argumentative struc-063

ture with a fallacy structure from an inventory of064

common fallacy types.065

Consider the argument in Fig. 1, where the writer066

persuades people not to take advanced courses at067

Stanford because they claim it will hurt their GPA.068

The claim is further supported by the writer’s own,069

single experience based on their NLP class. This is070

a faulty generalization caused by the writer implic-071

itly assuming that their single experience can be072

generalized to everyone. Previous work in fallacy073

identification (Sourati et al., 2023b; Jin et al., 2022)074

would identify this argument as Faulty General-075

ization (Fig. 1 (a)), but no additional information076

such as logical structure or fallacious reasoning is077

provided. Argumentation Schemes (Walton et al.,078

2008), a well-known typology for the representa-079

tion of arguments, would categorize this argument080

as Argument from Consequence (Fig. 1 (b)), and081

Reisert et al. (2018)’s Argument Templates, an oper-082

ationalized version of Argumentation Schemes, rep-083

resent this argument with a more fine-grained, logi-084

cal representation by structured templates (Fig. 1085

(b’)). To represent the committed fallacy structure,086

our work further enriches this representation by087

adding an additional premise that indicates how the088

given argument is fallacious (Fig. 1 (c)).089

Our main contributions are as follows:090

• We conduct the first study of formulating logi-091

cal fallacy structure by creating an inventory092

of fallacy templates (§3).093

• We create the first dataset of fallacy logi-094

cal structures which consists of 400 argu-095

ments from LOGIC (Jin et al., 2022) anno-096

tated with our templates (§4). We publicly097

release both the dataset and guidelines1. Our 098

dataset achieves high inter-annotator agree- 099

ment (Krippendorf’s α of 0.54) and coverage 100

(0.83%). 101

• We show that the fallacy logic structure iden- 102

tification task poses a significant challenge 103

for state-of-the-art language models, namely 104

GPT-3.5 and GPT-4 (§5). 105

2 Related Work 106

Fallacies Annotation Study Several studies ad- 107

dress creating benchmarks for fallacy identifica- 108

tion, including (Habernal et al., 2017) for game 109

facilitation and (Ruiz-Dolz and Lawrence, 2023) 110

for validating argumentation corpora. Particularly, 111

Jin et al. (2022) focus on logical fallacies within 112

climate change discourse, emphasizing the chal- 113

lenges posed by complex scientific data. They de- 114

veloped detailed annotation guidelines to aid in 115

consistent identification of fallacies within climate 116

arguments. Similarly, Goffredo et al. (2023) ana- 117

lyzed fallacious reasoning in U.S. presidential de- 118

bates, highlighting common fallacies. They em- 119

ployed advanced computational techniques and the 120

INCEpTION platform for structured annotation, 121

ensuring reliability through cross-verification and 122

Krippendorff’s α. In addition to the current bench- 123

mark establishment, this research proposes bench- 124

mark resources aimed at capturing fallacy structure 125

rather than solely identifying fallacies. This re- 126

search fills the gap, extending previous work by 127

focusing on template annotation to capture the un- 128

derlying structure of fallacious arguments. 129

Argumentation Structure Argumentation the- 130

ory examines how arguments, including those 131

about daily exercise, are constructed and evaluated. 132

To begin with, (Stab and Gurevych, 2017) estab- 133

lishes methods for parsing argumentation structure 134

in persuasive essays by identifying and classify- 135

ing argument components and their relationships. 136

(Toulmin, 2003) provides a framework for analyz- 137

ing arguments by breaking them down into compo- 138

nents like Claim, Grounds, Warrant, and Rebuttal. 139

(Walton, 2013) focuses on specific argumentation 140

schemes, such as Argument from Analogy, which 141

compares similar situations to infer outcomes but 142

risks failure with irrelevant similarities (false anal- 143

ogy). The Argument from Consequence (Walton 144

1https://github.com/itsanonnymous/
fallacytemplate
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instantiated

#1

A

A should not be brought about 

GOOD(C)

X

SUPPRESS

SUPPORT

Fallacy of Credibility

PROMOTE
#2 #3 #4 #5

A should not be brought about A should be brought about A should be brought about 
SUPPORT SUPPORT SUPPORT

A BAD(C)

X

SUPPRESS

PROMOTE

A GOOD(C)

X

PROMOTE

PROMOTE

A BAD(C)

X

PROMOTE

PROMOTE

No template 
can be 

instantiated

#1

A

A should not be brought about 

GOOD(C)SUPPRESS

SUPPORT

False Causality

SUPPORT
#2 #3 #4 #5

A should be brought about A should not be brought about A should be brought about 
SUPPORT SUPPORT SUPPORT

A BAD(C)PROMOTE
A GOOD(C)PROMOTE

A BAD(C)SUPPRESS

A GOOD(C)RELATED TO

SUPPORT
A BAD(C)RELATED TO

SUPPORT
A GOOD(C)RELATED TO

SUPPORT
A BAD(C)RELATED TO

No template 
can be 

instantiated

A

A should be brought about 

GOOD(C)PROMOTE

SUPPORT

False Dilemma

#5

A should be brought about A should be brought about A should be brought about 
SUPPORT SUPPORT

A BAD(C)SUPPRESS
A BAD(C)PROMOTE#1 #2

SUPPORT

A GOOD(C)SUPPRESS#3 #4

¬A GOOD(C)
SUPPRESS

SUPPORT
¬A BAD(C)

PROMOTE

SUPPORT
¬A GOOD(C)

PROMOTE

SUPPORT
¬A BAD(C)

SUPPRESS

SUPPORT

No template 
can be 

instantiated

#1

A

A should not be brought about 

GOOD(C)SUPPRESS

SUPPORT

Faulty Generalization

SUPPORT
#2 #3 #4 #5

A should be brought about A should not be brought about A should be brought about 
SUPPORT SUPPORT SUPPORT

A BAD(C)PROMOTE
A GOOD(C)PROMOTE

A BAD(C)SUPPRESS

A|A’ GOOD(C|C’)SUPPRESS

SUPPORT
A|A’ BAD(C|C’)PROMOTE

SUPPORT
A|A’ GOOD(C|C’)PROMOTE

SUPPORT
A|A’ BAD(C|C’)SUPPRESS

Figure 2: Our templates for annotating fallacious argument logical structure. We extend upon existing work (Walton
et al., 2008; Reisert et al., 2018), consisting of a conclusion (i.e., A should (not) be brought about) and supporting
premise, by adding an additional supporting premise in bold which represents the committed fallacy logical structure.

et al., 2008) emphasizes potential outcomes of ac-145

tions, often involving causality and appeals to con-146

sequences. Evaluating it requires considering 1) the147

connection between action and consequence, 2) the148

quality of supporting evidence, and 3) whether op-149

posing consequences have been addressed. Build-150

ing on prior work on argument structure, particu-151

larly the Argument from Consequence scheme (a152

frequently used scheme by Walton), this research153

addresses a gap by using argument templates, in-154

spired by(Reisert et al., 2018) to capture the struc-155

ture of fallacies within this scheme. This choice156

is motivated by the scheme’s frequent use and its157

potential for revealing fallacious arguments. Build-158

ing on this potential, and inspired by (Reisert et al.,159

2018) on templates, we address a gap by using tem-160

plates to capture the structure of fallacies within the161

Argument from the Consequence scheme. Previ-162

ous work on Argument from Consequence demon-163

strates high coverage in annotation efforts, further164

supporting this approach.165

3 Fallacy Logic Structure166

3.1 Design Principles167

To develop an annotation scheme for fallacy logic168

structure, we adhere to three key criteria.169

First, we require the annotation to be able to170

explain the underlying structure of fallacy. We 171

extend the existing representation of arguments 172

(Fig. 1 (b’)) by an additional premise attached with 173

an explanation as to why it fallaciously supports 174

the original premise (Fig. 1 (c)). 175

Second, our annotation scheme must cover a ma- 176

jority of fallacy types. We focus on the fallacies 177

most commonly experimented with in the field of 178

computational argumentation, including (Alhindi 179

et al., 2023) and (Helwe et al., 2023). These studies 180

provide statistics on the types of fallacies encoun- 181

tered, guiding us to design our templates to match 182

the most frequently occurring types. We develop 20 183

new templates covering four defective induction fal- 184

lacy types–Fallacy of Credibility, False Causality, 185

False Dilemma, and Faulty Generalization. False 186

Dilemma occurs due to restrictions on the available 187

choices, preventing consideration of additional po- 188

tential options. Faulty Generalization occurs when 189

a belief is applied to a large population without a 190

sufficient and unbiased sample. False Causality 191

assumes that when two events occur together, they 192

must have a cause-and-effect relationship. Finally, 193

Fallacy of Credibility involves an appeal to ethics, 194

authority, or credibility that is not directly relevant 195

to the argument. 196

Third, our annotation scheme must utilise Reis- 197
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ert et al. (2018) template selection and slot-filling198

approach further simplifying annotation while re-199

maining computationally friendly. As inspired by200

the Argument from Consequence and employing201

Reisert et al. (2018)’s work as a base scheme, the202

template design captures both positive and negative203

consequences within the scheme. This results in204

two templates for each consequence type, along205

with a template addressing instances that cannot206

be directly covered. This approach aims to pro-207

vide rich information about fallacy structures while208

simplifying the annotation process.209

3.2 Representation of Core Arguments210

The underlying structure of arguments has been rep-211

resented previously with Walton et al. (2008)’s Ar-212

gumentation Schemes, a set of roughly 60 schemes213

which provide structure between argumentative214

components such as a conclusion (i.e., claim) and215

premise. An example of a common scheme, Argu-216

ment from Negative Consequences, is as follows2:217

• Premise (P ): If [A] is brought about, bad218

consequences will plausibly occur.219

• Conclusion: Therefore, [A] should not be220

brought about.221

Here, A is a placeholder (i.e., slot-filler) represents222

an action and P supports conclusion. For the ar-223

gument in Fig. 1, we represent Argument from224

Negative Consequence with [A]=“further advanced225

courses”.226

Towards operationalizing Walton et al. (2008)’s227

Argumentation Schemes into more fine-grained log-228

ical representations, Reisert et al. (2018) developed229

argument templates, an inventory of annotation-230

friendly templates consisting of ingredients such as231

placeholders. An example of an argument template232

built on top of Argument from Negative Conse-233

quences scheme is as follows:234

• Premise (P ): [A] SUPPRESS a GOOD [C].235

• Conclusion: [A] is BAD.236

Both A and C represent action and consequence237

placeholders, respectively. GOOD and BAD repre-238

sent the sentiment of each placeholder, and SUP-239

PRESS represents the relation between A and C,240

where SUPPRESS refers to preventing the conse-241

quence (Hashimoto et al., 2012). Revisiting the242

2For readability, we represent placeholders in brackets.

argument in Fig. 1, we can instantiate the argument 243

template with A=“further advanced courses” and 244

C=“GPA”. Such argument templates are a simple, 245

efficient way to represent underlying logic. 246

As shown for Faulty Generalization fallacies in 247

Figure 2, argument templates were handcrafted 248

to allow for both Argument from Positive Con- 249

sequence (A should be brought about) and Argu- 250

ment from Negative Consequence (A should not 251

be brought about) with a supporting P ′ (grey) con- 252

sisting of positive (e.g., A PROMOTE GOOD(C)) 253

and negative (e.g., A SUPPRESS GOOD(C)) con- 254

sequences, respectively, where PROMOTE refers 255

to the triggering of the consequence (Hashimoto 256

et al., 2012). We build on top of this for adding 257

logical structure for fallacies. 258

3.3 Our Fallacy Template Inventory 259

For representing fallacy logical structure, we ex- 260

tend Walton et al. (2008) and Reisert et al. (2018) 261

by introducing a new premise P ′ which supports 262

premise P . Consider the following representation 263

for Faulty Generalization: 264

• Premise (P ): [A] SUPPRESS a GOOD [C]. 265

• Premise (P’): [A′], a subset of A, SUPPRESS 266

a GOOD [C] 267

• Conclusion: [A] is BAD. 268

Here, on top of the argument template placeholders 269

A and C, P ′ includes a new placeholder A′, where 270

A′ is an action and A′ ⊆ A. The faulty generaliza- 271

tion is committed as a result of the argument consid- 272

ering A′ to represent A as a whole.Revisiting the ar- 273

gument in Fig. 1, we can instantiate the above with 274

A=“further advanced courses”, A′=“NLP class”, 275

and C=“GPA”. 276

Our template inventory is shown in Fig. 2, with 277

the new premise P ′ in bold. From this figure, we 278

can generalize P ′ for each fallacy type as follows: 279

• Fallacy of Credibility P’: [x] PROMOTE P 280

• False Dilemma P’: [¬A|A′] PROMOTE or 281

SUPPRESS a GOOD or BAD [C |C ′] 282

• False Causality P’: [A] RELATED TO a 283

GOOD or BAD [C] 284

• Faulty Generalization P’: [A|A′] PRO- 285

MOTE or SUPPRESS a GOOD or BAD [C |C ′] 286
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Figure 3: Examples of template and slot-fillers from FtF
for Faulty Generalization and False Dilemma fallacies.

Fig. 3 shows additional examples of template287

instantiation with placeholders for each target fal-288

lacy type, with our new premise P ′. Using this289

figure, we exemplify a complex Faulty General-290

ization argument, where two subsets A′ and C ′291

are considered. The main point is symbolized by292

A=“garage” and C=“overcharged”, as the narrative293

implies that the A is notorious for C. Hence, it is294

implicated that C is BAD and that A] PROMOTE295

C. In P ′,’ A′=“mechanic” and C ′=“overcharged296

her” are identified, where A′ ⊆ A and C ′ ⊆ C and297

A′ PROMOTE C ′. Therefore, the relation A′ PRO-298

MOTES C ′ supports the relation A PROMOTE C,299

so template #2 is selected.300

4 Flee the Flaw (FtF) Dataset301

We discuss the creation of our dataset Flee the302

Flaw (henceforth, FtF). First, we use an existing303

dataset of annotated fallacious arguments for cre-304

ating our guidelines and building our inventory of305

fallacy templates. We then conduct a full-fledged306

annotation on top of 400 arguments. 307

4.1 Data Collection 308

To build a dataset of fallacious argument template 309

instantiations, we require fallacious arguments 310

which cover our target fallacy types. Therefore, 311

we use LOGIC (Jin et al., 2022), an English fallacy 312

dataset consisting of 2,449 fallacious arguments 313

spanned across multiple fallacy types, including 314

our four target template types. We sampled 400 ar- 315

guments (100 per target fallacy type) from LOGIC, 316

equally split between its development (LOGIC- 317

DEV200) and training sets (LOGIC-TRAIN200), 318

with 200 arguments each. Missing fallacy instances 319

in the development set were supplemented from the 320

training set, ensuring no overlap by segmenting the 321

training set before distribution. 322

4.2 Annotator Background 323

We employed two expert annotators for guideline 324

development and annotation: a native English- 325

speaking postdoctoral researcher specializing in ar- 326

gument mining (who led guideline creation), and a 327

non-native English-speaking graduate student spe- 328

cializing in argumentation (IELTS score 6.5). 329

4.3 Guideline Construction 330

In order to create a set of guidelines and test anno- 331

tation feasibility, we conduct a multi-round pilot 332

study on top of LOGIC-DEV200. Aside from the 333

pilot study itself, annotators did not go through 334

any training phrase. Given that the LOGIC dataset 335

has limited fallacious arguments, our pilot study 336

consisted of 200 instances (50 per fallacy type) for 337

creating our final guidelines, where the study began 338

with an initial set of guidelines for all fallacy types. 339

For each of the four fallacy types, annotators fo- 340

cused on the 50 instances per each fallacy. For each 341

type, we split up the instances to annotate (e.g., 10 342

out of 50) using the latest updated set of guidelines, 343

where results were compared and discussed after 344

each round. Discussion consisted of findings and 345

whether annotators agree with each other’s anno- 346

tation. If there was a new finding or disagreement, 347

instances were discussed to reach a consensus and 348

guidelines were updated accordingly. The process 349

was repeated until all 200 instances in LOGIC- 350

DEV200 were annotated and the final annotation 351

guidelines were created.3 352

3The final guidelines are made publicly available: https:
//github.com/itsanonnymous/fallacytemplate
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Figure 4: The distribution of fallacy templates in our FtF between one annotator (top row) and the other (bottom
row) for all 400 instances in our train and dev set, where each fallacy type consists of 100 instances. The x-axis
refers to the selected template, and y-axis refers to the frequency.

Reducing Annotation Complexities During353

guideline construction, annotators found that multi-354

ple templates could be instantiated for a single ar-355

gument. In order to reduce annotation complexity,356

the following conditions were created: i) preser-357

vation of argument’s original, explicit intent, ii)358

paraphrase arguments into Argument from Conse-359

quences, and iii) preference of entities over events.360

As shown in Fig. 3, we demonstrate such condi-361

tions with the False Dilemma argument: “We either362

have to cut taxes or leave a huge debt for our chil-363

dren.”. Opposed to selecting the entity A=“taxes”364

which satisfies the third condition, annotators were365

encouraged to select the event A=“cut taxes” as366

it maintains the explicit intention of the argument,367

satisfying the first condition. Given that this is a368

False Dilemma fallacious argument which follows369

an either-or, the annotators satisfied the second370

condition by considering that the argument can be371

thought of in terms of argument from consequence,372

where the conclusion “cut taxes should be brought373

about” is good as it suppresses the premise “leave374

a huge debt for our children”, a bad thing.375

In addition to the above, it was discovered that376

the fallacy type provided by LOGIC could be cat-377

egorized into other, non-target fallacy types (e.g.,378

Slippery Slope instead of Faulty Generalization).379

In such instances, annotators were instructed to an-380

notate the instance considering its given type and381

encouraged to apply template #5 if the template382

instantiation could not be made.383

Fallacy Type GWET AC1 Krippendorff’s
α

False Dilemma 0.63 0.44
Faulty Generalization 0.40 0.36
False Causality 0.71 0.65
Fallacy of Credibility 0.58 0.49

Average 0.57 0.54

Table 1: Template selection Inter-Annotator Agreement.

4.4 Annotation Procedure 384

Given a fallacious argument, its fallacy type, and 385

our templates, the procedure for fallacious template 386

instantiation is as follows. First, annotators select 387

the appropriate template from the given set of 5 388

templates. Next, annotators write in the necessary 389

slot-fillers taken from the input argument. After- 390

wards, annotators provide their confidence level for 391

instances in which they are not 100% confident. Fi- 392

nally, annotators provide any necessary comments 393

to accompany the annotation. 394

4.5 Statistics and Analysis 395

Inter-Annotator Agreement (IAA) Table 1 396

shows our IAA scores for template selection. Our 397

GWET AC1 (Gwet, 2008) scores range from 0.40 398

to 0.71, indicating moderate to the substantial 399

agreement. We also calculate Krippendorff’s al- 400

pha (Hayes and Krippendorff, 2007) and achieve a 401

score of 0.54, indicating a high agreement. 402

Given that Faulty Generalization had the lowest 403

agreement, we conduct an additional analysis on 404

all disagreements for Faulty Generalization argu- 405

ments. We discover that 60% of disagreements 406
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Fallacy Type Annotator 1 Annotator 2

False Dilemma 0.90 0.91
Faulty Generalization 0.68 0.76
False Causality 0.95 0.96
Fallacy of Credibility 0.64 0.83

Average 0.80 0.83

Table 2: Coverage of fallacy templates for both annota-
tors.

were caused when one annotator labeled ’#5’ and407

the other instantiated a template, where reasons408

annotators labeled ’#5’ were due to complicated409

instances and implicitness of the argument. Lastly,410

some instances in LOGIC were found to be other411

types of fallacies, namely Slippery Slope.412

Distribution of Templates Fig. 4 shows the413

distribution of the fallacy templates for both an-414

notators. We immediately observe that certain415

templates were rarely selected by annotators for416

LOGIC, such as template #3 for False Dilemma. In417

the case of False Dilemma fallacies, the structure of418

the argument generally follows the pattern “Either419

A or C”, where A is GOOD and C is BAD, and420

A SUPPRESS C, which is categorized as template421

#2. An example is as follows: “Either you love me422

or you hate me.”, where A=“love me“ and C=“hate423

me”. Regardless of this skewed distribution, as re-424

ported, we still achieved a high IAA and coverage425

for template selection.426

Coverage Table 2 provides a comparison of427

annotation coverage between two annotators,428

namely the percentage of instances where a non-429

template #5 is annotated, on top of FtF. Overall,430

our templates achieve a high annotation coverage431

for both annotators, with coverage scores of 80%432

and 83%, respectively. We observe that fallacy433

types such as False Dilemma and False Causality434

achieve high coverage due to their straightforward435

reasoning.436

5 Experiments437

To what extent is the automatic identification of438

fallacy logic structure challenging for machines?439

We evaluate current state-of-the-art LLMs for FtF.440

5.1 Methodology441

The fallacy logic identification task comprises two442

sub-tasks: (i) template selection and (ii) slot-filling.443

As shown in Table 3, the prompt includes this444

fallacy-type information, allowing LLM to focus445

# Task
Identify the underlying structure of an argument of {fal-
lacy_type}.
Given a list of fallacy templates, your task is to choose a
template that best describes the underlying fallacy struc-
ture,
filling the template’s placeholders.
Please follow the Output Format!!!
# List of Templates
Template No.1:\n {template_1}
...
Template No.5:\nThere is either no consequence in the
argument, or the argument cannot be instantiated with one
of the templates above.
# Output Format
Template No.=[No.]\n{slot_fillers}
# Example
{examples}\n#
# Query
{}

Table 3: Generalized prompt used for our 0, 1, and 5-
shot LLM experiments. {fallacy_type} is either Fallacy
of Credibility, False Causality, Faulty Generalization, or
False Dilemma. Depending on the fallacy type, the ap-
propriate templates and slot-filler choices are provided
to the prompt, and for 1 and 5-shot settings, {exam-
ples} are provided. For spacing purposes, we replace
newlines with \n in this prompt and omit templates 2-4.
Please see the Appendix for an example of the 5-shot
prompt used when {fallacy_type}=“False Causality”.

on two key actions. In template selection, the 446

model chooses the template that best reflects the 447

fallacious structure. For slot-filling, the model fills 448

in the slots of the selected template. 449

It is commonly known that dataset creation in ar- 450

gumentation requires significant resources (human, 451

time, financial), making it difficult to acquire highly 452

reliable large-scale annotations. Therefore, we em- 453

ploy LLMs with in-context learning to model both 454

sub-tasks jointly. We experiment with three distinct 455

prompts: (i) NL1, a pure natural language prompt, 456

(ii) NL2, simplified version of NL1, and (iii) PL, 457

a semi-structured prompt with propositional logic 458

and mathematical notation. Table 3 summarizes a 459

general form of these prompts; see Table 7, 9, and 460

8 in Appendix A.3 for an example of the 5-shot 461

prompt for False Dilemma.4 462

5.2 Setup 463

Models We employed two state-of-the-art LLMs: 464

GPT-3.5-turbo (Abdullah et al., 2022) and GPT- 465

4-1106-preview (Achiam et al., 2023). We use a 466

temperature of 1.0, max tokens of 0.6, top_p of 467

4Detailed prompts used in our experiments are pub-
licly available at https://github.com/itsanonnymous/
fallacytemplate/tree/main/ftf_prompts
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1.0, and both frequency and presence penalties of468

0. Experiments were conducted using zero-shot,469

one-shot, and five-shot prompt settings. Few-shot470

examples were sampled from FtF-TRAIN, with the471

number of shots reflecting the number of examples472

provided in the prompt.473

Evaluation Metrics We use accuracy for the474

template section. For the slot-filling, we will475

target only instances where the template is cor-476

rectly identified by the model. Formally, we de-477

fine exact-match slot-filling accuracy as follows:478
|X∩Y |
|X| , where X is a set of test instances where479

the predicted template is correct, and Y is a set of480

test instances where all predicted slot fillers must481

exactly match the gold-standard slot fillers.5 In482

addition, we use partial-match slot-filling accu-483

racy, where Y is a set of test instances where all484

predicted slotfillers are required to have over 50%485

word overlap with the gold standard.486

Finally, for evaluating overall performance, we487

define a joint accuracy to be a multiplication of tem-488

plate selection accuracy and slot filling accuracy.489

To mitigate the probabilistic nature of LLMs, we490

performed each experiment five times and report491

the averaged results and the standard deviation.492

5.3 Results and Analysis493

Tables 4 and 5 demonstrate low accuracies across494

prompt variations. Regarding template selection,495

GPT-4 models generally outperform GPT3.5 mod-496

els. Conversely, in slot filling, the results show that497

the GPT-3.5 models with zero-shot prompting out-498

perform the GPT4 model across all prompt types.499

Additionally, model performance shows minimal500

variation based on prompt type, suggesting that501

prompt variation has no significant impact on per-502

formance. Overall, the low joint accuracy high-503

lights a significant limitation of GPT models in504

identifying the logical fallacy structure that best505

captures the underlying fallacious structure within506

FtF. Improving GPT models’ ability to handle slot-507

filling tasks remains a significant challenge.508

6 Conclusion and Future Work509

In this work, we conduct the first study to address510

logical fallacy structure by creating an inventory511

of fallacy templates. In total, we created 20 novel512

templates spanned across 4 fallacy types (Fallacy513

of Credibility, False Causality, False Dilemma, and514

5We lowercased all tokens for word matching.

Pr n Acc. (TS) Acc. (SF) Acc. (Joint)

NL1 0 0.28±0.02 0.45±0.04 0.12
NL1 1 0.30±0.01 0.45±0.02 0.14
NL1 5 0.37±0.01 0.34±0.03 0.13

NL2 0 0.31±0.01 0.49±0.04 0.15
NL2 1 0.36±0.01 0.41±0.03 0.15
NL2 5 0.37±0.02 0.34±0.05 0.12

PL 0 0.29±0.02 0.41±0.05 0.12
PL 1 0.31±0.02 0.40±0.02 0.13
PL 5 0.41±0.02 0.35±0.02 0.14

Table 4: GPT-4 accuracy for template selection (TS) and
exact-match accuracy for slot filling (SF). n denotes the
number of few-shot examples, and Pr denotes a prompt
type.

Pr n Acc. (TS) Acc. (SF) Acc. (Joint)

NL1 0 0.19±0.01 0.83±0.15 0.16
NL1 1 0.30±0.02 0.52±0.02 0.15
NL1 5 0.30±0.02 0.56±0.02 0.17

NL2 0 0.18±0.01 0.94±0.01 0.17
NL2 1 0.25±0.02 0.52±0.04 0.13
NL2 5 0.29±0.02 0.58±0.05 0.16

PL 0 0.19±0.01 0.87±0.05 0.16
PL 1 0.29±0.01 0.61±0.05 0.18
PL 5 0.29±0.02 0.54±0.04 0.15

Table 5: GPT-3.5 accuracy for template selection (TS)
and exact-match accuracy for slot filling (SF).

Faulty Generalization). We created and released 515

Flee the Flaw, a new, novel dataset consisting of 516

400 arguments from LOGIC (Jin et al., 2022) an- 517

notated with fallacy logic structure and publicly re- 518

lease both the corpus and guidelines.6 Our dataset 519

achieved a high inter-annotator agreement (Krip- 520

pendorf’s α of 0.54) and coverage (0.83%). We 521

experiment on top of our new dataset by conducting 522

In-Context Learning for fallacy logic structure iden- 523

tification and discover that logical fallacy structure 524

identification is a significant challenge for state- 525

of-the-art language models such as GPT-3.5 and 526

GPT-4. 527

Our immediate next step involves studying the 528

underlying patterns and reasoning errors in argu- 529

ments by analyzing the logical structure of fallacies. 530

Simultaneously, we plan to utilize our templates 531

for conducting a large-scale annotation on top of 532

lengthier, more natural arguments. Finally, we plan 533

to explore more non-consequential topics, allowing 534

for more Argumentation Schemes to be considered. 535

6https://github.com/itsanonnymous/
fallacytemplate
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Limitations536

In this research, we mainly focus on the proposed537

explainable fallacy template for only 4 fallacy types538

which are all mainly informal fallacies. We do not539

address the fallacy of logic which is the extension540

from the informal fallacy to formal fallacy. To541

keep annotation simple, our fallacy templates do542

not cover every possible combination of ingredients543

(e.g. relations such as NOT PROMOTE, NOT SUP-544

PRESS) which limits the amount of total instantia-545

tions we can acquire. Regardless, we still achieved546

a coverage score of roughly 80%. Furthermore, we547

extend on argument templates (Reisert et al., 2018)548

which were inspired by Walton (2008)’s Argument549

from Consequence scheme which is a common550

scheme for every day arguments, but may limit551

the full range of fallacy instantiations that we can552

produce.553

We limit ourselves to four types of fallacies554

which only represents a small subset of all known555

fallacies. Primarily, we target common informal556

logical fallacies as a start for fallacious template557

structure instantiation.558

Regarding our experiments, we only experiment559

with two LLMs: GPT4 and GPT3.5.560

Given the structure of False Dilemma fallacy,561

which follows an either-or structure, we obtain an562

unbalanced partition for our False Dilemma tem-563

plates. As shown in Fig. 4, both annotators mainly564

annotated with template 2.565

Ethical Considerations566

Each author of this paper ensured that all ethical567

considerations were upheld. All results are reported568

as accurately as possible. Given that we conducted569

an annotation, we adhere to constructing a high570

quality dataset as exemplified by our annotator571

agreement results.572
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Figure 5: Examples of template and slot-fillers from FtF
for Fallacy of Credibility and False Causality.

A Appendix700

A.1 Template Examples701

Shown in Fig. 5 are examples for both Fallacy of702

Credibility and False Causality arguments. For the703

Fallacy of Credibility argument, the fallacy is com-704

mitted as the “best friend” is promoting that “pizza”705

has “health benefits”, but the friend is not an expert706

in the field of nutrition. For the False Causality707

argument, the argument is stating that “eat yoghurt”708

has a correlation with people with healthy guts,709

and thus suppressing “sick”. The False Causality is710

linked, as it’s implying that “eating yoghurt” will711

definitely suppress “sick”.712

Pr n Acc. (TS) Acc. (SF) Acc.
(Joint)

NL1 0 0.28±0.02 0.45±0.04 0.12
NL1 1 0.30±0.01 0.45±0.02 0.14
NL1 5 0.37±0.01 0.34±0.03 0.13

NL2 0 0.31±0.01 0.49±0.04 0.15
NL2 1 0.36±0.01 0.41±0.03 0.15
NL2 5 0.37±0.02 0.34±0.05 0.12

PL 0 0.29±0.02 0.41±0.05 0.12
PL 1 0.31±0.02 0.40±0.02 0.13
PL 5 0.41±0.02 0.35±0.02 0.14

Table 6: Performance of Template Selection and Partial
Match for Slot Filling (GPT-4).

A.2 Partial Match Slot Filling 713

We report the average accuracy of slot-filling for 714

partial match. The results are shown in Table 6 715

(GPT-4). 716

A.3 Prompt for LLM Experiments 717

Table 7, Table 8, Table 9 provides an example of 718

the 5-shot prompt for False Dilemma used during 719

our LLM experiments. Instances used for non-zero- 720

shot settings are randomly selected from LOGIC- 721

TRAIN200. 722
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# Task
Identify the underlying structure of an argument of False Dilemma.
Given a list of fallacy templates, your task is to choose a template that best describes the underlying fallacy structure, filling the template’s
placeholders.
Please follow the Output Format!!!
# List of Templates
Template No.1:
Premise 1: An entity/action [A] promotes a good entity/action [C].
Premise 2: The absence of an entity/action [A] suppresses a good entity/action [C].
Conclusion: Therefore, both Premise 1 and Premise 2 support that [A] should be brought about.
Template No.2:
Premise 1: An entity/action [A] suppresses a bad entity/action [C]
Premise 2: The absence of an entity/action [A] promotes a bad entity/action [C].
Conclusion: Therefore, both Premise 1 and Premise 2 support that [A] should be brought about.
Template No.3:
Premise 1: An entity/action [A] suppresses a good entity/action [C]
Premise 2: The absence of an entity/action [A] promotes a good entity/action [C].
Conclusion: Therefore, both Premise 1 and Premise 2 support that [A] should not be brought about.
Template No.4:
Premise 1: An entity/action [A] promotes a bad entity/action [C].
Premise 2: The absence of an entity/action [A] suppresses a bad entity/action [C].
Conclusion: Therefore, both Premise 1 and Premise 2 support that [A] should not be brought about.
Template No.5:
There is either no consequence in the argument, or the argument cannot be instantiated with one of the templates above.
# Output Format
Template No.=[No.]
[A]=
[C]=
# Example1
If you can’t prove that Ken had an affair with the nanny, then he’s been faithful to his wife.
Template No.=1
[A]=prove that Ken had an affair with the nanny
[C]=he’s been faithful to his wife
# Example2
People either like coffee or hate it.
Template No.=2
[A]=like coffee
[C]=hate
# Example4
We cannot support immigrants because we have too many homeless and poor Americans.
Template No.=4
[A]=support immigrants
[C]=homeless and poor Americans
# Example5
The speaker insinuates that there are only two options despite this not being true.
Template No.=5
[A]=
[C]=
# Query
{}

Table 7: Natural Language (NL1): 5-shot False Dilemma prompt for LLM experiment
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# Task
Identify the underlying structure of an argument of False Dilemma.
Given a list of fallacy templates, your task is to choose a template that best describes the underlying fallacy structure, filling the template’s
placeholders.
Please follow the Output Format!!!
# List of Templates
Template No.1:
Premise 1: An entity/action [A] promotes a good entity/action [C].
Premise 2: An entity/action [¬A] suppresses a good entity/action [C].
Conclusion: Therefore, both Premise 1 and Premise 2 support that [A] should be brought about.
Template No.2:
Premise 1: An entity/action [A] suppresses a bad entity/action [C]
Premise 2: An entity/action [¬A] promotes a bad entity/action [C].
Conclusion: Therefore, both Premise 1 and Premise 2 support that [A] should be brought about.
Template No.3:
Premise 1: An entity/action [A] suppresses a good entity/action [C]
Premise 2: An entity/action [¬A] promotes a good entity/action [C].
Conclusion: Therefore, both Premise 1 and Premise 2 support that [A] should not be brought about.
Template No.4:
Premise 1: An entity/action [A] promotes a bad entity/action [C]
Premise 2: An entity/action [¬A] suppresses a bad entity/action [C].
Conclusion: Therefore, both Premise 1 and Premise 2 support that [A] should not be brought about.
Template No.5:
There is either no consequence in the argument, or the argument cannot be instantiated with one of the templates above.
# Output Format
Template No.=[No.]
[A]=
[C]=
# Example1
If you can’t prove that Ken had an affair with the nanny, then he’s been faithful to his wife.
Template No.=1
[A]=prove that Ken had an affair with the nanny
[C]=he’s been faithful to his wife
# Example2
People either like coffee or hate it.
Template No.=2
[A]=like coffee
[C]=hate
# Example4
We cannot support immigrants because we have too many homeless and poor Americans.
Template No.=4
[A]=support immigrants
[C]=homeless and poor Americans
# Example5
The speaker insinuates that there are only two options despite this not being true.
Template No.=5
[A]=
[C]=
# Query
{}

Table 8: Propositional Logic (PL): 5-shot False Dilemma prompt for LLM experiments.
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# Task Identify the underlying structure of an argument of False Dilemma.
Given a list of fallacy templates, your task is to choose a template that best describes the underlying fallacy structure, filling the template’s
placeholders.
Please follow the Output Format!!!
# List of Templates
Template No.1:
Premise 1: An entity/action [A] promotes a good entity/action [C].
Premise 2: The absence of an entity/action [A] suppresses a good entity/action [C].
Conclusion: Therefore, [A] should be brought about.
Template No.2:
Premise 1: An entity/action [A] suppresses a bad entity/action [C]
Premise 2: The absence of an entity/action [A] promotes a bad entity/action [C].
Conclusion: Therefore, [A] should be brought about.
Template No.3:
Premise 1: An entity/action [A] suppresses a good entity/action [C]
Premise 2: The absence of an entity/action [A] promotes a good entity/action [C].
Conclusion: Therefore, [A] should not be brought about.
Template No.4:
Premise 1: An entity/action [A] promotes a bad entity/action [C]
Premise 2: The absence of an entity/action [A] suppresses a bad entity/action [C].
Conclusion: Therefore, [A] should not be brought about.
Template No.5:
There is either no consequence in the argument, or the argument cannot be instantiated with one of the templates above.
# Output Format
Template No.=[No.]
[A]=
[C]=
#Example1
If you can’t prove that Ken had an affair with the nanny, then he’s been faithful to his wife.
Template No.=1
[A]=prove that Ken had an affair with the nanny
[C]=he’s been faithful to his wife
# Example2
People either like coffee or hate it.
Template No.=2
[A]=like coffee
[C]=hate
# Example4
We cannot support immigrants because we have too many homeless and poor Americans.
Template No.=4
[A]=support immigrants
[C]=homeless and poor Americans
# Example5
The speaker insinuates that there are only two options despite this not being true.
Template No.=5
[A]=
[C]=
# Query
{}

Table 9: Natural Language2 (NL2): 5-shot False Dilemma prompt for LLM experiments.
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