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Abstract

We study the power of uniform sampling for
k-MEDIAN in various metric spaces. We re-
late the query complexity for approximating k-
MEDIAN, to a key parameter of the dataset,
called the balancedness 8 € (0, 1] (with 1 be-
ing perfectly balanced). We show that any al-
gorithm must make 2(1/8) queries to the point
set in order to achieve O(1)-approximation for
k-MEDIAN. This particularly implies existing
constructions of coresets, a popular data reduc-
tion technique, cannot be query-efficient. On the
other hand, we show a simple uniform sample
of poly(ke~!3~1) points suffices for (1 + ¢)-
approximation for k-MEDIAN for various metric
spaces, which nearly matches the lower bound.
We conduct experiments to verify that in many
real datasets, the balancedness parameter is usu-
ally well bounded, and that the uniform sam-
pling performs consistently well even for the case
with moderately large balancedness, which justi-
fies that uniform sampling is indeed a viable ap-
proach for solving k-MEDIAN.

1. Introduction

We investigate the power of uniform sampling in data re-
duction for k-MEDIAN, which is a fundamental machine
learning problem that has wide applications. Given a met-
ric space (X, dist), k-MEDIAN takes an n-point dataset
X C X and an integer parameter k > 1 as inputs, and the
goal is to find a k-point center set C' C X' that minimizes
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the objective

cost(X,C) :== Z dist(z, C),

zeX

where dist(z, C') := min.cc dist(z, ¢) is the distance to
the closest center.

Data reduction is a powerful way for dealing with cluster-
ing problems, and a popular method called coreset (Har-
Peled & Mazumdar, 2004) has been extensively studied
during the last decades. Roughly, an e-coreset aims to
find a tiny but accurate proxy of the data, so that an e-
approximate center set C' can be found by running ex-
isting algorithms on top of it. Specifically, coresets for
k-MEDIAN in Euclidean R? has been studied in a series
of works (Har-Peled & Mazumdar, 2004; Har-Peled &
Kushal, 2007; Chen, 2009; Feldman & Langberg, 2011;
Feldman et al., 2020; Sohler & Woodruff, 2018; Huang
& Vishnoi, 2020; Braverman et al., 2021b; Cohen-Addad
et al., 2021b; Braverman et al., 2022), and coresets of size
poly(ke~1) were obtained, which is independent of the di-
mension d and the data size. In addition to speeding up
existing algorithms, coresets can also be used to derive al-
gorithms in sublinear modesl such as streaming (Har-Peled
& Mazumdar, 2004), distributed (Balcan et al., 2013) and
dynamic algorithms (Henzinger & Kale, 2020).

Despite the progress on the size bounds, an outstanding
issue of coresets is that known coreset constructions are
usually not query-efficient, i.e., it needs to access 2(n)
data points (even in sublinear models such as streaming).
In fact, it is not hard to see that this limitation cannot be
avoided, and in the worst case, any algorithm must make
Q(n) queries to the identity of data points in order to con-
struct a coreset (see Theorem 1.2 which we discuss later).
Technically, existing coreset constructions are often based
on non-uniform sampling which is not data-oblivious, and
this inherently requires to read the entire dataset. This also
makes it more difficult to efficiently implement in practice
due to the sophisticated sampling procedure. Hence, in or-
der to achieve a sublinear query complexity, one must con-
sider other methods than the coreset.

To this end, we consider uniform sampling as a natural al-
ternative data reduction approach for clustering. Clearly,
uniform sampling is data-oblivious and hence has a great
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potential to achieve sublinear query complexity. Moreover,
it often yields near-optimal solutions with only a few sam-
ples in practice, as was demonstrated by various experi-
ments on real datasets in recent works on coresets for vari-
ants of clustering where uniform sampling is considered
as a baseline (e.g., Marom & Feldman 2019; Jubran et al.
2020; Baker et al. 2020; Braverman et al. 2021a; Huang
et al. 2023; Lu et al. 2023), even though it is known that
uniform sampling cannot yield a coreset in the worst case.

Thus, the focus of this paper is to understand the sampling
complexity of uniform sampling for k-MEDIAN and to jus-
tify its performance in practice.

1.1. Our Results

We first give a hardness result (Theorem 1.2) that even
for k = 2 and 1D line, any algorithm, not only the uni-
form sampling, must make §2(n) queries to the identity of
points (which is the coordinate in 1D), in order to be O(1)-
approximate to k-MEDIAN. In addition, Theorem 1.2 fur-
ther states that the number of queries must depend on a
parameter 3 € (0, 1], called balancedness (Definition 1.1),
which is a property of the dataset. Intuitively, 5 measures
how balance the optimal solution is, and precisely, it re-
quires the size of the smallest cluster in an optimal solution
is at least /3 times of the average cluster size %
Definition 1.1 (Balancedness). Given a dataset X C X,
the balancedness 5 € (0,1] of X is the largest number
such that there is an optimal solution of k-MEDIAN on X

satisfying that every cluster' has at least % points.

The same notion of balancedness was considered in Mey-
erson et al. (2004) which also studied the complexity of
uniform sampling for k-MEDIAN but achieved a weaker
bound (which we will discuss later). This balanced-
ness was also enforced as a constraint to clustering prob-
lems (Bradley et al., 2000), and more generally in capac-
itated clustering (Charikar et al., 2002) and fair cluster-
ing (Chierichetti et al., 2017). A similar idea of introducing
the "balancedness" has been investigated in the context of
coresets for logistic problems (Mai et al., 2021; Munteanu
et al., 2021; 2022; Lu et al., 2023; Munteanu et al., 2023;
Woodruff & Yasuda, 2023). However, due to the substan-
tial differences between logistic regression and clustering,
their findings can not be directly applied in clustering prob-
lem.

Theorem 1.2. Any O(1)-approximate algorithm for 2-
MEDIAN with success probability at least 3/4 must query
the identify of data points in X for Q(1/5) times, where (3
is the balancedness of the dataset X, even if the queried
points have free access to the distance function.

"For a center set C' = {c; }¥_1, each ¢; defines a cluster X; C
X that consists of points whose nearest neighbor in C'is ¢;.

Intuitively, the hard instance in Theorem 1.2 has two clus-
ters, one has only one point and the other has many points
with a small diameter, and the two clusters are very far
away. Then the uniform sampling fails to pick any point
from singleton cluster with high probability, which incurs
a big error. The detailed proof can be found in Appendix E.

Theorem 1.2 suggests that the balancedness 3 of the dataset
may be a fundamental parameter that determines the neces-
sary size of uniform sampling. In our main result, stated in
Theorem 1.3, we give a nearly-matching upper bound (with
respect to 3) for k-MEDIAN in Euclidean R?, which helps
to justify this parameter is indeed fundamental. This bound
breaks the Q2(n) query complexity barrier of coresets, and
it readily yields sublinear-time algorithms for k-MEDIAN.
The theorem may also be interpreted as beyond worst case
analysis for uniform sampling, where the parameter 3 pro-
vides a refined description to the structure of the dataset.

Theorem 1.3 (Informal version of Theorem 3.1). Given a
dataset X C R with balancedness 3 € (0,1], ¢ € (0,0.5)
and integer k > 1, let S be O(ﬁk—;) uniform samples®
Sfrom X, then with probability 0.9, one can find a (1 + €)-
approximation for k-MEDIAN on X only using S.

As mentioned, the dependence of 3 in Theorem 1.3 is
nearly optimal. Furthermore, the dependence of k£ and
£~ ! is only low-degree polynomial, and it also matches the
known coreset size bounds. Another feature of our bound
is that it does not have a dependence in the Euclidean di-
mension d, thus it is very useful for dealing with high di-
mensional and/or sparse datasets.

In addition to the Euclidean case, we show a more gen-
eral version (Theorem 3.1) that relates the sampling com-
plexity to a notion of covering number (Definition 3.5)
which measures the complexity of the underlying met-
ric space (X, dist). By bounding the mentioned covering
number (see Section 3.4), we also obtain similar bounds
of poly(ke~13~1) for various other metric spaces such as
doubling metrics and shortest-path metrics of graphs with
bounded treewidth. For general finite metric spaces, we
obtain a bound of poly (ke =131 log |X]).

Compared with the notion of coreset (Har-Peled & Mazum-
dar, 2004), the uniform sample S may be interpreted as a
coreset in a weaker sense. Specifically, coresets usually
require the clustering cost be preserved for all center sets
C C X, while in Theorem 1.3 we only guarantee the cost
on some specific solutions, yet we still ensure that it suf-
fices for finding good approximation efficiently by running
algorithms on S. Another important difference is that for
coresets, the size does not need to have a dependence in
which we have, but as mentioned earlier, this size bound
of coreset cannot be realized by query-efficient algorithms,

Throughout, O(f) = O(f poly log f).
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which the uniform sampling does.

Indeed, similar idea of using uniform sampling was pre-
viously studied in the literature, but the focus was mostly
on the Euclidean case, and our bounds for doubling metrics
and graph metrics are new. Even for Euclidean spaces, only
the special case of k£ = 1 was studied, and previous bounds
either depend on d (Munteanu & Schwiegelshohn, 2018)
or have a worse =% dependence than our £~3 (Cohen-
Addad et al., 2021a; Danos, 2021) (noting that § = 1 if
k = 1). For general metrics, Meyerson et al. (2004) gave
a very similar size bound as in ours (which also depends
on $71), but it only achieves O(1) error instead of our
€. Somewhat less related, Mishra et al. (2001); Ben-David
(2007); Czumaj & Sohler (2007) gave uniform sampling
bounds for the additive error guarantee, which is incom-
parable to ours. Recently, Braverman et al. (2022) pro-
poses a coreset construction algorithm based on uniform
sampling. However, it should be noted that their overall
sampling distribution is actually non-uniform. Specifically,
they partition the dataset into multiple parts and only apply
uniform sampling in each part. As a result, their approach
is not query-efficient. In contrast, our approach focuses on
a "weaker" coreset and relies solely on uniform sampling,
thereby achieving sublinear query complexity.

Finally, even though Theorem 1.3 implies a small uniform
sample S suffices for a sublinear-time algorithm for k-
MEDIAN, to actually find the near-optimal solution on the
sample S can be tricky. A natural idea is to find the optimal
k-MEDIAN on S as the approximate solution for X, but we
show that this does not work, even when the dataset is bal-
anced. In particular, if one uses the optimal k-MEDIAN on
S as the approximate solution, then it still requires Q(n)
samples even for a balanced dataset (see Lemma F.1).

This motivates us to consider a variant of k-MEDIAN,
called (k, 8)-MEDIAN, which aims to find the optimal cen-
ter set C subject to the constraint that C' is S-balanced
(i.e., every cluster induced by C' has size at least S %;
see Definition 2.1). The balancedness constraint in (k, §)-
MEDIAN is intuitive, since if the dataset is already bal-
anced, then by definition there must be a balanced opti-
mal solution, which (k, 3)-MEDIAN can find. We show in
Theorem 3.1 (i.e., the full statement of Theorem 1.3) that
an «-approximate (k, 3)-MEDIAN on S is O(a(1 + €))-
approximate k-MEDIAN on X with constant probability.

Experiments Our experiments focus on validating the
performance of running an algorithm for k-MEDIAN (in-
stead of (k,5)-MEDIAN) on top of the uniform S, since
it is arguably the most natural approach and is likely to be
used in practice. Our experiments were conducted on vari-
ous real datasets of different types of metric spaces includ-
ing Euclidean R and shortest-path metrics. We find that

the solution returned by the k-MEDIAN algorithm is fairly
balanced, which effectively enforces the balancedness con-
straint of (k, 3)-MEDIAN. Moreover, we find that these
datasets are mostly balanced, especially when the number
of clusters k is small. Even when k is relatively large and
the balancedness becomes worse, the factor of 1/ in our
upper bound is still reasonably bounded (~100), and we
also observe that the practical performance is not signifi-
cantly worse than that of the small-k case, if at all. All
these findings, together with our Theorem 1.3, justifies the
effectiveness of uniform sampling in real datasets.

1.2. Technical Overview

Our proof of Theorem 1.3 builds on a structural lemma
(Lemma 3.7), which states that if a center set C' is “bad”,
i.e., its cost is larger than (1 + ¢) OPT, then this badness
carries on to the sample. Specifically, let C* be the optimal
center set, if a center set C satisfies cost(X,C) > (1 +
€) cost(X, C*), then we have cost (S, C') — cost(S,C*) >
%cost(X, C*) with probability 1 — exp(—O(]S]))
(the big O hides dependence in other parameters such as
k and ¢). Intuitively, conditioning on this event, one can
conclude that any “good” center found in S is also good in
X, which implies the main theorem.

The special case Kk = 1 of the structural lemma was
proved in Munteanu & Schwiegelshohn (2018), but the
analysis does not seem to generalize our case k > 2.
Specifically, to bound cost(S,C) — cost(S,C*), it suf-
fices to bound dist(z, C) — dist(xz,C*) for z € S, and
in Munteanu & Schwiegelshohn (2018) they can use tri-
angle inequality dist(z, C') — dist(x, C*) < dist(C, C*)
since |C| = |C*| = 1, and the remaining analysis is
on dist(C,C*) which does not depend on the variable
x. However, when & > 2 such a triangle inequality
no longer holds, and this forces us to use an alternative
bound dist(x, C') — dist(z, C*) < max.ec dist(c, C*) +
max.+ec+ dist(c*, C). To analyze this, we crucially use a
new observation of balancedness: if C' is a balanced center
set, then C' and C* must be “close” which depends on 1/
(see Definition 3.3 and Lemma 3.4). This implies that both
max.cc dist(c, C*) and max.«cco« dist(c*, C) are small
enough, and this bound eventually allows us to apply a con-
centration inequality to bound cost(S,C) — cost(S, C*).
Indeed, the use of balancedness is a fundamental difference
to Munteanu & Schwiegelshohn (2018).

Once the structural lemma is established, a natural next step
is to apply it with a union bound on all centers that are close
to C*. While these centers can still be infinitely many, one
can apply standard discretization techniques, such as p-nets
in R, to reduce the number of events in the union bound.
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Removing Dependence on d However, for Euclidean
R?, a naive application of the net argument only leads to
a size bound that depends on d. To remove the depen-
dence on d for the Euclidean case, we need a better union
bound. To this end, we use an alternative interpretation of
the structural lemma. In particular, we change the “vari-
able” in the lemma from the center set C' to a vector v :=
(dist(z, C) — dist(z, C*))ex € R which represents all
the relevant costs that C' induce. Then the structural lemma
is equivalently stated as: if some v € R satisfies ||v||; >

e - cost(X, C*), then |jv|g|1 > @ cost(X, C*) with
high probability, where v|s means restricting v to the uni-
form sample S. Now, we try to apply the union bound on
a discretization of the cost vectors {v}¢, instead of the

space of all center points C.

Specifically, for a fixed sample S, we need to find a dis-
cretized set U such that for every v, U contains a vector
v’ with [Jv|g|l1 = ||v|s]]1 (recalling that we do not need
to preserve ||v||1). Note that this U needs not be a subset
of {v®}¢c. In other words, a vector u € U may not cor-
respond to a center set C' C X, and they can be any real
vector in R¥. This turns out to be great freedom compared
with discretization of center sets. Indeed, for Euclidean R¢,
to preserve ||v|s||, we can map S U C* into a low dimen-
sional space of dimension d’ := O(log(|S U C*|)/&?) us-
ing a terminal version of the Johnson-Lindenstrauss trans-
form Narayanan & Nelson 2019, and discretize only in this
lower dimensional space. This removes the dependence in
d and replaces it with d’. In addition, we use a chaining
argument (Talagrand, 1996) which was also used in several
recent works about coresets (Cohen-Addad et al., 2021a;
2022a; Huang et al., 2022), to further save an 1 factor
and obtain ¢ =3 dependence in the final bound. Compared
with a closely related work Cohen-Addad et al. (2021a),
our chaining argument is applied on the entire X, while
theirs is applied on O(e~2) pieces of X separately which
results in an addition e ~! factor more than ours. Finally, we
note that it may cause randomness issues since we assumed
fixed sample .S before finding U. Luckily, we manage to fix
this by relating it with a Gaussian process.

Beyond Euclidean Spaces In fact, the above argument
is useful not only for removing the dependence on d for
Euclidean spaces, but also for obtaining bounds for other
metric spaces. We show it suffices to bound the size of U
in order to obtain a bound for uniform sampling. We for-
mulate this minimum size of U as the covering number (see
Definition 3.5), and we derive covering number bounds for
several types of metric spaces. Previously, A similar notion
of covering number as well as its use to bound the coreset
size was also considered in the coreset literature (Cohen-
Addad et al., 2022a; Huang et al., 2022). We give a more
detailed comparison in Section 3.2.

1.3. Related Work

Stemming from Har-Peled & Mazumdar (2004), the study
of size bounds for coresets has been very fruitful. For
k-MEDIAN in Euclidean R?, a series of works im-
proves the size from O(poly(k)e~?logn) all the way
to poly(ke~!) (Har-Peled & Mazumdar, 2004; Har-Peled
& Kushal, 2007; Chen, 2009; Feldman & Langberg,
2011; Feldman et al., 2020; Sohler & Woodruff, 2018;
Cohen-Addad et al., 2021a; 2022a). Recent works fo-
cus on deriving tight bounds for k and ¢~!'. The
state-of-the-art coresets for k-MEDIAN in R? achieves
a size of O(min{ke 3 k3e~2}) (Cohen-Addad et al.,
2022a; Huang et al., 2022), which nearly matches a lower
bound of Q(ke~2) (Huang & Vishnoi, 2020; Cohen-Addad
et al.,, 2022a). Beyond Euclidean spaces, coresets for
k-MEDIAN were obtained in doubling metrics (Huang
et al., 2018), shortest-path metrics of graphs with bounded
treewidth (Baker et al., 2020) and graphs that exclude a
fixed minor (Braverman et al., 2021b). In addition, coresets
for variants of clustering have also been studied, notably
capacitated clustering and the highly related fair cluster-
ing (Schmidt et al., 2019; Huang et al., 2019; Bandyapad-
hyay et al., 2021; Braverman et al., 2022), and robust clus-
tering (Feldman & Schulman, 2012; Huang et al., 2023).

2. Preliminaries

We define (k, §)-MEDIAN problem in Definition 2.2 which
depends on the notion of balanced center sets (Defini-
tion 2.1). The notion of weak coreset (Definition 2.3) cap-
tures the main guarantee of Theorem 3.1.

Definition 2.1 (Balanced Center Set). Given a dataset X C
X, an integer k > 1 and 8 € (0,1), we say a center set
C C X is f-balanced if for every cluster X; (i € [k])
induced by C contains at least 5|.X|/k points. Let C5(X)
denote the collection of all 5-balanced center sets on X.

Recall that if the balancedness of X is (3, there exists an op-
timal solution of k-MEDIAN on X that is S-balanced. Then
we naturally define the following (k, 3)-MEDIAN problem
that aims to find optimal solutions within Cg(X).

Definition 2.2 ((k, 3)-MEDIAN). Given a dataset X C X,
an integer k¥ > 1 and § € (0, 1], the goal of the (k, 3)-
MEDIAN problem is to find a k-point set C' € Cg(X) that
minimizes cost(X,C). Let OPTg(X) := cost(X,C*)
where C* is an optimal solution for (k, 5)-MEDIAN on X.

Again, if the balancedness of X is 3, solving (k,f)-
MEDIAN also solves k-MEDIAN and OPT 3(X) equals the
optimal k-MEDIAN cost on X. A similar notion of (k, §)-
MEDIAN also appears in the literature, e.g., Bradley et al.
(2000); Malinen & Frinti (2014); Costa et al. (2017); Lin
et al. (2019); Ding (2020). The main difference is that
they allow points being assigned to a non-closest center for
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achieving a balanced dataset partition, and hence, consider
all possible k points sets instead of Cg(X).

Definition 2.3 (Weak Coreset for (k, 5)-MEDIAN). Given
a dataset X C X, an integer £ > 1 and 5, € (0,1],
an e-weak coreset for (k, 5)-MEDIAN on X is a subset
S C X such that for every k-point set C' € Cg/2(S)
with ) g dist(z,C) < (1+¢) OPTg/2(S5), it holds that
> zex dist(z,C) < (14 O(g)) OPTs(X).

Intuitively, the above definition requires that any near-
optimal solution for (k, 5/2)-MEDIAN on a weak coreset S
is a near-optimal solution for (k, 5)-MEDIAN on X. Con-
sequently, solving (k, 3/2)-MEDIAN on S leads to a near-
optimal solution for k-MEDIAN on X if the balancedness
of X is 8. The points are unweighted in our weak coreset,
as opposed to the weighted points considered in (strong)
coresets (Har-Peled & Mazumdar, 2004). This is natural
since we consider uniform sampling.

Note that an optimal solution C* for (k, 3)-MEDIAN on
X may not be S-balanced on S due to the small size of .S,
and hence, we consider a relaxed balancedness /2 instead
of 8 for S such that the considered collection C/5(.5) is
likely to include C*.

It is noteworthy that existing literature usually defines a
weak coreset as one that preserves the cost for all near-
optimal solutions, and thus allows any algorithms to run on
it. In contrast, the weak coreset we define in Definition 2.3
requires a (k, 3/2)-MEDIAN algorithm. Nonetheless, as
stated in Section 1.1, this relaxation is necessary, provided
that only uniform sampling is used and we have excluded
the possibility of a set of o(n) uniform samples even pre-
serving the cost for the optimal solution. (see Lemma F.1).

3. Uniform Sampling Yields Weak Coreset

Theorem 3.1 (Main Theorem). Let (X, dist) be a metric
space and X C X be a dataset. Given an integer k > 1
and real numbers § € (0,1],e € (0,0.5), let integer m
satisfy that

loge™

&2 Z /271 log N27* (m (1)

where N§(m) is the covering number defined in Defini-
tion 3.5. Then, a set S of m uniform samples from X is an
e-weak coreset for (k, 3)-MEDIAN on X with probability
at least 0.9.

m >0

The factor 1 °8° ' 2-ilog N2 ' (m) plays a similar
role as the entropy integral (or Dudley integral) that are
commonly used in the chaining argument (see e.g., Corol-
lary 5.25 of van Handel 2016). A more concise sufficient

condition for (1) is

sz( log N (m )) @)

Be?
which is derived directly by the monotonicity of the cover-
ing number, i.e., N3 '(m) < N%(m) for all i < loge™!.
However, we still need to use (1) in order to obtain bet-
ter sample complexity, especially for Euclidean spaces. We
give bounds for this term for various metrics in Section 3.4.

Proof Overview To utilize the balancedness, we consider
candidate center sets C' (X)) (Definition 3.3) as a collection
of center sets C' that are “close” to C*. We show that any
near-optimal center set for (k, 3/2)-Median on S is likely
to be a candidate (Lemma 3.4). Then it suffices to show
that all center sets C' € C'(X) with cost(X,C) > (1 +
O(g)) OPTs(X), denoted as C"**(X), are likely to have a
large cost on S, i.e., cost(S,C) > (1 +¢) OPTg/5(S). In
other words, we need a uniform convergence guarantee on
€4 (X). To this end, we need to bound the “complexity”
of Cbad(X ), by considering the notion of covering, which
may be viewed as a set of representatives, and the cover-
ing number which measures the complexity of the covering
(Definition 3.5). In the last steps of the proof (Section 3.3),
we reduce the above requirement for C**4(X) to a Gaus-
sian process and applies a chaining argument based on the
covering.

3.1. Good Event and Candidate Center Sets

We first introduce some useful notations. Let A > 1000 be
a constant throughout this section. For a center set C C X
and © € X, denote by C(x) = argmin.c¢ dist(c, x) the
closest center in C' to x (breaking ties arbitrarily). Let C*
denote an optimal center set of X for (k, 5)-MEDIAN. For
a subset A C X, and real numbers n € (0,1),a > 0,
denote by F\™(A) {C € X% : cost(4,C) <
(1 4+ a)OPT,,(A)} the collection of all k-points whose
cost is at most (1 + a) OPT,(A) and let 7(a)( A) =
Xk \ F(A). By definition, Cs := C/2(S) N F 5, ()
is the collection of all (1 + &)-approximate k-point set for
(k, 8/2)-MEDIAN on S, and thus we know that S is an e-
coreset weak coreset for (k, 3)-MEDIAN on X if and only
if

Cs 7Y (x) = 0. 3)

Let P* = {X7,..., X/} be the partition of X induced by
C™*. We denote by &g the event that

ico*t(S C*) <A lOPT (X)

m (O ~— " n b

S0 X7 x| @

A Vie k], 5] (H[)\X|
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where the first condition requires that the average k-
MEDIAN cost of S to C* is not too large compared to that
of X, and the second condition requires that the ratio of
sampled points in every cluster X/ is close to the underly-
ing one. The following lemma claims that £g happens with
high probability, and hence, we can condition on &g in the
analysis. The proof can be found in Appendix A.1.

Lemma 3.2. &g happens with probability at least 0.99.

Definition 3.3 (Candidate Center Sets). We say a k-point
set C' C X is a candidate center set if we have

= Z dist(C*(x

weX

)<fOPT5( ), )

and for every x € X,

\dist (2, C) — dist(z, C’*)|<6;\—kOPT[;( ). (6)
Let C'(X) := {C C X : |C| = k,C satisfies (5),(6)}

denote the collection of all candidate center sets on X.

Intuitively, a candidate center set C' is “close” to C*. (5)
means that the average distance from every C*(z) to C
is not too large, and (6) states that all distance differences
| dist(z, C') — dist(x, C*)| are small. We note that the def-
inition of candidate center sets is independent of S, which
is useful for the probability analysis on S

The following lemma states that all (1 + ¢)-approximate
center sets for (k, 3/2)-MEDIAN on S are candidate cen-
ter sets conditioning on £g. Recall that we want to
prove (3), hence by Lemma 3.4, it remains to prove

CsN (C’( )n fﬁ 6))( )) = (), which is easier to han-
dle due to good properties of C'(X).

Lemma 3.4. Cs C C'(X) holds conditioning on &g.

3.2. Covering and Covering Number

The notion of covering and covering number, defined in
Definition 3.5, plays a crucial role in our analysis. We start
with giving the definition, and then discuss how the several
relevant parameters are chosen for our application.

Definition 3.5 (Covering and Covering Number). Given
a dataset X C X and a subset S C X, a set of vectors
vV c RX , an error function err : X X V — R and real
numbers o,y > 0, we say U C R is a y-bounded a-
covering of V' w.r.t. (S, err) if the following holds:

1. (Bounded Covering Error) for every v € V, there ex-
ists a vector u € U such that
Vr e S,

[vp — ug| < a-err(z,v)

2. (Bounded L., Norm) for every u € U, ||[ul|co < 7.

Define N®7(S, V, err) to be the minimum cardinality |U|
of any y-bounded a-covering U of V w.r.t. (S, err). More-
over, let S C 2X be a collection of subsets and define the
~-bounded a-covering number of V w.r.t. (S, err) to be

N7 = N
X(S, Vierr) := max N*7(S, V, err)

Explanation of Definition 3.5 The idea of e-covering
has also been used in the coreset literature, e.g., Cohen-
Addad et al. (2022a;b); Huang et al. (2022). Intuitively, the
covering may be viewed as a discretization/representative
of V, and the covering number measures its complexity.
The parameter « together with the error function err con-
trols the granularity of the discretization of V, and the
covering number N7 (S, V, err) increases as « becomes
larger. The relative errors err(z, v) should often be tailored
to the application (e.g., Cohen-Addad et al. 2022a;b; Huang
et al. 2022) and we need to use a specific definition of it.
Compared with a standard definition of covering, we addi-
tionally require ||u|| for all uw € U bounded (by parameter
7). This requirement is useful for bounding the variance of
a Gaussian process in our analysis, which plays a similar
role as excluding huge subsets as in the definition of cover-
ing in Huang et al. (2022) (their Definition 3.2). A natural
choice of S is the collection of all S C X with a fixed car-
dinality but in our case we need additional constraints on &
to bound the overall covering errors.

Specifying V', v, err and S For a center set C C X,
define v© € R to be a cost vector such that

vee X, of =dist(z,C) — dist(z, C*),
and this is motivated by (6) which considers the difference
of the distances. Since our proof is focusing on C'(X), we

consider the following V' on candidate center sets:

V=% Cceld X))

As (6) implies [[v9 ]| o0 < 65);{“ OPT3(X), we select
12Xk
= “Bn OPT3(X).

Now we define function err :
z € Xandov® eV,

X xV — R. For every

err(z, v)
= ¢ 4 2dist(z, C*) + S OPTj3(X)
n
= dist(z, C) 4 dist(z,C*) + 1 OPTs(X).
n

The term 1 OPTg(X) is consistent with the selection of
. The term dist(z, C) + dist(z, C*) is mainly designed



The Power of Uniform Sampling for 4£-Median

for obtaining a dimension-independent covering number in
Euclidean spaces; see Lemma D.2 for details.

Finally, we specify S with an additional restriction £g.
Sim)={SC X :|S] <m,&s}.
We shorten the notation of the covering number by

Nk (m) := N5 (S(m), V, err),

and call it the a-covering number. We have the following
lemma showing that g leads to a bound of the total cover-
ing error, which is helpful for bounding the variance of our
Gaussian process. The proof can be found in Appendix B.

Lemma 3.6 (5 Implies Bounded Covering Error). For S
such that &g happens, we have for every C' € C'(X),

Zerr(x,vc) <

15 m

(X).

3.3. Proof of Main Theorem: Theorem 3.1

Omitted proofs can be found in Appendix C. Conditioning
on &g, for every C € Cg, it holds that

Z dist(z,C) < (14¢) Z dist(z, C*)

zeS zeS

<) dist(x,C*) + )@Tm OPTs(X),
zeS

)

where the second inequality is due to (4). Let

ch(x) == c'(x)nFy

(X)

denote the collection of all candidate solutions C' which
are bad on X, i.e., cost(X,C) > (1 + 10A\%¢) OPTs(X).
To show S is an e-weak coreset, let ¢ denotes the event
that for every C € C"*(X), (7) is far from being sat-
isfied, that is, > g dist(z,C) > > _gdist(z,C*) +
’\2% OPT3(X). Then it suffices to bound the following
probability

Pr(Cs nFs 7 (X) # 0]
= Prics 75 7 (X) # 04 ]
+ Pr(Cs iFS ™Y (X) £ 07 s)
< PrlCs NFG " I(X) # 0 A 05] + Prlos].

For the first term, we have

—(101%¢)

[c NF s (X) # 0N ¢s]
= Pr(Cs AFS D (X) £ 0 A bs | €] Prles]
+Pr(Cs PG (X) £ 0 6 | 5] Prlgs)

PrCs 0757 (X) # 01 05 | €5] + Prlgs)

By the discussion above, conditioning on g, it holds that
Cs C C'(X). SoCg ﬂ]-"(w)‘ 9(X) # 0 is equivalent to
CsNC”(X) # O, which implies that there exists C' €
cbad (X)) such that (7) holds. We know this contradicts ¢g.
Therefore, we have

[Csﬂ]‘-(w)\ c ( )#@/\(bs | fs] =0,
and thus
Prics nZ5 " (X) £ 0 A gs] < Prl=¢s] < 0.01,

where the second inequality follows from Lemma 3.2.

It remains to bound Prg[—¢s] < 0.09. Recall that
for any C' € C"(X), = D ex(dist(z, C) —
dist(z,C*)) > 10A\2c OPT3(X). Pr[—¢s] can be re-
garded as a uniformly convergence guarantee for all v¢
V and, let pu := £ OPTg(X), it is equivalent to bound

inf Zv <)\2

Cecbad(X) ies

< 0.09 ®)

To bound (8), our plan is to set up a Gaussian process and
apply the chaining argument. The following lemma pro-
vides a convergence guarantee for a single C.

Lemma 3.7. For any C' € C**Y(X), the following holds:
Prs [S,e5 08 < 5A2] < 2exp (=6 (e28m/k)).

By Lemma 3.7, it remains to bound the “complexity” of
C"*(X). To this end, we reduce to a Gaussian process
where we only need to consider the complexity of cover-
ings with respect to the sample set S. This idea is formal-
ized in the following lemma.

Lemma 3.8 (Reduction to Gaussian Process). (8) holds if
the following holds:

Es [Eg | sup giug,[| [&s| <A (9
Here, g1,...,9m are the independent standard Gaussian

random variables, U, is an e-covering of V w.r.t. a random
set S = {s1,...,8,} C X, and u® € U, denotes the -
covering of v° for C' € C**(X),
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Now it suffices to prove (9). The main idea is to apply a

chaining argument. For every C' € C*4(X), let v&" €

Us,-n denote the 2~ "-covering of v, then we can rewrite
-1

u as a telescoping sum u® = fif (VO — Ol

Hence, it suffices to prove the following lemma which im-

plies (9), and this completes the proof of Theorem 3.1.

Lemma 3.9 (Bounding Error in the Chaining Argument).
Conditioning on &g, the following holds:
] <x

Zgl C’ h ,USCi’,h—l)

i=1
The proof of Lemma 3.9 heavily relies on our definition
of covering. In particular, it allows us to bound the dif-
ference [v$" — v P71 either by 2742 . err(z,v®), or
by an absolute value 2. This eventually guarantees that
each Gaussian variable Y~ | g;(vS"" — v =) has a well
bounded variance.

loge ™!

Z Egi

h=1

sup
Ccech2d(X) lt

3.4. Weak Coresets in Various Metric Spaces

We apply Theorem 3.1 to various metric spaces and obtain
the following theorem, by analyzing their covering number.
The details can be found in Appendix D.

Theorem 3.10. For a metric space M = (X,dist) and
a dataset X C X, an integer k > 1 and real numbers
B,e € (0,1), let S be a set of uniform samples with size

* 0 (553 ’ 10g2
e O <ﬁ€2 ddim - log %) if M has doubling dimension
ddim;

co(
co(

% - log? %) if M is Euclidean R?;

log |X] - log é) if M is a finite metric;

if M is the shortest-path metric
of a graph with treewidth tw.

tw - log %)

Then S is an e-weak coreset for (k, 3)-MEDIAN on X with
probability 0.9.

4. Experiments

Experiment Setup Our experiments are conducted on
3 real datasets: Twitter, Census1990 and NY. For Twit-
ter (Chan et al., 2018) and Census1990 (Meek et al., 1990),
we select numerical features and normalize them into Eu-
clidean vectors in R%, with n = 21040936 data points and
d = 2 for Twitter, and n = 2458285,d = 68 for Cen-
sus1990. The NY dataset is a weighted graph with |V| =
2276360 vertices and |E| = 2974516 edges, represent-
ing the largest connected component of the road network
of New York State, extracted from OpenStreetMap (Open-
StreetMap contributors, 2017). All experiments are con-
ducted on a PC with Intel Core i7 CPU and 16 GB memory,
and algorithms are implemented in C++ 11.

Error Measure To measure the error of a center set C'
(which is a solution to k-MEDIAN), ideally one should
compare cost(X,C) with OPT. However, since the ex-
act value of OPT is NP-hard to find, we turn to compare
it with an approximate solution C'*P* instead. Hence, our
measure of error for a center set C' is defined as the fol-
lowing € which is a signed relative error compared with
cost(X, C2P¥): £(C) := COSt()ioft)(;ocsi(pf)cwx) The rea-
son to keep the sign is that C'*P* is not the optimal so-
lution, hence it is possible that cost(X, C') is better than
cost(X, C*P*) which leads to a negative sign. To com-
pute C?*P*, we first construct a coreset (e.g., using Feld-
man & Langberg (2011)) to reduce the size of the dataset,
and then apply a standard approximation algorithm for k-
MEDIAN (Arya et al., 2001) on top of it. The use of coreset
is to ensure the local search can run for sufficiently large
number of rounds to converge in a reasonable time.

Experiment: Size-error Tradeoff and Balancedness
Given k£ > 1, we take m uniform samples S from the
dataset with varying m, and run a local search algo-
rithm (Arya et al., 2001) on S to find a center set C's for
k-MEDIAN. We evaluate the error £(Cg) and plot the size-
error curves in Figure 1 for various choices of k. In fact, it
turns out that the choice of k also affect the balancedness
parameter 3. Hence, for each dataset and value of k, we
evaluate the balancedness  of the abovementioned C?P*
on the original dataset, and we also take m = 500 uni-
form samples S and evaluate the balancedness 3’ of Cy
on S. The resulted 8 and 8’ are reported in Table 1. To
make the measurement stable, we repeat the sampling and
local search 20 times independently and report the average
statistics.

As can be seen from Figure 1, uniform sampling shows
an outstanding performance, and admits a similar conver-
gence of the error curve regardless of the choice of k£ and
the consequent balancedness of datasets. In NY dataset, it
even achieves negative error when k = 20, which means it
performs even better than the baseline. We also observe in
Table 1 that the datasets are mostly balanced even when &
is relatively large, and thus the factor of 1/ is reasonably
bounded (i.e., no greater than 100), and even for the less
balanced scenario, the error is still very small. Moreover,
the center set computed on S, although computed using a
vanilla local search for k-MEDIAN, actually satisfies the
balancedness constraint of (k, 3)-MEDIAN problem, that
is, 8/ > (/2 for every choice of k and every dataset. This
suggests that it is not necessary to run the more sophisti-
cated (k, §)-MEDIAN at all in practice. These findings help
to justify why it is often seen in practice that a few uniform
samples are enough to compute a good approximation.
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Figure 1: The size-error tradeoff of the uniform sampling.
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Figure 2: The size-objective tradeoff, compared with that of coresets.

Experiment: Comparison to Coreset Since uniform
sampling is usually very efficient, we expect to see an ad-
vantage in running time compared with coreset construc-
tions. Our second experiment aims to demonstrate this
advantage, particularly to compare with the coresets con-
structed by importance sampling (Feldman & Langberg,
2011). We set k = 20, and vary the sample size m for
both uniform sampling and importance sampling. Let S
and S’ be the subsets constructed by uniform sampling
and importance sampling, respectively. We run a local
search algorithms on each of S and S’, and compute the
objective value of the output center set on the original
dataset. In Figure 2, we plot the objective-size curves,
and observe that uniform sampling is comparable to core-
set on all these datasets. However, for the running time,
it takes 391s/114s/298s to compute the coreset on Twit-
ter/Census1990/NY dataset, while the runtime of the lo-
cal step is 16s/42s/203s. Hence, the coreset construction is
even more costly than the local search, and the coreset ac-
tually becomes the bottleneck of the total running time. On
the other hand, the uniform sampling takes merely 10~3s to
sample 500 points from the dataset which is significantly
more efficient. This also justifies the practical benefit of
using uniform sampling than methods like importance sam-

pling.
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A. Missing Proofs in Section 3.1
A.1. Proof of Lemma 3.2

Lemma A.1 (Restatement of Lemma 3.2). &g happens with probability at least 0.99.

Proof. Since C* is a [3-balanced center set on X, we have | X}| > Bk—" for every i € [k]. Recall that S is a set of uniform
samples, therefore by Chernoff bound, we have

1S N X7 1\ |X7] Bm
pr| 2 Al (g 2 ) Rl g (22T
r[ i 2) x| | =P\ "1k

< 0.001/k.

By the union bound, we have

X 1 |xr
Pr [w e [k],'Srﬂg'l E (u: 2) |XZ||] > 0.999.

Also note that Eg[cost(S, C*)] = ™ OPTg(X). Then by the Markov inequality, with probability at least 0.999, we have
cost(S,C*) < X- 2 OPTg(X) since A > 1000. This completes the proof. O

A.2. Proof of Lemma 3.4

Lemma A.2 (Restatement of Lemma 3.4). Cs C C'(X) holds conditioning on .

Proof. Conditioning on g, we have C* € C/2(S5) and for every C € Cg, it holds that

> dist(C*(x), C)

z€eS
< ) (dist(x, C*) + dist(z, C))
zeS (10)
< (24¢e))  dist(z,C*)
z€eS
3Am

< —— OPTp(X),
n
where the first derivation is due to the triangle inequality, the second derivation is because ) g dist(z,C) < (1 +
€) OPTg/5(S) < (1 +¢) ), g dist(x,C*), and the last derivation is due to (4).

We can rewrite ) ¢ dist(C*(x),C) as ) . .. dist(c],C) - |S N X7|, where ¢} denotes the center of cluster X7.
Therefore, we have by (4),

S dist(C(X),0) > - Y dist(e],C) - | X7
2n

TES creC*
= Y dist(C (), )
N 2n reX : o 7

which combining with (10) completes the proof of (5).

To prove (6), we observe that for every z € X, it holds that

|dist(z, C) — dist(z, C™*)]
< max{dist(C(x),C*),dist(C*(x), C)}.

We only upper bound dist(c, C*) for every ¢ € C, and bounding dist(c*, C) for every ¢* € C* is almost the same. Since

12
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C € Cp/2(S), for every c € C, we have

dist(c,C*) < Zdist(c,C’*)

ceC

- ?.;Cecgdlst(c,c*)

< ?.;%dibt(C( z),C*)

< 2 LS (dist(r, ©) + dist(x, C*))
=,

< 2;.2;6;&%(1‘,0*)

< STOPT,(X),

where the third derivation is because ) o dist(C(z),C*) = > o dist(c;, C*) - [ X;| for {X,...,

partition of X induced by C, and | X;| > 5 since C' € Cg/2(9).

B. Proof of Lemma 3.6

Lemma B.1 (Restatement of Lemma 3.6). For S such that £s happens, we have for every C' € C'(X),

1
Zerr (z,v¢ sAm (X).

zeS

Proof. £s implies that cost(S,C*) < A- ™ OPT3(X) and

D dist(C*(x),C) = > dist(c},C) - [S N X
z€eS creC*
< foll R
< > dist(c},C )-2lxz] - ,
creC*
2m
< i *
=- Zdlst(C’ (z),C
rzeX
12X
22 OPT 4(X)

Xy} being the
O

where the second derivation is due to (4), and the forth derivation is due to (5). Therefore for every C' € C'(X), it holds

that

> err(z,v?) =) <dist(x, C) + dist(z, C*) + % OPTg(X))

zeS x€S
< % OPT4(X) + Y (2dist(z, C*) + dist(C* (), C))
x€S
< M OPT4(X)

C. Missing Proofs in Section 3.3

13
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Lemma C.1 (Restatement of Lemma 3.7). For any C € C**(X), the following holds:

PSr [Z vg < 5/\24 < 2exp (6 (52£m)> ,

zeS

Proof. Since C**(X) C C'(X), due to (6), for every C' € C"*d(X), it holds that
12\k
[0 oo <y = I OPTp(X).

Since S is a set of m uniform samples, and E Y, g 05 = 2[|oC||; > 10°em OPT4(X), we have

5)\ em

5X%em
P < ¢
r lZv — OPT4(X r | —E> o OPTj(X)
resS res res
Here we apply Bernstein inequality to finish the proof. To this end, we should also bound the variance of ) __¢ vy, ¢ which
is
1
<m L3y
reX
m
<7 Y Z oS |
zeX
<757 (dist(x, C) + dist(x, C*))
n/meX
<75 (2dist(x, 07) + dist(C*(x), O))
" reX
km
<0 (22 (OPTH(X))?).
pn?
where the last derivation is due to (5). Therefore, by Bernstein inequality, we have
5 2em e2Bm
P C_E Ol >~ OPTs(X)| <2 -
ST[Z% va z— OPTs(X)| < exp( @( k ))
zeSs z€S
which completes the proof. ]

Lemma C.2 (Restatement of Lemma 3.8). (8) holds if the following holds:

Zgl 51] |€S

Here, g1, ..., gm are the independent standard Gaussian random variables, U, is an e-covering of V w.r.t. a random set
S ={s1,...,8m} C X, and u® € U, denotes the e-covering of vC for C' € C**(X).

<A\ (an

Es |Eg, sup
Cecbdd

Proof. Let S’ = {sf, ..., s, } be another set of independent uniform samples from X that is independent of S. We first use
the symmetrization trick to show that

m

> —vg)

=1

sup

S cecrad(X)

Cechad(X) s,s

inf ZC</\2]§2P1"

> 4)\2u] .
To see this, we assume for some S, the event ¢g, i.e., Infocppad x) > fug < A2y happens, then take an arbitrarily

Cs € Cb"‘d( ) such that ;" v¥s < A2 (if €5 does not happen, we let C's be an arbitrarily center set). If the event
>, ,S > 52, denoted by 9005 57, happens, then it holds that

2 (w5 =)

14

> 4/\2u.
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Note that ¢c, s is a convergence guarantee for C's € Cbad(X ), and Lemma 3.7 gives a lower bound of 1/2 to
Prs:[¢cg,s']. Therefore, the following holds.

Pr sup (vS — v /) > 402
S,S’ C’ECbad(X) ; i
> P A\
L (b5 A pcs,s]
frd P P ’
4 [¢s] oL [pcs,s | ¢s]
= Prl¢s] Es [ Prlpce.s] | 6]
1
—Pr
z 5 b [ps],
Let ry, ..., 7., be independent Rademacher random variables®. We have
Pr sup (WS —v9)| > 422
S,8’ lCECbad(X) ; ! K
m
= Pr sup ri(vg —v8)| >4\
S,S’,r; Ccechad(X) = g

ZT‘U

m
E ’I"Z"US
i=1 )

< Pr sup
S,S7,r; CECb“d (X)

C C C

where the first derivation is because vy, — v§; is symmetric and thus is distributed identically to 7;(vg, — ’US), the sec-
+ ‘Z;’;l v ) > 4A?y holds, then
> rivg‘ > 2X\%y holds. Since S and S’ are distributed

)

ond derivation is due to the triangle inequality. If supoeevadx) ({Z:’;l rivg

either supcecvadx) IS vl | = 202 or SUPCechad (X)
identically, by union bound, we have

Pr sup
S,87,r; CECb“d(X

Zn

m

C
+ |2
i=1

m
<2Pr sup USC: > 2)\2u
Sii | cechad(x) |17
=2Pr sup rv$ | > 2020 | €| Priés]
S,ri Cecbdd (X) ;
+2Pr sup Zrivg > 202 | €5 | Pr[—¢s]
S,rq CGCbad(X) i1 )
<2Pr sup Zrl > 222 | £5| +0.02, (12)
S,ri CECbad(X) i—1
It suffices to prove that
Es |E, sup |} rivg||€&s| <20 (13)
cecrad(X) i1

We can thus apply Markov inequality to bound the probability in (12) by 0.01, which leads to Pr[—¢g] < 0.08 and
completes the proof of (8). It remains to show how to derive (13).

3 A Rademacher random variable 7 takes value —1 with probability 1/2 and takes value 1 with probability 1/2.

15
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Recall that U, denotes an e-covering of V' w.r.t. random subset S. We next replace the cost vector v© with its e-covering
u® € U., which satisfies that [u$ — v{| < ¢ - err(z,v”) forevery x € S.

m
sup Z rivg
cech(X) |15
m
< sup Z rlug + ri(vs(’: - usc)
Cect*d(X) |;=1
m m
< sup Zmug Jr{—:Zerr(si,vc) (14)
CeCP2d(X) =1 =1
154
< sup Z Tl m OPT3(X)
Cecbad(X) P n
< sup Z riug | + 15 u
Cecr*d(X) |31

where the second derivation is due to the triangle inequality, and the third derivation is due to Lemma 3.6 and |r;| = 1 for
every ¢ € [m]. Then it suffices to prove

Es |E,, sup iU < H5A\u
which is equivalent to
1 m
Es |E,, sup — Zriuf | €s| < BA (15)
cecr(x) M |

Finally, we replace the Rademacher random variables with standard Gaussian random variables.

Lemma C.3 (Lemma 7.4 of van Handel (2016)). Forri,..., T, are Rademacher random variables, let g1, . . ., gm be the
independent standard Gaussian random variables, it holds that

E,,

s

i=1

sup
CecPbad(X) N

s
< \/QE%

E

sup
Cecbad (X

]
@] :

which leads to (15) by Lemma C.3, and completes the proof. O

It suffices to prove

Es

Zgl uS

=1

i sup
CecPad(X) M

Lemma C.4 (Restatement of Lemma 3.9). Conditioning on &g, the following holds:

Zgl vg’hfl) ] <A\

] |

loge™!

Z E,, sup
el Ccechad(X) 1

Proof. For every h € [loge™!], let

— Ol
Ej, :=E,, sup )
Cecbad

16
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For every C' € C**(X), 327 | 9 (pS&oh — v$"h~1) is Gaussian with zero mean and variance

i=1 p \7s;
m 2
1 C,h Ch 1
N G )
i=1 K

[0 o + [0 o = 6" — 0§

K = H
24)\k Z |U 'U + 'U C h— 1|
5€m p
240k 27" 2err (2, vY)
; Bsm €S K
—h+6
<O 2 b
- Be2m
where the second derivation is due to [[v“""||o, < v for all h € [loge™!] and the last derivation is due to Lemma 3.6. The
following lemma demonstrates that an upper bound of the variance of each Y " Zl (v C:h g’hfl) leads to an upper

bound of F,.

Lemma C.5 (Lemma 2.3 of Massart (2007)). Let g; ~ N(0,02) fori € [m] be Gaussian random variables (not need to
be independent ) and let 0 = max;c,, 0;, then it holds that

E [m[ax] |gl|] <20-v2lnn.
i€[m

.. . . —h —h41
The number of distinct difference vector v&" — v&"=1isat most |[Uy—n x Uy-nt1| < N% " (m)-N% " (m). Therefore,
we have

2—h+6k
810g(|Uy-n| - |Up-ns1]) - O ()

oo
o

log &’

2 B

2-hk
Be2m

IA

log N3 " (m) -

Plug in Zlhc/)ifil Ej,, we have

—1

(16)
loge™

1
T 2 oz G

Since m > t - Ziozgfil 2-ilog N3 '(m )) for sufficiently large constant ¢, we can bound Zlogs Ej, by A

7o
which completes the proof. O
D. Proof of Theorem 3.10: Sample Sizes in Various Metrics

Theorem D.1 (Restatement of Theorem 3.10). For a metric space M = (X, dist) and a dataset X C X, an integer k > 1
and real numbers (,¢ € (0, 1), let S be a set of uniform samples with size

.0 <% log? £ - log? %) if M is Euclidean RY;

17
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.O<
.0(
.O(

Then S is an e-weak coreset for (k, 3)-MEDIAN on X with probability 0.9.

- ddim - log %) if M has doubling dimension ddim;
-log | X| - log é) if M is a finite metric;

™! ™! ™!
\?z m\ﬁ mw\?n

-tw - log %) if M is the shortest-path metric of a graph with treewidth tw.

We prove Theorem D.1 by bounding the covering number in each metric space respectively.

D.1. Euclidean Space

Lemma D.2 (Covering Number in Euclidean Space). In Euclidean space (Rd, dist), for integer m > 0 and real number
0 < oo < 1/2, it holds that

log [N%(m)| < O (koz_2 log(m + k) log ;)
a

Proof. By Definition 3.5 of the covering number, it suffices to construct an a-covering of V' w.r.t (S, err) for every S €
S(m). We need terminal embedding as stated in the following theorem:

Theorem D.3 (Terminal Johnson-Lindenstrauss Lemma (Narayanan & Nelson, 2019)). For every ¢ € (0,1/2) and finite
set Y C RY, there exists an embedding g : R — R’ for t = O(e2log |Y|) such that

Vo e Y,Yee R, dist(x,¢) < dist(g(x), g(c)) < (1 + ¢)dist(z, ¢).
We call g is an e-terminal embedding for'Y .

For every S € S(m), let Y := S U C*, by Theorem D.3, there exists an a-terminal embedding g for Y with target
dimension t = O(a~2log|Y|) = O(a~2log(m + k)). For aset A C R?, we denote by g(A) := {g(z) : € A} the set
of images of all € A. By the definition of C'(X), for every C € C'(X), c € C,

dist(g(c), g(C*)) < dist(g(c), g(C*(c)))
< 2dist(c, C*)
< % OPT(X)

We denote by B4(c,r) := {x € A : dist(x, c) < r} the ball centered at c of radius r for A C X. Thus we have for every
C eC'(X),

o) | Bu (g<c*>, 120k

creC*
To construct a covering for the set of cost vectors, we discretize each ball via a classical covering of a point set.
Definition D.4 (Covering of a Point Set). For a metric space (X, dist), a point set A C X" and real number 0 < a < 1, we
say T' C X is an a-covering of A if for every x € A, there exists y € T such that dist(z,y) < a.
Note that the above definition of covering is different from Definition 3.5, since they are for different objects. The following
lemma bounds the cardinality of a-covering of an Euclidean ball.
Lemma D.5 (Covering of a Euclidean Ball). For o > 0 and an Euclidean ball B C R? of radius A > 0, there exists an
a-covering T C B of size at most exp (O(tlog(A/a))).

a OPT4(X)

For every ¢* € C*, let T.« be such an -covering of Bp: (g(c*), 122k %OPT/g(X)), and let Tov =

B
k
|Te«| < k- exp <O <tlog >>
af

18
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Letg’ : R? — Tew be a function satisfying that

J(x) = arg min dist(g(x), 1),
yeTcx

Construct U is {#¢ € RY : C € C'(X)}, where € is a cost function defined as: for every z € X, ¢ :=
dist(g(z), ¢'(C)) — dist(g(z), g(C*)). Observe that

k
|U| < [Tox|* < exp (O (ktlog )) ,
af

which implies that log |U| < O(ktlog 6%) = O(ka=2log(m + k)log 5%) it remains to show that U is the desired
a-covering of V.

Bounded Covering Error By the definition of ¢’, we have that for every C € C'(X) and ¢ € C,
dist(g(c), g (C)) < dist(g(c),g'(¢) < = OPT4(X),

and
dist(g'(c), 9(C) < dist(g'(¢). g(e)) < = OPT5(X),

and thus for every = € S, let ¢; denote the closest center in g(C) to g(z), and ¢z denote the closest center in ¢’ (C') to g(z),
then it holds that

| dist(g(z), g(C)) — dist(g(x), ¢’ (C))| < max {dist(c1, ¢'(C)), dist(c2, g(C))} < %OPT;;(X). (17)
The error incurred by the covering is

[v$ — 3¢| = |dist(z, C) — dist(z, C*) — dist(g(x), ¢'(C)) + dist(g(z), g(C*))|
< |dist(x, C) — dist(g(z), ¢'(C))| + | dist(z, C*) — dist(g(x), g(C*))|
< |dist(z, C) — dist(g(z), g(C))| + | dist(z, C*) — dist(g(z), g(C*))| + - OPTj3(X)
< adist(z, C) + adist(z, C*) + %OPT;;(X)

= a-err(z,v%)

where the second derivation is due to triangle inequality, the third derivation is due to (17), and the forth derivation is due
to the terminal embedding guarantee.

Bounded L., Norm For every ¢ € U,
15|00 = max | dist(g(z), ¢'(C)) — dist(g(), 9(C))]

< max | dist(g(z), 9(C) — dist(g(x), 9(C™))] + & OPTy(X)

EAS

IN

max {max dist(g(c), g(C™)), max dist(g(c*),g(C’))} + % OPTjs(X)

ceC

o
< (1 i * ist(c* — OPTp(X
<( —&-a)max{rcneaé(dlst(c,C),Cr*neaé(*dlst(c,C)}—i—nO 5(X)
120k
—— OPTj3(X
= Bn O 5( ),

where the second derivation is due to (17), the third derivation is due to the triangle inequality, and the last derivation
follows from a similar argument of Lemma 3.4. Thus we can construct a-covering of V' with respect to any S € S(m),
which concludes the proof. O

19



The Power of Uniform Sampling for 4£-Median

Proof of Theorem D.1 in Euclidean space. We only need to bound the summation in (1).

loge™!
Z \/27tlog N% " (m)
=1

1

loge™

. . k
< Y o) [27i k- 22 logm] .
Sy 0(1) \/ k ogmlog R

<O(1) -loge™'- \/51 - klog mlog %

Therefore, it suffices to set m = O (Bk—; -log? % - log? %) O

D.2. Doubling Metric Space

Definition D.6 (Doubling Dimension (Assouad, 1983; Gupta et al., 2003)). The doubling dimension of a metric space
M = (X,dist), denoted as ddim (M), is the smallest integer d such that any ball can be covered by at most 2¢ balls of
half the radius.

Lemma D.7 (Covering Number in Doubling Metric Space). In a metric space (X, dist) with doubling dimension ddim,
Sor integer m > 0 and real number 0 < « < 1/2, it holds that

log [N% (m)| < O(k - ddim - log(k/a)).

Proof. Tt suffices to construct a-covering with respect to S for every S € S(m). Different from the Euclidean case
(Lemma D.2), we directly apply the covering of point set without using terminal embedding. The following lemma bounds
the cardinality of a covering of point set in doubling metrics.

Lemma D.8 (Gupta et al. 2003). For o > 0 and a metric space (X, dist) with doubling dimension ddim and diameter A,
there exists an a-covering T of X with |T| < exp (O(ddim -log(A/«))).

By definition of C'(X), for every C' € C'(X), ¢ € C, it holds that dist(c, C*) < % - L OPT(X). Hence, consider an
aop,izf(x)-covering T.« of By (c* 62k %OPT(X)) for every ¢* € C* and let Tg+ := |J o Ter. By Lemma D8,

n ' B
we have

|Te+| < k- exp (O (ddim -log k))
af

We define g : V' — V such that for every c € V,

= in dist(c, ).
g(c) arg min dis (¢,c)

Construct U is {#€ € R* : €' € C'(X)}, where 7€ is a cost function defined as: for every z € X, 7 := dist(z, g(C)) —
dist(z, C*). Then a similar analysis for bounding the covering error and L, norm as in Euclidean case(Lemma D.2)
certifies that U is an a-covering of V' with respect to any S € S(m), and log |U| < O(k - ddim - log a%) O

Proof of Theorem D.1 in doubling metric space and general discrete metric space. Directly plugging the covering number
in Lemma D.7 into (2) concludes the proof in doubling metric space. For general discrete metric space M = (X, dist), we
know that the doubling dimension is O(log | X|), and thus directly applying the result of doubling metric space completes
the proof. [

D.3. Shortest-path Metric of a Graph with Bounded Treewidth

Definition D.9 (Tree Decomposition and Treewidth). A tree decomposition of a graph G = (V, E) isatree T = (V, &),
where each node in V, called a bag, is a subset of vertices in V, such that the following holds.

20
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* Usey S=V.
e Yu € V, the nodes in V that contain u form a connected component in 7.
* V(u,v) € E, there exists S € V such that {u,v} C S.

The treewidth of G, denoted as tw(G), is the smallest integer ¢ such that there is a tree decomposition of G’ with maximum
bag size t + 1.

Lemma D.10 (Covering Number in Shortest-path Metric of a Graph). In shortest-path metric M = (X, dist) of a graph
with bounded treewidth tw, for integer m > 0 and real number 0 < « < 1/2, it holds that

log IN$(m)| < O(k - tw -log(k/af + m/a)).
Proof. To bound the covering number in graph metrics, it suffices to construct an a-covering of V' with respect S for every
S € §(m). The proof of Lemma D.10 relies on the following structural lemma, proposed by (Baker et al., 2020).
Lemma D.11 (Structural Lemma, (Baker et al., 2020)). Given graph G = (X, E) with treewidth tw, and A C X, there
exists a collection T of subsets of X, such that the following holds.
L Urer, T=4A.
2. |Tal < poly(|A)).

3. ForeveryT € Ty, |T N A| < O(tw) and there exists Pr C X with |Pr| < O(tw) such that there is no edge in E
between T and X \ (T'U Pr).

Recall that any S € S(m) makes g happens, i.e., S satisfies (4). Thus for every C' € C'(X) and every = € S,

dist(r, ) < 3 dist(z, C*) < 2 OPT(X),
n
zeSsS

and thus

dist(z, C) < dist(C(z), C*) + dist(z, C*) < (%ﬂ + m) : %OPT(X).

Let 7s be a collection of subsets asserted by Lemma D.11. We can construct the covering as follows:

Forevery T' € T, and ¢ € T, let Pr C X be a set asserted in condition 3 in Lemma D.11. By Lemma D.11, we have for
every x € X' \ T, it holds that

dist(z, c) = 1;2161}% {dist(x,y) + dist(y,c)},

since the shortest path between x and ¢ must pass by some vertices in Pr. Let I := (S NT) U Pr denote the important
vertices of T', we define a rounded distance function dist’T T x X — Ry wrt. T as follows:

* Ve € T,z € Ip, disty(c, x) is the closest multiple of ¢ OPT(X) to dist(x, ¢) no greater than (% + m) 2 OPT(X).
s Vee T,z e X\ Ir, distp(c,z) = minye p, {dist7(c,y) + dist(y, z) }.

Note that for z € T'\ S or for z € X that satisfies dist(c, z) > (% + m) - 2 OPT(X), the rounded distance dist’.(c, z)

may be distorted badly. However, as discussed above, we only case about x € S which is ensured that the distance to c is
not that far.

Notice that for a fixed ¢ € T, the rounded distance function dist(c, -) is determined by the values of dist’-(c, z) for all

x € Ir, and each of them is among % + % possible values. Therefore the number of distinct rounded distance functions

{dist/r(c,-) : c € T} wrt. T'is
oAk Am\ 7! AN
< (24 < (24T
af « af  «
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We define dist’ : X x X — Ry as: forevery ¢ € X, let T, € T that contains c, it holds that dist’(c, z) = dist7, (c, z).
Then we have

k m O(tw) k m O(tw)
aste)ice ) < Tl (S +2) 7 <ponish - (5+2)

For every C' € C'(X), we denote by 3¢ € R™ the rounded coset vector defined as follows: for every = € X, o
min ¢ dist’(c, z) — dist(z, C*). Let V denote the set {7¢ : C € C'(X)}, we construct U as follows: for every & € V,
U contains one v® for some C' € C'(X) such that ¢ = ©.

l

We next show that U is the desired a-covering.

Cardinality of U  Observe that the cardinality of U is upper bounded by the number of distinct rounded distance functions
[{min.cc dist’(c,-) : C € X*¥}|, which is at most

k m O(tw)-k k m O(k-tw)
<p01Y(SI)- (aﬁJra)) < (aﬁJra)

Thus it holds that log |U| < O(k - tw - log(a’iﬁ + ).

Bouneded Covering Error For every C € C'(X), and = € S, we have dist(z, C) < (%’“ + m) - 2OPT(X). Hence,

the error incurred by rounding, i.e., | dist’(c,z) — dist(c, )| is at most 2 OPT(X). Let o be the rounded cost vector
with respect to v, by definition, there exists C’ € C'(X) such that v € U and 7" = §°. The covering error is

C

C/
‘vz — Uy

! ’
S‘vf—vc—&—vc —vf

! ’
¢ _WC

< |vf—f}C|—|— Vg

IN

2

=2 OPT(X)

n

< 2a-err(z,v%).

It suffices to rescale .

Bounded L., Norm For every 0% € U, we have v© € V also, thus the Lo, norm is bounded because the L., norm of
cost vectors in V' is bounded. L]

Proof of Theorem D.1 in graph metric space. Similar to doubling metric case, we plug the covering number
in Lemma D.10 into (2) to concludes the proof. O]

E. Proof of Theorem 1.2: An )(1/3) Query Complexity Lower Bound for Any Algorithm

Theorem E.1 (Restatement of Theorem 1.2). There exists a family of datasets X C R with balancedness [3 such that any
(randomized) O(1)-approximate algorithm for 2-MEDIAN with success probability at least 3/4 must query the identify of
data points in X for Q(1/8) times (provided that queried points have free access to distance function).

To prove our lower bound, we first apply the Yao’s principle (Yao, 1983) and derive the following lemma that reduce to
proving lower bounds for deterministic algorithms with respect to some input distribution.

Lemma E.2. For real number oo > 1, let D be a distribution over a family of datasets X C R, if any deterministic
algorithm must query Q(1/3) times to computes an a-approximate center set for 2-MEDIAN on X sampled from D with
success probability at least 3 /4, then any randomized a-approximate algorithm for 2-MEDIAN with success probability at
least 3/4 must query Q(1/3) times.
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Proof. For an algorithm A, we denote by A(X) the output of A when running on X. For any randomized algorithm R
which makes at most o(1/3) queries, it can be seen as a distribution over some deterministic algorithms R4, ..., Rs. By
assumption, for every ¢ € [s], it holds that

XPrD [cost(X,R;(X)) > a OPT(X)] > 1/4.
Therefore, averaging over all deterministic algorithms, we have

XP:rD [cost(X,R(X)) > a OPT(X)] > 1/4.

where the randomness is from the choice of X and the randomness of R. Hence, there exists an instance X € supp(D)
such that

Pr [cost(X,R(X)) > a« OPT(X)] > 1/4.

which completes the proof. O

Proof of Theorem E.1. For an integer n > 10/, let m = fn/2, we construct a family of n-point datasets as follows. For
aset IT € [n] and a real number ¢, let X' := {z!* 211} denotes an ordered n-point set in 1-dimensional space
such that,
t iell
Vieln, a™={" 'S,
0 ¢l

Let X := {X|II| = m,t € {1,2}} be a family of n-point datasets. Clearly, every X € X is of balancedness /3 for
2-MEDIAN, and the optimal objective value of X for 2-MEDIAN is 0. Let D be a uniform distribution over X.

By Lemma E.2, it suffices to prove that for any o > 1 and any deterministic algorithm A, which makes at most ﬁ queries,
will compute a 2-point center set C' such that cost(X, C') > a - OPT(X) for X sampled from D with probability at least
1/4. We assume A queries with index 41, ..., with [ < ﬁ, and receives z;, , . .., x;, from the oracle. We observe that
A finds a 2-center set C' such that cost(X, C) > o - OPT(X) if and only if A finds the exact optimal solution (otherwise,
we say A fails). Therefore, we have

Xfer [cost(X, A(X)) > a- OPT(X)]
= Pr [A fails]

~

P [Afails [ V) € [I], X;; = 0] Pr [Vj € [I], 2, = 0] (18)

+ Pr[Afails | 3j € [I], Xi; # 0] Pr [3j € [I], 2, # 0]
> Pr [Afails | Vj € [I], X;; = 0] Pr [Vj € [I],z;; = 0]

Recall that A makes queries with index i1, ...,1;, and thus the output A(X) depends only on z;, for all j € [I]. For X
sampled uniformly from X, its optimal center set is {0, 1} with probability 0.5 and {0, 2} with probability 0.5. Therefore,
condition on Vj € [I], Xi; =0, A will fail with probability at least 0.5, i.e.,

Pr[A fails | Vj € [I], X;. = 0] > (19)

N =

vy
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since it can not determine the center other than 0. It remains to bound Prx .. p[Vj € [l], X;, = 0].

ppen -0 (2)”

(n =D (n—m)!

(n—101—m)n!
m=l—-m+1)(n—1l—-m+2)---(n—=1)
N mn=—m+1)n—m+2)---n

:(1_l) (1_l)...<1_l>

n—m+1 \ n—m-+2 n (20)
>(1_l )

- n—m+1

o dm

n—m-+1

1 Bn B -t
>1—- — .. _ =
>1- 02 ((1 2)n+1>
1
>
-2

where the sixth derivation is due to Bernoulli’s inequality. Therefore, plugging (19) and (20) into (18), we have

XPNrD [cost(X, A(X)) > - OPT(X)] >

] =

which completes the proof. O

F. Vanilla £-MEDIAN on Uniform Sample Can Incur Big Error

Lemma F.1. There exists a family of 0.5-balanced datasets X,, C R with | X,,| = n for any integer n > 1, such that letting
Sy, be a set of o(n) uniform samples from X ,,, with probability at least 1/4, it holds that cost(X,,, Cy) > 1.01-OPT(X,,),
where C7 is an optimal center set for 3-MEDIAN on S,.

Proof. Our proof is constructive. For n > 10, assume S, has f(n) points sampled uniformly and independently from X,
where 3 < f(n) < n/2. To simplify the proof, we construct X,, with size of O(n) (instead of n) as follows. We place
n points at 0 and n points at 1. Also, we place n points at w, 1.0+f{n) points at w + f(n), and let w — oo. Clearly, the
optimal 3-point center set C% is {0, 1, w}, and the objective value is n/1.01.

Recall that S, is a set of f(n) uniform samples from X,,, we have the probability of that w + f(n) € S, is

) n/(L01- f(n)) \'™
Prlw + f(n) € Sp] =1— (1 " 3n+n/(1.01- f(n)))

- n/1.01 )
3n+n/(1.01- f(n))

> —exp (-t
=1 TP\ 73031 1/3

>0.25

>1—exp(

where the third derivation is due to f(n) > 3. Condition on w + f(n) € S,,, we observe that .S,, contains at most f(n)
points at 0, at most f(n) points at 1, at most f(n) points at w and at least 1 point at w + f(n). In this case, the optimal 3-
point center set C’ must contain w + f(n). On X, the optimal center set that contains w + f(n) is either {0, w, w+ f(n)}
or {1, w,w + f(n)}, both of which have an objective value n > 1.01 - OPT(X,,). Therefore, f(n) must be greater than
n/2, which completes the proof. O
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