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Abstract

In this paper, we propose a novel framework that in-
tegrates physical fashion heritage with interactive digital
creation, facilitating the reinterpretation of historical gar-
ments via an intuitive multimodal interface. This interface
allows users to manipulate digital representations of his-
torical artifacts, specifying stylistic modifications through a
combination of visual and vocal inputs. These requests are
processed by a computational pipeline comprising state-of-
the-art artificial intelligence (Al) models. The pipeline’s
workflow is as follows: it first retrieves a target style based
on user input, then generates a corresponding 3D garment
model, and concurrently synthesizes Physically Based Ren-
dering (PBR) materials derived from the source pattern.
The resulting 3D asset is optimized for real-time rendering,
enabling immediate visualization. The results demonstrate
that this approach generates high-fidelity and stylistically
coherent outcomes, effectively transforming static cultural
artifacts into dynamic, interactive digital assets.

1. Introduction

Fashion transcends its utilitarian function as mere clothing,
serving as a vital vessel for culture and heritage. Presti-
gious events such as the Met Gala demonstrate how fash-
ion operates beyond commercial realms as a form of cere-
monial, intellectual, emotional, and political living perfor-
mance. These events emphasize the power of fashion to
commemorate history and identity, elevating garments into
narratives that embody social values and historical conti-
nuity. The case of Korea’s legendary designer André Kim
illustrates the significance of such heritage; by fusing tradi-
tional Korean elements with futuristic silhouettes, his works
became a global symbol of Korean culture.

However, in the digital age, simply preserving these gar-
ments in museums is not enough. The challenge lies in
transforming this static heritage into a living, interactive ex-
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Figure 1. From manual to Al-automated garment production. (A)
The conventional workflow is manual, slow, and requires special-
ized tools. (B) FashionRNA automates and unifies the process,
generating 3D assets directly from intuitive user commands.

perience that can inspire future generations. In response,
we propose fashion reimagined through neural augmenta-
tion (FashionRNA), a framework that bridges the gap be-
tween physical fashion heritage and the boundless potential
of digital creation. Our system fundamentally rethinks the
design workflow, moving from a complex, manual process
to a seamless, Al-driven interaction, as shown in Figure 1.
Our work makes several contributions. We first design a
holistic workflow that integrates state-of-the-art AI models
into a cohesive system, creating a novel user experience. We
propose a novel role for the large language model (LLM)
as an orchestrator that interprets complex user intent from
multimodal inputs to automate the entire creative pipeline.
This architecture establishes a paradigm for human-Al in-
teraction, where users can intuitively reinterpret cultural
heritage in real-time using voice and vision, transforming
them from passive observers into active co-creators. Ulti-
mately, FashionRNA is more than a digital archive. It serves
as a bridge between past and future, turning cultural her-
itage into a source of endless inspiration across generations.



2. Related Work

2.1. Virtual Try-On and Fashion Generation

Virtual try-on (VTO) synthesizes realistic images of people
wearing specific garments, revolutionizing online shopping
by reducing return rates. The core challenge lies in realisti-
cally deforming non-rigid garments while preserving intri-
cate details, a domain where 3D design software like CLO
3D has long excelled. Early GAN-based approaches like
VITON [7] and CP-VTON [20] used two-stage pipelines:
geometric warping followed by synthesis. However, these
methods suffered from artifacts due to misalignment [1].
The field has recently shifted toward diffusion models, of-
fering superior generation quality. TryOnDiffusion [21]
introduced Parallel-UNet, integrating warping and synthe-
sis through cross-attention. Recent works like StableVI-
TON [9] and IDM-VTON [2] leverage pretrained text-to-
image models. Interactive systems like PromptDresser [10]
now enable text-based style editing, redefining VTO as a
conditional generation task.

2.2. Egocentric Vision for Human-Al Interaction

Egocentric vision captures first-person perspectives through
body-worn cameras, providing rich context about user at-
tention and intent. This modality is crucial for develop-
ing embodied Al systems in AR/VR applications, though
it presents challenges including camera motion, occlu-
sion, and viewpoint variations. Large-scale datasets like
Ego4D [5] and Ego-Exo04D [6] have accelerated research
in multimodal understanding. These advances enable appli-
cations like xR-EgoPose [18] for full-body pose estimation
in HMDs, demonstrating the trajectory from passive obser-
vation to active collaboration—essential for interactive her-
itage preservation systems.

2.3. Immersive and Generative Approaches in Dig-
ital Heritage

Digital technologies like 3D restoration and XR are con-
verting static cultural heritage into interactive experiences,
enabling immersive narratives that traditional exhibits can-
not match [16]. VR significantly enhances user engage-
ment by turning passive observers into active participants,
thereby deepening their connection to cultural heritage [22].
More recently, generative Al facilitates the creation of cul-
turally sensitive content by analyzing and reinterpreting his-
torical archives. A notable example uses machine learning
to generate novel designs based on Miao ethnic apparel [3].
This convergence of immersive interaction and generative
Al now forms the foundation for systems that respect origi-
nal designs while enabling creative reinterpretations for fu-
ture generations [12].

3. Proposed Framework

Figure 2 illustrates the proposed architecture: a modu-
lar pipeline that reinterprets a physical garment based on
user instructions. The system processes a multimodal in-
put, comprising a voice command and a visual capture of
the source garment. An LLM orchestrates the workflow
by parsing the voice command to initiate two parallel pro-
cesses. The first process, 3D Model Generation, generates
a new geometric mesh corresponding to the user’s desired
clothing style. The second, Material Synthesis, extracts and
synthesizes a texture from the source garment image cap-
tured by the user. Finally, the pipeline converges at the ren-
dering stage, where the generated 3D mesh and PBR ma-
terial are combined in Unity [19] to produce a real-time,
high-fidelity visualization of the redesigned garment.

3.1. Multimodal Interaction

The process begins with a multimodal input from the user,
which consists of a voice command and a visual capture of
a garment. For instance, when a user says, “I want to re-
design this dress as a cocktail dress”, the voice command is
directed to an LLM for intent parsing. The LLM extracts
the target garment style (i.e., “cocktail dress”) to be used
in the 3D Model Generation process. Concurrently, the vi-
sual input is channeled directly to the Material Synthesis
pipeline. The LLM supports this process by providing a
textual prompt (i.e., “dress”) needed for the initial segmen-
tation step within that pipeline. Thus, the parsed voice com-
mand and the visual data act as coordinated inputs that ini-
tiate the two parallel workflows.

3.2. 3D Model Generation

This process generates a 3D model of the target gar-
ment style through a hybrid pipeline that combines a pre-
computed asset library with on-demand generation. Our
system uses a database of 90 dress types with pre-generated
3D models. These types are categorized by attributes such
as length, sleeve style, and silhouette, drawing inspiration
from industry taxonomies like “The Definitive Guide to
Dress Design” [17], which illustrates various dress styles
with both images and textual descriptions. For user prompts
corresponding to these established styles, the system ef-
ficiently retrieves the pre-built 3D model. To accommo-
date designs outside the established categories, users can
augment the search database with new data and generate
the corresponding 3D meshes. To do this, we first em-
ploy the ColPali [4] system, a multimodal retriever that con-
nects text and images, to find the top-1 dress image from a
comprehensive image database that best matches the user’s
prompt. This retrieved 2D image is then transformed into
a 3D model using Meshy.ai, an Al-based service that gen-
erates a 3D mesh from a single input image. This model
serves as the base geometry for material mapping.



vision “cocktail dress”

3D Mesh Generatiol

J101811S8Y210 T

voice

Albedo Normal

Roughness

2
I want to redesign this dress
as a cocktail dress.

N -

Cloth Segmentation

Real-time Rendering (Unity)

PBR Pattern Synthesis

Figure 2. An example of reimagining an André Kim dress using FashionRNA. The user’s request to “I want to redesign this dress as a
cocktail dress” is processed by the LLM, which separates style and texture tasks. The system generates a new cocktail dress mesh and
applies the PBR materials extracted from the original gown, resulting in a high-fidelity visualization of the redesigned garment.

3.3. Material Synthesis

In parallel with the 3D model generation, a three-stage
pipeline is used to create a new PBR material from the
garment the user is currently viewing. First, the system
isolates the source garment using the Grounded Segment
Anything Model (Grounded SAM) [13]. This process is
driven by an LLM orchestrator that generates a segmen-
tation prompt (e.g., ’dress”), which Grounded SAM then
uses to perform precise segmentation on the input image,
creating a mask that isolates the clothing item. Next, the
Material Palette [11] framework synthesizes a new pattern
by fine-tuning a diffusion model to learn a material con-
cept from the segmented region, generating a clean, tileable
texture that removes scene-specific geometry and lighting.
Finally, a domain-adapted network decomposes this gener-
ated texture into its intrinsic Spatially Varying Bidirectional
Reflectance Distribution Function (SVBRDF) maps, specif-
ically albedo, normal, and roughness. This process utilizes
Unsupervised Domain Adaptation (UDA) to bridge the gap
between synthetic training data and diffusion-generated tex-
tures. The final output is a palette of ready-to-use PBR ma-
terials corresponding to the selected garment regions in the
original photograph. Despite the high-quality output, the
entire process currently takes 3-4 minutes on an NVIDIA
RTX 4090, presenting a significant limitation for real-time
processing. This latency stems mainly from the compu-
tationally intensive fine-tuning process for 3D modeling
and texturing, where methods like LoRA [8] and Dream-
booth [15] are used to train a Stable Diffusion [14] model
to learn new material concepts.

3.4. PBR Rendering in Unity

The final stage synthesizes the generated assets to produce
the augmented visualization. Once both parallel processes
are complete, the PBR texture maps are imported into
the Unity (6000.0.50f1) High Definition Render Pipeline

(HDRP). Within this environment, an Autodesk Interactive
Shader is used to define a PBR material by correctly apply-
ing the corresponding texture maps. This newly defined ma-
terial is then applied to the generated 3D mesh. The result is
a high-fidelity rendering of the dress with the user-specified
pattern, seamlessly integrated into the user’s view, provid-
ing an immediate and compelling visualization of their re-
quested design modification.

4. Results

To demonstrate FashionRNA’s ability to bridge fashion her-
itage with contemporary digital creation, we conducted a
qualitative experiment by reinterpreting the iconic works of
the renowned late Korean designer, André Kim, a figure cel-
ebrated for his intricate and artistic designs. We tested the
system’s capacity to translate his classic, elaborate designs
into modern garment styles using four distinct prompts: “I
want to redesign this dress as a cocktail dress”, “I want to
redesign this dress as a bandage dress”, “I want to redesign
this dress as a bodycon dress”, and “T want to redesign this
dress as a harem dress”.

As shown in Table I, the multimodal retrieval system
successfully identified a corresponding 2D reference image
for all four prompts, demonstrating its strong grasp of com-
plex user intent. The subsequent asset generation stage con-
sistently produced accurate segmentation masks and high-
fidelity PBR material maps. The resulting albedo, normal,
and roughness maps effectively captured the intricate pat-
terns and colors from the source garment. The final ren-
dered outputs, presented in Table 2, confirm that the gen-
erated PBR materials were seamlessly applied to the new
3D models. Each result is a high-fidelity visualization of
the redesigned garment, realistically reflecting the user’s re-
quested style while faithfully preserving the original pattern
from the André Kim piece, thereby proving our method’s
success in fusing design history with new aesthetics.



Table 1. Intermediate Results of the Generation Process

Prompt

”...cocktail dress” | ”...bandage dress” | ”...bodycon dress” ”...harem dress”

Image

Mask

Albedo

Normal

Roughness

Retrieval




Table 2. Synthesized Results of Redesigned Garments

Prompt

T want to redesign this dress as a cocktail dress”

”I want to redesign this dress as a bandage dress”

Prompt

I want to redesign this dress as a harem dress”




5. Discussion

In this work, we presented FashionRNA, a novel framework that
orchestrates state-of-the-art Al models to bridge the gap between
physical fashion heritage and interactive digital creation. Our pri-
mary contribution is not a single algorithmic improvement but
rather the holistic design and integration of a workflow that stream-
lines digital content generation. By positioning the LLM as a
central orchestrator, our system pioneers a new, intuitive creation
paradigm that empowers users to transform cultural artifacts in im-
mersive environments.

A significant technical limitation is the computational latency
of our generative pipeline, which currently impedes a truly real-
time user experience. To address this bottleneck, our future work
will concentrate on system-wide optimization by employing tech-
niques such as model distillation and asset caching. Furthermore,
we plan to migrate to a more robust, open-source pipeline to en-
hance output fidelity and ensure academic reproducibility. The de-
velopment of a comprehensive, open-access garment dataset will
also be critical for rigorous quantitative benchmarking and user
experience (UX) evaluation.

FashionRNA has the potential to become an impactful plat-
form with applications ranging from reinterpreting cultural attire
to powering personalized e-commerce VTO and fueling metaverse
creator economy. Our goal is to evolve this concept into a powerful
tool that bridges historical inspiration with future creation.
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