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Abstract The performance of large language models (LLMs) depends on how they are prompted, 4

with choices spanning both the high-level prompting pattern (e.g., Zero-Shot, CoT, ReAct, 5

ReWOO) and the specific prompt content (instructions and few-shot demonstrations). Man- 6

ually tuning this combination is tedious, error-prone, and non-transferable across LLMs or 7

tasks. Therefore, this paper proposes AutoPDL, an automated approach to discover good 8

LLM agent configurations. Our method frames this as a structured AutoML problem over 9

a combinatorial space of agentic and non-agentic prompting patterns and demonstrations, 10

using successive halving to efficiently navigate this space. We introduce a library imple- 11

menting common prompting patterns using the PDL prompt programming language. Au- 12

toPDL solutions are human-readable, editable, and executable PDL programs that use this 13

library. This approach also enables source-to-source optimization, allowing human-in-the- 14

loop refinement and reuse. Evaluations across three tasks and six LLMs (ranging from 8B 15

to 70B parameters) show consistent accuracy gains (9.5 ± 17.5 percentage points), up to 16

68.9pp, and reveal that selected prompting strategies vary across models and tasks. 17

1 Introduction 18

Large languagemodels (LLMs) and LLM-based agents excel at a variety of tasks, including question 19

answering, math word problems, and programming. The performance of an LLM depends heavily 20

on how it is prompted, and there are a variety of popular prompting patterns. These include zero- 21

shot or few-shot (Brown et al. 2020) prompting with chain-of-thought (CoT) (Wei et al. 2022), as 22

well as agentic patterns such as ReAct (Yao et al. 2023) or ReWOO (Xu et al. 2023). However, given 23

a dataset 𝐷test with a loss function L, e.g., error rate, it is not clear which pattern will do best. 24

Furthermore, besides the pattern 𝐴, performance also depends on the prompt 𝑝 , including few- 25

shot samples and instructions. The problem is thus to find a combination 𝐴∗𝑝 of a pattern along 26

with an optimized prompt that minimizes L. This is usually done via manual prompt engineering, 27

but that is tedious and has to be repeated if a new LLM comes along. Therefore, this paper explores 28

how to find 𝐴∗𝑝 using automated machine learning (AutoML). And for users to trust the result or 29

to tweak it further, 𝐴∗𝑝 itself should be easy to read and edit. 30

Agent frameworks, such as CrewAI (Moura 2023) or AutoGen (Wu et al. 2023), contain pre- 31

built agent patterns with prompts optimized for proprietary frontier models and common tasks. 32

Unfortunately, their prompts are deeply buried (Schluntz et al. 2024), making them hard to modify 33

and adapt to non-frontier models or novel tasks. Moreover, the prompting pattern is fixed to a 34

variation of ReAct, limiting flexibility in customizing the prompt structure. Prompt optimizers, 35

such as DSPy (Khattab et al. 2023), optimize few-shot samples for in-context learning (ICL) and/or 36

instructions in the prompt 𝑝 . Unfortunately, they do not automatically select the prompting pat- 37

tern 𝐴 and do not return human-readable code. 38

We formulate the problem of finding a good pattern and corresponding prompt by defining and 39

then exploring a combined search space. We were inspired by the AutoML literature on combined 40

search spaces of machine-learning algorithms and their hyperparameters (Thornton et al. 2013), 41

except that (i) instead of discrete or continuous hyperparameters, we explore textual ICL samples, 42

instructions, and prompting patterns; (ii) instead of classification or regression tasks, we tackle 43
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generative tasks; and (iii) instead of model training or fine-tuning, we focus on in-context learning. 44

We assume a dataset with a validation set 𝐷valid, test set 𝐷test, as well as an example bank 𝐷train for 45

few-shot samples. As usual, to avoid over-fitting, we assume these are disjoint from each other. 46

The problem statement is to find 𝐴∗𝑝 = argmin

𝐴𝑝 ∈AP

L(𝐴𝑝 , 𝐷valid), where: 47

• 𝐴 ∈ A = {Zero-Shot, CoT, ReWOO, ReAct} is the prompting pattern, and 48

• 𝑝 = ⟨𝑛,𝑑train, instr⟩ ∈ P is the prompt, comprising a number 𝑛 ≤ |𝐷train | of few-shot samples, 49

the actual few-shot samples 𝑑train ∈ (𝐷train)𝑛 , and an instruction instr ∈ I . 50

To avoid getting stuck in local minima while saving compute and finding a solution with a low 51

loss, we explore the search space AP using successive halving (Jamieson et al. 2016). To make 52

the initial search space AP user-interpretable, and the final solution 𝐴∗𝑝 both human readable 53

and executable, we express them in a YAML-based prompting language, PDL (Vaziri et al. 2024). 54

PDL’s structured format makes it easy to modify both the initial search space and the optimized 55

program, and ensures the final solution remains directly executable. We introduce a library for 56

PDL that implements each of the common prompting patterns in A. The initial search space AP 57

is a YAML file with various choice points for AutoML to decide. And the solution 𝐴∗𝑝 is a custom- 58

tailored PDL program optimized for the given task, as given by the dataset and loss function. The 59

developer can read or even tweak either or both as desired. 60

We evaluate our optimizer on three tasks (question answering, math, and programming), using 61

six LLMs sized between 8B and 70B parameters. We find that the optimizer often gives accuracy 62

boosts in the 6–30% range, in some cases higher. Given the same task, different patterns𝐴 ∈ A do 63

best for different models. Conversely, given the samemodel, different patterns do best for different 64

tasks. Besides this variability in the chosen pattern 𝐴, our experiments also revealed variability 65

in the optimized prompts 𝑝 = ⟨𝑛,𝑑train, instr⟩. We also found that when training data for a task is 66

missing, data from a related but different dataset can help. Also, while most of our experiments use 67

moderate-sized open models, we also show our optimized solutions can benefit frontier models. 68

This paper makes three primary contributions: 69

1. Jointly searching pattern and prompt: prior work in prompt optimization has not investigated 70

searching joint search spaces, including agentic patterns. 71

2. No one size fits all: we find that different models sometimes have differing optimal prompt pat- 72

terns for the same benchmark, suggesting that there is not one single optimal prompt pattern. 73

3. Source-to-source optimization: we propose the first source-to-source optimizer for LLM prompt 74

programs, where both the initial search space and the final solution are prompt programs in the 75

same language, making the final solution both human-readable and executable. 76

Overall, this paper shows how to apply AutoML to automatically discover agentic or non- 77

agentic LLM prompts and patterns optimized for a given task. 78

2 Background 79

This paper uses PDL (Vaziri et al. 2024) as a representation for exploring the search space of pro- 80

grams. PDL programs are declarative and combine human readability with ease of execution. They 81

represent the composition of calls to LLMs and tools, abstracting away the plumbing necessary for 82

such compositions. The output of the optimizer is also a PDL program, rather than simple textual 83

prompts, so it is fully executable and could be further refined by a developer. 84

Figure 1 shows a simple PDL program that uses a tool to answer a query. PDL is based on the 85

premise that interactions with an LLM are mainly for the purpose of generating data. So, it allows 86

users to specify the shape of data to be generated in a declarative way (in YAML), and is agnostic 87
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1 text:
2 - role: tools
3 text: ${ tools }
4 - "Out of 1400 participants, 400 passed the test. What percentage is that?\n"
5 - def: actions
6 model: replicate/ibm-granite/granite-3.1-8b-instruct
7 parser: json
8 spec: [{ name: str, arguments: { expr: str }}]
9 - i f : ${ actions[0].name == "calc" }
10 then:
11 lang: python
12 code: result = ${ actions[0].arguments.expr }

Figure 1: Basic example of a PDL program.

of any programming language. The first line of Figure 1 specifies that we are creating some text. 88

The next block in the itemized list defines the tools prompt. Line 3 contains a use of variable tools, 89

expressed as a Jinja expression. This variable is defined as the JSON Schema specification of a 90

calculator tool (not shown in this figure, for the full program see Appendix A.1). Line 4 is the 91

user query prompt. We do not specify the role explicitly as this is the default role for prompts. 92

Lines 5 through 8 show a model call. In PDL, the background context is accumulated implicitly, 93

so the output of all blocks executed so far will be passed to the LLM as a list of input messages. 94

The result of the model call is assigned to the variable actions (line 5). The model to be called 95

is specified on line 6 (PDL is based on LiteLLM,
1
so this is a LiteLLM model id). Finally, lines 7 96

and 8 say that we parse the output of the model as JSON and type-check it according to the type 97

on line 8. Furthermore, when the inferencing server supports it, model calls with a schema use 98

constrained decoding (Willard et al. 2023), enforcing syntactically correct JSON.
2

99

On line 9, an if-statement checks whether the output of the LLM asks for the calculator tool. If 100

so, we use a Python code block to compute the requested tool call (lines 11 and 12). When we exe- 101

cute this program using the PDL interpreter, we obtain all the model inputs, followed by the model 102

output, and finally the output of the tool call. PDL has a rich set of control structures to allow writ- 103

ing a variety of prompting patterns, as well as functions to support libraries. For instance, Figure 3 104

shows a function call on line 4. In this paper, we consider the problem of automatically tuning 105

prompts and choosing prompting patterns for a given dataset. The following section explains our 106

approach in further detail. 107

3 AutoPDL Approach 108

Figure 2 gives an overview of our approach. Referring to the numbers in the arrows: 109

(1) The input task is given by two disjoint datasets 𝐷train and 𝐷valid and a loss function L. 110

The datasets comprise ⟨𝑥,𝑦⟩ instances, where 𝑥 is a question, 𝑦 is the corresponding answer, and 111

both are text strings. The loss function evaluates the quality of an answer 𝑦. (2) The search space 112

specification AP is a YAML file with the optimization variables and their possible values, along 113

with some hyperparameters. For example, num_demonstrations: [0, 3, 5] indicates that each candidate 114

will have zero, three, or five ICL samples randomly drawn from 𝐷train. In the case of zero demon- 115

strations, this is equivalent to the zero-shot baseline. If zero is an option, we bias our candidate 116

sampling to always include one zero-shot candidate, just in case that baseline turns out to be the 117

best-performing configuration. 118

(3) The pattern library consists of four PDL functions. Zero-shot is a baseline that simply 119

prompts the LLM with 𝑥 and expects it to return 𝑦. CoT refers to chain-of-thought (Wei et al. 120

2022) with in-context learning (Brown et al. 2020): the input includes a few 𝑥𝑖𝑦𝑖 pairs before the 121

actual question 𝑥 , and the output includes some reasoning thought tho before the actual answer 𝑦. 122

1
https://github.com/BerriAI/litellm

2
PDL additionally makes use of the heuristic json-repair package.
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variables:
prompt_pattern: [cot, react, rewoo]
num_demonstrations: [0, 3, 5]
system_prompt: [granite_tools, llama3, granite_llama]

initial_test_set_size: 16
max_test_set_size: 1000
num_candidates: 100
parallelism: 5

defs:
prompt_pattern: react
num_demonstrations: 5
system_prompt: granite_tools
demonstrations:

data:
- - question: Rita put a $120 elliptical machine […]
- thought: The down payment Rita made was […]
- action: '{"name":"Calculator","arguments":[…]'
- observation: 60
- […]

Figure 2: Overview of our approach.

ReWOO (Xu et al. 2023) refers to reasoning without observations. Here, the few-shot samples are 123

trajectories traj𝑖 , and the first LLM call generates reasoning thought tho and multiple actions act𝑖 . 124

The PDL code executes each of the actions as a tool call to obtain the corresponding observations 125

obs𝑖 . A final model call generates the answer 𝑦 based on the observations. Finally, the ReAct 126

pattern (Yao et al. 2023) starts with few-shot trajectory examples traj𝑖 and the question 𝑥 , then 127

enters a TAO (thought, action, observation) loop. In each loop iteration, the LLM generates tho 128

and act, then the PDL code executes the action as a tool call, and feeds the tool output back as an 129

observation obs. A special Finish action breaks out of the loop to return the answer 𝑦. 130

1 text:
2 - include: ../../tools.pdl
3 - include: ../../ReAct.pdl
4 - ca l l : ${ react }
5 def: ANSWER
6 args:
7 task: "Question: ${ question }"
8 model: ${ model }
9 tools: ${ tools }
10 trajectories: ${ demonstrations }
11 - "\nThe answer is ${ ANSWER.answer }"

Figure 3: Basic example of PDL program

using the ReAct pattern.

Once inputs (1), (2), and (3) are in place, the succes- 131

sive halving optimizer runs in a loop. The algorithm is 132

given § A.2. It starts with a small subset 𝐷𝑣 ⊂ 𝐷valid 133

and many candidates C = {𝑐1, . . . , 𝑐𝑘 } ⊆ AP sampled 134

from the search space. Each iteration uses 𝐷𝑣 to evalu- 135

ate the corresponding losses ℓ1, . . . , ℓ𝑘 . Then each iter- 136

ation keeps the
𝑘
2
candidates with the smallest L while 137

doubling the size of the validation subset 𝐷𝑣 . (4) After 138

the last iteration, the best remaining candidate is the so- 139

lution 𝐴∗𝑝 . This solution is a set of PDL definitions with 140

concrete values for the optimization variables, e.g., in 141

Figure 2, num_demonstrations: 5 and demonstrations: ... a list of 142

ReAct trajectories. (5) This program can be used on the test set 𝐷test. For instance, Figure 3 shows 143

a call to the ReAct function that passes ${demonstrations} from 𝐴∗𝑝 as an argument. 144

4 Methodology 145

This section describes the datasets used, the tools available to agents, and our experimental setup, 146

including how we construct agent trajectories that demonstrate tool use for each dataset. 147

4.1 Datasets 148

We selected datasets that are widely used in the literature, span diverse tools and domains, and 149

are representative of tool categories frequently studied in prior work (e.g., calculator, search, code 150
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execution). In our experiments, each dataset has three disjoint splits: 𝐷train to sample few-shot 151

samples from, 𝐷valid to evaluate candidates during optimization, and 𝐷test to evaluate the final 152

chosen solution upon completion of optimization. 153

GSM8K. The Grade School Math (Cobbe et al. 2021) dataset consists of over eight thousand grade 154

school math problems. We sample 1,000 problems without replacement from the train set to use as 155

our 𝐷valid set, and 1,000 from the test set to use as our 𝐷test. This leaves a 𝐷train of 6,449 problems. 156

Each problem consists of a word problem 𝑥 such as “What is fifteen more than a quarter of 48?”, a 157

sequence tho of reasoning steps, and finally a plain numeric answer𝑦 following a special delimiter. 158

For the CoT prompt pattern, we include these reasoning steps directly in the demonstrations. 159

GSM-Hard. Gao et al. (2023) introduce a derivative of GSM8K with variables randomly changed 160

to large numbers. We split the single set into equally sized 𝐷valid and 𝐷test (𝑛 = 594), and use the 161

GSM8K training set described above for 𝐷train (cross transfer). Unfortunately, GSM-Hard had 132 162

samples where the ground truth was incorrect, and hence we excluded those samples. 163

FEVER. FEVER (Thorne et al. 2018) is a question-answering dataset structured around fact ver- 164

ification. The original dataset contained 185,445 claims that are true, false, or unverifiable, and 165

associated with human annotated supporting, refuting, or neutral sentences and their Wikipedia 166

article of origin. We follow the widely used derivative of this benchmark in BIG-bench (Srivastava 167

et al. 2023), which reformulates it into a true-or-false task by removing unverifiable claims. We 168

sample 1,000 claims from the train set as 𝐷valid and 1,000 from the test set as 𝐷test. This leaves a 169

𝐷train of 5,676 claims. BIG-bench also does not include the supporting or refuting sentences, which 170

we recover by joining on the original dataset, for use e.g., as CoT demonstrations. 171

MBPP+. MBPP (Austin et al. 2021) is a dataset of mostly basic Python problems, with each exam- 172

ple consisting of a natural language problem specification 𝑥 for a self-contained function 𝑦, along 173

with a single test case. Each problem has an extended set of test cases used for evaluation, which 174

are not shown to the model. Liu et al. (2023) found that MBPP test cases are incomplete, allowing 175

proposed solutions to pass as correct, despite not matching the problem specification. Therefore, 176

our experiments are based on MBPP+, which contains a subset of the problems, but a more com- 177

plete set of test cases for each problem. Our ReAct implementation follows Wang et al. (2024). We 178

do not implement ReWOO as it is not reactive, i.e., cannot include execution feedback. 179

4.2 Tools 180

Our prompt library represents actions, i.e., tool calls, following the JSON tool calling schema (Ab- 181

delaziz et al. 2024). An action is represented as a JSON object with name and arguments mapping. 182

For example, {"action": "Calc", "arguments": {"expr": "48/4"}} represents a call to a calculator with the 183

expression to evaluate. The PDL functions implementing the patterns (see Figure 2) accept a list 184

of tool definitions as an argument. Each element of that list is itself a PDL function. As both the 185

agents and tools are implemented in PDL, the set of tools for a given task could itself be made a 186

search space dimension, which we leave to future work. 187

Calculator. For math datasets, we give the agentic approaches access to the Calc tool. This tool 188

evaluates a cleaned (e.g., replacement of ^ with ∗∗) expression with SymPy, returning the result. 189

In case of error, the function returns a warning that the expression was invalid, which may help 190

the agent recover from invalid input. 191

Search. For fact verification, we provide access to the Search tool, which returns the summary 192

of the first Wikipedia search result for the query. If no results are found, a hint to try again is 193

returned, or if the title is too ambiguous, a list of possible disambiguations. 194

5
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Execute. We implement a programming agent for the code generation task, which can execute 195

arbitrary code surrounded in XML-style <execute> tags. This tool executes the code in a Python 196

shell, which returns the result of the final expression. This allows the agent to test its proposed 197

solution against the given test case before submitting its solution. 198

Finish. The most basic action is the Finish action, or <solution> tag for the coding agent. This 199

ends the agent’s trajectory and results in the agent returning the value as the solution. 200

4.3 Experimental Setup 201

We evaluate the efficacy of our approach by running an optimization process to completion for 202

each model & dataset pair, and subsequently comparing the task accuracy. As a baseline, we 203

evaluate each model in a zero-shot setting. This setting reflects the minimal effort approach by a 204

user or developer, where they do not include any demonstrations with their query or task. As no 205

model we investigate was specifically trained to create agentic trajectories in a zero-shot setting, 206

it is not feasible to create a zero-shot setting under ReAct or ReWOO. 207

For the optimization process, we used an initial candidate set C of 100 candidates per experi- 208

ment. We fixed the size of the initial validation subset 𝐷𝑣 ⊂ 𝐷valid to 16, and the reduction factor 209

𝜂 to 2. We define L(𝑐𝑖 , 𝐷𝑣) = −Accuracy(𝑐𝑖 , 𝐷𝑣) for a given candidate 𝑐𝑖 . Additionally, a variable 210

Demonstrations that holds the demonstrations or trajectories, defined as𝐷𝑡 ⊂ 𝐷train where |𝐷𝑡 | = 211

number of demonstrations, is sampled with replacement for each candidate. The number of pos- 212

sible values for Demonstrations is combinatorially large and depends on the dataset 𝐷train used. 213

Finally, upon completion of an optimization process, the optimal candidate is evaluated on 𝐷𝑡𝑒𝑠𝑡 . 214

Constructing Trajectories. As we are also optimizing over agentic trajectories, we also need a 215

set of trajectories to sample few-shot samples from. To achieve this, we create a basic agentic 216

trajectory traj𝑖 for each training example ⟨𝑥𝑖 , 𝑦𝑖⟩, following a rule-based transformation. We design 217

and apply a template to each dataset, which is relatively simple and easy to implement for other 218

datasets (details are provided in § A.4). Prior work has introduced approaches to bootstrapping 219

trajectories e.g., in software engineering (Pan et al. 2024), tool use demonstrations (Li et al. 2025), 220

and reasoning paths (Zelikman et al. 2022), which could be applied to this problem. While we 221

acknowledge the shortcomings of manual template construction, we argue this approach has two 222

strengths: it is generalizable in the sense that templates can be mixed and matched, and that 223

the trajectories are directly based on the datasets used. Additionally, we wanted to work with 224

commonly used datasets that cover a variety of tools and domains, rather than emerging datasets 225

containing trajectories or tool use demonstrations. 226

Models. We aim to study models of various abilities, e.g., natural language or code, various cre- 227

ators, and various sizes, ranging from single digit billions of parameters, up to the edge of feasibility 228

on consumer hardware. We include six models available on inference service IBM watsonx in our 229

study. We select two generalist natural language models, Llama 3.1 8B and Llama 3.1 70B, from 230

the open-source and widely studied LLaMa family (Dubey et al. 2024). We further select three 231

models from Mishra et al. (2024), which predate Dubey et al. (2024) by approximately 3 months. 232

We select Granite 13B Instruct V2 as a generalist model, and Granite 20B and 34B Code In- 233

struct as code models. The number of models we evaluate is limited by cost in $/token terms and 234

execution time. By studying various models, we demonstrate the generalizability of our approach. 235

Alternative Setups. We evaluate two alternative experimental setups. First, to investigate low- 236

resource scenarios, we examine whether performance on one dataset can be improved by using 237

demonstrations𝐷train from a similar dataset, while optimizing w.r.t. 𝐷valid. For this experiment, we 238

investigate whether performance on GSM-Hard can be improved by using demonstrations from 239

GSM8K, while optimizing w.r.t. GSM-Hard 𝐷valid. Second, to explore saving optimization costs, 240
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we assess whether optimized prompt programs of one model can transfer well to a frontier model. 241

The intuition is that while that might not be the best program for the frontier model, it might at 242

least improve somewhat over the baseline. To this end, we evaluate the optimized PDL programs 243

of LLaMa 3.1 70B on OpenAI’s gpt-4o-mini-2024-07-18, for each dataset. 244

5 Results 245

This section describes the results of our empirical study to evaluate our AutoPDL approach and 246

answer the following research questions: 247

RQ 1: To what extent does AutoPDL improve accuracy, and how much does the best solution vary by

task and model?
248

RQ1 asks to what degree our AutoPDL approach can improve model performance over their 249

zero-shot baseline across a variety of commonly used benchmarks. We also seek to identify trends, 250

if any, in optimal configurations, e.g., whether more few-shots is always better, or whether certain 251

prompt patterns are particularly suited to certain problem domains. 252

RQ 2: CanAutoPDLmake up for amissing few-shot example bank for a given task by reusing the example

bank from a similar task?
253

RQ2 investigates whether optimizing on one dataset using demonstrations from another, re- 254

lated, dataset can result in higher performance than using no demonstrations (zero-shot). This RQ 255

addresses a low-resource scenario in which a limited pool of demonstrations exists in one dataset, 256

but a dataset from a similar domain has a large pool. 257

RQ 3: Do solutions found by AutoPDL improve performance on frontier models, even when optimized

for open-source models?

258

It can be expensive to run optimization against commercial frontier-model APIs. RQ3 assesses 259

whether optimized prompt programs are transferable to different (and likely stronger) models than 260

those they were optimized with. 261

Table 1 reports the results of our optimization and evaluation procedure. Across models and 262

datasets, we generally find some improvement over the zero-shot baseline with few-shot chain- 263

of-thought, or agentic patterns ReAct or ReWOO. 264

FEVER. We observed the minimum improvement in Granite 3.1 8B, with a 0.7 percentage 265

point (pp) improvement, and a maximal improvement of 68.9pp for Granite 13B Instruct V2. 266

In terms of prompt pattern, CoT and ReWOO are represented, with CoT being the most frequent. 267

ReAct was not the optimal for any of the models. Interestingly, the largest model (LLaMa 3.1 268

70B) benefited by 56.6pp from 3-shot CoT. FEVER runtimes are generally higher than the other 269

benchmarks, likely due to the large number of tokens involved by including Wikipedia content. 270

GSM8K. The highest improvement recorded (12.7pp) was for LLaMa 3.1 70B using 5-shot CoT, 271

while the minimum improvement of 1.3pp was inGranite 3.1 8B using 5-shot ReAct. ReWOOwas 272

not the optimal for any model. For Granite 20B Code and Granite 34B Code, no improvement 273

over the zero-shot baseline was identified. This was somewhat surprising, as generally including 274

even some few-shot samples improves performance in LLMs. 275

MBPP+. The majority of models benefited from execution feedback, as 4 out of 6 had ReAct as the 276

optimal prompt pattern (ReWOO was excluded as described in § 4.3). The greatest improvement 277

of 8pp was in Granite 13B Instruct V2, likely due to its poor programming performance as 278

a generalist, non-code model. In contrast, the smaller LLaMa 3.1 8B model had high zero-shot 279

performance of 61.2%, yet still improved by 6.2pp with ReAct. No improvement was observed for 280

Granite 3.1 8B and LLaMa 3.1 70B. 281
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Dataset Model
Accuracy

Pattern Runtime
(HH:mm)Zero-Shot Optimized Delta

FEVER

Granite 3.1 8B 78.3% 79.0% +0.7pp ReWOO (5 shot) 08:55

Granite 13B Instruct V2 6.5% 75.4% +68.9pp ReWOO (3 shot) 08:12

Granite 20B Code 39.7% 64.2% +24.5pp CoT (3 shot) 05:06

Granite 34B Code 56.4% 65.6% +9.2pp CoT (3 shot) 03:47

LLaMA 3.1 8B 68.5% 78.0% +9.5pp CoT (3 shot) 05:24

LLaMA 3.1 70B 29.7% 86.3% +56.6pp CoT (3 shot) 04:57

GSM8K

Granite 3.1 8B 74.5% 75.8% +1.3pp ReAct (5 shot, Granite Tools) 01:29

Granite 13B Instruct V2 23.2% 30.3% +7.1pp CoT (5 shot) 02:24

Granite 20B Code 68.8% 68.8% +0.0pp Zero-Shot (Baseline) 05:06

Granite 34B Code 72.3% 72.3% +0.0pp Zero-Shot (Baseline) 03:19

LLaMA 3.1 8B 78.4% 84.8% +6.4pp CoT (3 shot) 03:24

LLaMA 3.1 70B 82.1% 94.8% +12.7pp CoT (5 shot) 04:09

MBPP+

Granite 3.1 8B 68.8% 68.8% +0.0pp Zero-Shot (Baseline) 02:07

Granite 13B Instruct V2 10.7% 18.8% +8.0pp ReAct (3 shot) 02:55

Granite 20B Code 57.6% 60.7% +3.1pp ReAct (5 shot) 02:57

Granite 34B Code 58.9% 59.8% +0.9pp ReAct (3 shot) 04:52

LLaMA 3.1 8B 61.2% 67.4% +6.2pp ReAct (5 shot) 01:25

LLaMA 3.1 70B 73.2% 73.2% +0.0pp Zero-Shot (Baseline) 01:38

Table 1: Model accuracies across datasets for baseline (zero-shot) and optimized versions.

Dataset Model
Accuracy

Pattern Runtime
(HH:mm)Zero-Shot Optimized Delta

GSM-Hard

Granite 3.1 8B 44.0% 44.0% +0.0pp Zero-Shot (Baseline) 04:57

Granite 13B Instruct V2 4.4% 5.6% +1.2pp CoT (3 shot) 03:30

Granite 20B Code 28.8% 28.8% +0.0pp Zero-Shot (Baseline) 08:26

Granite 34B Code 27.9% 30.0% +2.0pp ReWOO (5 shot) 05:49

LLaMA 3.1 8B 31.6% 32.3% +0.7pp ReWOO (5 shot) 04:44

LLaMA 3.1 70B 46.6% 56.6% +9.9pp ReAct (5 shot, Granite LLaMa) 06:10

Table 2: Model accuracies on GSM-Hard for cross optimization experiment.

Missing Few-Shot Example Bank. We optimized the PDL program for GSM-Hard, using GSM8K 282

demonstrations, and report results in Table 2. We found that inmost cases, GSM8K demonstrations 283

were at least not harmful for models on GSM-Hard, with up to 9.9pp improvement for LLaMa 3.1 284

70B using 5-shot ReAct (Granite LLaMa instructions). As the largest evaluated model, LLaMa 3.1 285

70B likely generalizes best and makes effective use of the calculator tool. 286

Dataset Model
Accuracy

Pattern
Zero-Shot Optimized Delta

FEVER GPT-4o-mini 83.7% 87.7% +4.0pp CoT (3 shot)

GSM-Hard GPT-4o-mini 45.6% 54.9% +9.3pp ReAct (5 shot, Granite LLaMa)

GSM8K GPT-4o-mini 77.8% 90.9% +13.1pp CoT (5 shot)

MBPP+ GPT-4o-mini 72.3% 72.3% +0.0pp Zero-Shot (Baseline)

Table 3: Model Accuracy for GPT-4o-mini cross experiment results

Commercial Frontier Model. To assess whether performance gains in one model can be 287

achieved in another, we evaluate the optimized PDL programs of LLaMa 3.1 70B on OpenAI’s 288

gpt-4o-mini-2024-07-18 and report results in Table 3. For all dataset/prompt pattern pairs which 289

resulted in improvement for LLaMa 3.1 70B, we found a surprising improvement in GPT4o-mini 290

of at least 4pp on FEVER using 3-shot CoT, 9.3pp on GSM-Hard (using GSM8K demonstrations) 291

with 5-shot ReAct (Granite LLaMa instructions), and up to 13.1pp on GSM8K using 5-shot CoT. 292

This suggests that optimizing for an open-source model can also benefit a closed-source model. 293
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6 Related Work 294

The closest related work is on prompt optimization. APE starts with an LLM-generated set of can- 295

didate prompts, then performs rejection sampling based on evaluation on a subset of data (Zhou 296

et al. 2023). Unlike our approach, APE does not optimize few-shot samples. CEDAR uses a demon- 297

stration pool, from which it retrieves few-shot examples at query time (Nashid et al. 2023). Unlike 298

our approach, these few-shot samples are retrieved on a per-inference basis, not optimized ahead- 299

of-time. DSPy optimizes instructions and few-shot samples for a chain of LLM calls (Khattab et al. 300

2023) (not just a single call like APE or CEDAR). Also, DSPy takes away control over the exact 301

prompt from the programmer, which our approach preserves. Similarly to DSPy, TextGrad also 302

optimizes a chain of LLM calls, by using LLMs to back-propagate modifications to instructions 303

in prompts (Yuksekgonul et al. 2024). However, unlike our approach, neither of these optimize 304

agentic patterns. EvoAgent optimizes the instructions of a population of agents via crossover, 305

mutation, and selection (Yuan et al. 2024). It then forms an ensemble from the final, fittest, popu- 306

lation. GPTSwarm represents each agent as a graph, then freezes intra-agent edges and optimizes 307

the placement of additional inter-agent edges (Zhuge et al. 2024). Unlike our approach, neither 308

EvoAgent nor GPTSwarm optimize the agentic pattern inside individual agents, nor do they opti- 309

mize few-shot samples. 310

Another closely related field of study is AutoML. Auto-sklearn (Feurer et al. 2015) used 311

Bayesian optimization to jointly perform both algorithm selection and hyperparameters of a scikit- 312

learn pipeline (Buitinck et al. 2013). While different, we see some analogy between algorithms and 313

agentic patterns, and between hyperparameters and few-shot samples. DAUB first evaluates many 314

candidate models on a small amount of data, then successively reduces candidates and increases 315

data to ultimately pick a strong model (Sabharwal et al. 2016). While both randomized search and 316

Bayesian optimization are popular in AutoML, there are also more intricate approaches. For in- 317

stance, TPOT uses genetic algorithms (Olson et al. 2016), and AlphaD3M uses Monte-Carlo tree 318

search (Drori et al. 2018). We chose to start with a simpler technique that depends less on a well- 319

behaved optimization space. 320

7 Conclusion 321

We present our AutoPDL approach for jointly optimizing prompting patterns and textual prompts 322

for large language models, addressing the challenges associated with manual prompt engineering. 323

By formulating the optimization as a discrete search over both agentic and non-agentic patterns, 324

combined with instructions and few-shot samples, we leveraged successive halving to efficiently 325

navigate this search space. Our evaluation across various datasets (FEVER, GSM8K, GSM-Hard, 326

and MBPP+) and multiple models (LLaMA, Granite, GPT4o-mini) demonstrates substantial accu- 327

racy improvements, up to 68.9 percentage points, and affirms that no single prompting strategy 328

universally outperforms others across tasks and models. Additionally, generating code in a YAML- 329

based prompt programming language (PDL) makes it executable, easy to modify, and readable by 330

humans, supporting practical adoption and adaptation. 331
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A Supplemental Material 445

A.1 Tool Calling Code 446

1 description: tool use
2 defs:
3 tools:
4 data:
5 - name: calc
6 description: Calculator function
7 arguments:
8 expr:
9 type: string
10 description: Arithmetic expression to calculate
11 text:
12 - role: system
13 text: You are Granite, developed by IBM. You are a helpful AI assistant
14 with access to the following tools. When a tool is required to answer
15 the user's query, respond with <|tool_call|> followed by a JSON list of
16 tools used. If a tool does not exist in the provided list of tools,
17 notify the user that you do not have the ability to fulfill the request.
18 contribute: [context]
19 - role: tools
20 text: ${ tools }
21 contribute: [context]
22 - "Out of 1400 participants, 400 passed the test. What percentage is that?\n"
23 - def: actions
24 model: replicate/ibm-granite/granite-3.1-8b-instruct
25 parser: json
26 spec: [{ name: str, arguments: { expr: str }}]
27 - "\n"
28 - i f : ${ actions[0].name == "calc" }
29 then:
30 lang: python
31 code: result = ${ actions[0].arguments.expr }

Figure 4: Basic example of a PDL program.

A.2 Optimization 447

Algorithm 1 Successive Halving for PDL Optimization

Require: Program candidate set C, validation dataset 𝐷valid, initial validation subset size 𝑣min, re-

duction factor 𝜂 > 1

1: 𝑣 ← 𝑣min

2: while |C | > 1 and 𝑣 ≤ |𝐷valid | do
3: for each candidate 𝑐𝑖 ∈ C do
4: Compute loss ℓ𝑖 ← L(𝑐𝑖 , 𝐷𝑣), where 𝐷𝑣 ⊂ 𝐷valid and |𝐷𝑣 | = 𝑣

5: end for
6: C ← top ⌈|C |/𝜂⌉ candidates with lowest loss

7: 𝑣 ← 2 · 𝑣
8: end while
9: return Candidate in C with lowest loss

Figure 5: Illustration of the Successive Halving algorithm used to optimize the PDL program by prun-

ing poor candidates on progressively larger validation subsets.
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Figure 5 describes our optimization algorithm, based on successive halving (Jamieson et al. 448

2016). The algorithm accepts a candidate set sampled from possible configurations and demon- 449

strations, a validation dataset to optimize against, an initial validation subset size, and a reduction 450

factor. AutoPDL allows the user to specify these options in a YAML configuration file, and ulti- 451

mately saves its result as a PDL program. This source-to-source transformation enables the user 452

to modify both the search space, and the resulting optimized PDL program, allowing further mod- 453

ification and execution. 454

A.3 Search Space 455

The search space is the Cartesian product of the following discrete variables, each taking one value 456

per candidate: 457

(1) 𝐴 ∈ A = {Zero-Shot, CoT, ReWOO, ReAct}, i.e., the overall prompting pattern to apply. 458

(2) Number of demonstrations ∈ 0, 3, 5. We selected these options as a representative sweep 459

across no supervision, moderate few-shot use, and an upper-end case (in terms of token win- 460

dow). We limited the search space to three options to avoid combinatorial explosion and limit 461

experiment cost. 462

(3) If𝐴 = ReAct, System prompt ∈ Granite Tools, LLaMa 3, Granite LLaMa. As the system prompt 463

instructs the model how to format tool calls, it only has an effect on benchmarks with JSON 464

tool calling (FEVER, GSM8K, and GSM-Hard) for candidates with the ReAct prompt pattern. 465

We note that only for MBPP+, ReWOO is not included as a prompt pattern, and that we always 466

include two trajectories displaying iterative refinement, i.e., an example of an solution failing 467

the example test case, followed by a passing solution, in line with Wang et al. (2024). This 468

effectively increases the number of trajectories to |𝑡𝑟𝑎 𝑗 | + 2. 469

A.4 Agent Trajectory Construction 470

To achieve this, we create a basic agentic trajectory traj𝑖 for each training example ⟨𝑥𝑖 , 𝑦𝑖⟩, follow- 471

ing a rule-based transformation outlined below. 472

GSM8K. To demonstrate tool use in ReAct, we instead derive a trajectory traj as follows. We 473

exploit the fact that there is at most one expression per reasoning step, by iterating through the 474

steps. At each step, we append a ‘thought’ to the trajectory, consisting of the text leading up to 475

the math expression, concatenated with a reflection ‘I need to calculate’. We append a calculator 476

tool call with the expression, and an ‘observation’, i.e., the result of the expression. Finally, we 477

append a thought ‘The answer is ...’, containing the ground truth answer, followed by the finish 478

action with the answer. We follow the same procedure to create ReWOO trajectories, except we 479

use slightly different wording, e.g., ‘Calculate xyz’ in place of ‘I need to calculate xyz’, and omit 480

the final thought and action. Additionally, we use string substitution to replace any assumed 481

expression results in the trajectory with the corresponding variable. 482

FEVER. To produce agent trajectories, we iterate over each article associated with a claim, append 483

a thought ‘I need to search for ...’, followed by the action, an observation containing the article 484

summary, and finally a thought containing all the relevant sentences associated with that article 485

for that claim, which we repeat for each article associated with a claim. This procedure is not 486

ideal as there is no inherent order to the articles or sentences, even though there may be a natural 487

ordering following the annotator’s Wikipedia navigation. Finally, we append a thought ‘The claim 488

is true/false’ and the finish action, both with the ground truth answer. For chain-of-thought, we 489

perform the same procedure except we only include the concatenated evidence sentences, as there 490

is no tool use. 491
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MBPP+. To generate sample agent trajectories from the training set, we follow the agent pattern 492

(without feedback) in-context examples by Wang et al. (2024), which consists of the problem 𝑥 , a 493

thought such as “The intersection is elements that are in both lists”, an execute action that contains 494

proposed code and an assertion calling the proposed method with the test case input from the 495

prompt and comparing its output. This is then followed by an observation containing the execution 496

result, i.e., either “[Executed Successfully with No Output]” or a stack traceback. This allows 497

the agent to iterate on solutions (up to five times in our implementation). We use the full MBPP 498

train set of 374 problems as 𝐷train, and split the MBPP+ dataset into 𝐷valid and 𝐷test based on 499

problem id membership in MBPP, leaving 39 and 224 validation and test problems respectively. 500

To generate synthetic trajectories from the training set, we start with the natural language 501

specification and single test case (the prompt), append the thought “I should run a solution on 502

the test case before proposing a solution.”, followed by the ground truth solution and substitute 503

in the prompt test case following the pattern [solution]res = ...; assert res == ..., 504

”Expected ... but got ”.format(res). Subsequently, we append the observation “[Executed 505

Successfully with No Output]”, the thought “There is no more AssertionError. I can 506

now submit the solution.”, and finally the solution action with the ground truth solution. 507

This naive approach allows us to provide demonstration trajectories, albeit simplistic ones that 508

assume the first solution is correct. Sampling a reflection or thought from a strong model may 509

be beneficial (Li et al. 2025), but we restrict our trajectories to rule based transformations. As 510

ReWOO is not reactive, i.e., without execution feedback, it does not make sense for MBPP. Hence, 511

we exclude it from our experiments. 512

A.5 Results Plot 513
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Figure 6: Comparison of optimized prompt program performance across models and datasets. Each

barbell shows the accuracy improvement, if any, over the zero-shot baseline.

In Figure 6, we visualize the results from Table 1 and Table 2. 514
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A.6 Accuracy vs. iterations 515
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Figure 7: Accuracy vs. iterations with 95% CI.

In Figure 7, we visualize the accuracy across candidates versus the iterations of the optimiza- 516

tion process, including a 95% confidence interval depicting the spread in accuracy across candi- 517

dates. As the iterations increase, the number of candidates decreases, while the size of the valida- 518

tion set 𝐷𝑣 increases. 519
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