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ABSTRACT

How to extract as much learning signal from each trajectory data has been a key
problem in reinforcement learning (RL), where sample inefficiency has posed
serious challenges for practical applications. Recent works have shown that using
expressive policy function approximators and conditioning on future trajectory
information – such as future states in hindsight experience replay (HER) or returns-
to-go in Decision Transformer (DT) – enables efficient learning of multi-task
policies, where at times online RL is fully replaced by offline behavioral cloning
(BC), e.g. sequence modeling. We demonstrate that all these approaches are doing
hindsight information matching (HIM) – training policies that can output the rest
of trajectory that matches some statistics of future state information. We present
Generalized Decision Transformer (GDT) for solving any HIM problem, and show
how different choices for the feature function and the anti-causal aggregator not
only recover DT as a special case, but also lead to novel Categorical DT (CDT)
and Bi-directional DT (BDT) for matching different statistics of the future. For
evaluating CDT and BDT, we define offline multi-task state-marginal matching
(SMM) and imitation learning (IL) as two generic HIM problems, propose a
Wasserstein distance loss as a metric for both, and empirically study them on
MuJoCo continuous control benchmarks. Categorical DT, which simply replaces
anti-causal summation with anti-causal binning in DT, enables arguably the first
effective offline multi-task SMM algorithm that generalizes well to unseen (and
even synthetic) multi-modal reward or state-feature distributions. Bi-directional
DT, which uses an anti-causal second transformer as the aggregator, can learn to
model any statistics of the future and outperforms DT variants in offline multi-task
IL, i.e. one-shot IL. Our generalized formulations from HIM and GDT greatly
expand the role of powerful sequence modeling architectures in modern RL.

1 INTRODUCTION

Reinforcement learning (RL) suffers from the problem of sample inefficiency, and a central question
is how to extract as much learning signals, or constraint equations (Pong et al., 2018; Tu & Recht,
2019; Dean et al., 2020), from each trajectory data as possible. As dynamics transitions and Bellman
equation provide a rich source of supervisory objectives and constraints, many algorithms combined
model-free with model-based, and policy-based with value-based in order to achieve maximal sample
efficiency, while approximately preserving stable, unbiased policy learning (Heess et al., 2015; Gu
et al., 2016; 2017; Buckman et al., 2018; Pong et al., 2018; Tu & Recht, 2019).

Orthogonal to these, in the recent years we have seen a number of algorithms that are derived
from different motivations and frameworks, but share the following common trait: they use future
trajectory information τt:T to accelerate optimization of a contextual policy π(at|st, z) with
context z with respect to a parameterized reward function r(st,at, z) (see Section 3 for notations).
These hindsight algorithms have enabled Q-learning with sparse rewards (Andrychowicz et al.,
2017), temporally-extended model-based RL with Q-function (Pong et al., 2018), mastery of 6-DoF
object manipulation in cluttered scenes from human play (Lynch et al., 2019), efficient multi-task
RL (Eysenbach et al., 2020; Li et al., 2020), offline self-supervised discovery of manipulation
primitives from pixels (Chebotar et al., 2021), and offline RL using return-conditioned supervised
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learning with transformers (Chen et al., 2021a; Janner et al., 2021). We derive a generic problem
formulation covering all these variants, and observe that this hindsight information matching
(HIM) framework, with behavioral cloning (BC) as the learning objective, can learn a conditional
policy to generate trajectories that each satisfy any properties, including distributional.

Given this insight and recent casting of RL as sequence modeling (Chen et al., 2021a; Janner et al.,
2021), we propose Generalized Decision Transformer (GDT), a family of algorithms for future
information matching using hindsight behavioral cloning with transformers, and greatly expand
the applicability of transformers and other powerful sequential modeling architectures within RL
with only small architectural changes to DT. In summary, our key contributions are:

• We introduce hindsight information matching (HIM) (Section 4, Table 1) as a unifying view
of existing hindsight-inspired algorithms, and Generalized Decision Transformers (GDT) as a
generalization of DT for RL as sequence modeling to solve any HIM problem (Figure 1).

• Inspired by distribution RL (Bellemare et al., 2017; Dabney et al., 2018) and state-marginal
matching (SMM) (Lee et al., 2020; Ghasemipour et al., 2020; Gu et al., 2021), we define offline
multi-task SMM problems, propose Categorical DT (CDT) (Section 5), validate its empirical
performance to match feature distributions (even generalizing to a synthetic bi-modal target
distribution at times), and construct the first benchmark tasks for offline multi-task SMM.

• Inspired by one-shot imitation learning (Duan et al., 2017; Finn et al., 2017; Dasari & Gupta,
2020), we define offline multi-task imitation learning (IL), propose a Wasserstein-distance
evaluation metric, develop Bi-directional DT (BDT) as a fully expressive variant of GDT
(Section 5), and demonstrate BDT’s competitive performance at offline multi-task IL.

Method Φ(s,a) Aggregator
DT (Chen et al., 2021a) r(s, a) Summation
DT-X (Section 5.3) Learned Summation
CDT (Section 5.2) r(s, a) or any Binning
BDT (Section 5.4) Learned Transformer

Figure 1: Generalized Decision Transformer (GDT), where the figure is a minor generalization of the DT
architecture (Chen et al., 2021a) and the table summarizes how it leads to different classes of algorithms
with only small architectural changes. If the feature function �(s; a) is reward r(s; a) and the anti-causal
aggregator is 
-discounted summation, we recover DT for offline RL. If the aggregator is binning, we get
Categorical DT (CDT) for offline multi-task state-marginal matching. If the aggregator is a second transformer,
we get Bi-directional DT (BDT) for offline multi-task imitation learning (IL), or equivalently one-shot IL. The
choices of �(s; a) and the aggregator together decide I�(�) in Hindsight Information Matching (HIM) objective
discussed in Section 4 and Table 1, where conversely GDT can essentially solve any HIM problem with proper
choices of � and aggregator.

2 RELATED WORK

Hindsight Reinforcement Learning and Behavior Cloning Hindsight techniques (Kaelbling,
1993; Andrychowicz et al., 2017; Pong et al., 2018) have revolutionized off-policy optimization
with respect to parameterized reward functions. Two key insights were (1) for off-policy algorithms
such as Q-learning (Mnih et al., 2015; Gu et al., 2016) and actor-critic methods (Lillicrap et al.,
2016; Haarnoja et al., 2018; Fujimoto et al., 2018; Furuta et al., 2021a), the same transition samples
can be used to learn with respect to any reward parameters, as long as the reward function is
re-computable, i.e. “relabel”-able, like goal reaching rewards, and (2) if policy or Q-functions
are smooth with respect to the reward parameter, generalization can speed up learning even with
respect to “unexplored” rewards. In goal-based RL where future states can inform “optimal” reward
parameters with respect to the transitions’ actions, hindsight methods were applied successfully to
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enable effective training of goal-based Q-function for sparse rewards (Andrychowicz et al., 2017),
derive exact connections between Q-learning and classic model-based RL (Pong et al., 2018), data-
ef�cient off-policy hierarchical RL (Nachum et al., 2018), multi-task RL (Eysenbach et al., 2020; Li
et al., 2020), of�ine RL (Chebotar et al., 2021), and more (Eysenbach et al., 2021; Choi et al., 2021;
Ren et al., 2019; Zhao & Tresp, 2018; Ghosh et al., 2021; Nasiriany et al., 2021). Additionally, Lynch
et al. (2019) and Gupta et al. (2018) have shown that often BC is suf�cient for learning generalizable
parameterized policies, due to rich positive examples from future states, and most recently Chen et al.
(2021a) and Janner et al. (2021), when combined with powerful transformer architectures (Vaswani
et al., 2017), it produced state-of-the-art of�ine RL and goal-based RL results. Lastly, while motivated
from alternative mathematical principles and not for parameterized objectives, future state information
was also explored as ways of reducing variance or improving estimations for generic policy gradient
methods (Pinto et al., 2017; Guo et al., 2021; Venuto et al., 2021).

Distributional Reinforcement Learning and State-Marginal Matching Modeling the full distri-
bution of returns instead of the averages led to the development of distributional RL algorithms (Belle-
mare et al., 2017; Dabney et al., 2018; 2020; Castro et al., 2018; Barth-Maron et al., 2018) such as
Categorical Q-learning (Bellemare et al., 2017). While our work shares techniques such as discretiza-
tion and binning, these works focus on optimizing a non-conditional reward-maximizing RL policy
and therefore our problem de�nition is closer to that of state-marginal matching algorithms (Hazan
et al., 2019; Lee et al., 2020; Ghasemipour et al., 2020; Gu et al., 2021), or equivalently inverse RL
algorithms (Ziebart et al., 2008; Ho & Ermon, 2016; Finn et al., 2016; Fu et al., 2018; Ghasemipour
et al., 2020) whose connections to feature-expectation matching have been long discussed (Abbeel
& Ng, 2004). However, those are often exclusively online algorithms even sample-ef�cient vari-
ants (Kostrikov et al., 2019), since density-ratio estimations with either discriminative (Ghasemipour
et al., 2020) or generative (Lee et al., 2020) approach requires on-policy samples, with a rare excep-
tion of Kostrikov et al. (2020). Building on the success of DT and brute-force hindsight imitation
learning, our Categorical DT is to the best our knowledge the �rst method that benchmarks of�ine
state-marginal matching problem in the multi-task settings.

RL and Imitation Learning as Sequence Modeling When scaled to the extreme levels of data and
computing, sequence models such as transformers (Vaswani et al., 2017) can train models to master
an impressive range of capabilities in natural language processing and computer vision (Devlin et al.,
2019; Radford et al., 2019; Brown et al., 2020; Radford et al., 2021; Ramesh et al., 2021; Chen
et al., 2021b; Bommasani et al., 2021; Dosovitskiy et al., 2020). Comparing to their popularity
in other areas, the adoption of transformers or architectural innovations in RL have been slow,
partially due the dif�culty of using transformers over temporal scales for online RL (Parisotto et al.,
2020). Recent successes have focused on processing variable-length per-timestep information such
as morphology (Kurin et al., 2021), sensory information (Tang & Ha, 2021), one-shot or few-shot
imitation learning (Dasari & Gupta, 2020), or leveraged of�ine learning (Chen et al., 2021a; Janner
et al., 2021). Our formulation enables sequence modeling to solve novel RL problems such as state-
marginal matching with minimal architectural modi�cations to DT, greatly expanding the impacts of
transformers and other powerful sequence models in RL.

3 PRELIMINARIES

We consider a Markov Decision Process (MDP) de�ned by the tuple of action spaceA, state space
S, transition probability functionp(s0js; a), initial state distributionp(s0), reward functionr (s; a),
and discount factor
 2 (0; 1]. In deep RL, a policy that maps the state space to the action space is
parameterized by the function approximators,� � (ajs)1. The RL objective is given by:

L RL(� ) =
1

1 � 

Es� � � (s) ;a � � ( �j s) [r (s; a)] (1)

wherep�
t (s) =

RR
s0: t ;a 0: t � 1

Q
t p(st jst � 1; at � 1)� (at jst ) and� � (s) = (1 � 
 )

P
t 0 
 t 0

p�
t 0(st 0 = s)

are short-hands for time-aligned and time-aggregated state marginal distributions following policy� .

1For simplicity of notations, we write Markovian policies; however, such notations can easily apply to
non-Markov policies such as Decision Transformer (Chen et al., 2021a) by converting to an augmented MDP
consisting of pastN states, whereN is the context window of DT.
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3.1 STATE MARGINAL MATCHING

State marginal matching (SMM) (Lee et al., 2020; Hazan et al., 2019; Ghasemipour et al., 2020) has
been recently studied as an alternative problem speci�cation in RL, where instead of stationary-reward
maximization, the objective is to �nd a policy minimizing the divergenceD between its state marginal
distribution� � (s) to a given target distributionp� (s)2:

L SMM(� ) = � D (� � (s); p� (s)) (2)

whereD is a divergence measure such as Kullback-Leibler (KL) divergence (Lee et al., 2020; Fu
et al., 2018) or, more generally, somef -divergences (Ghasemipour et al., 2020). For the target
distributionp� (s), Lee et al. (2020) set a uniform distribution to enhance the exploration over the
entire state space; Ghasemipour et al. (2020) and Gu et al. (2021) set through scripteddistribution
sketchesto generate desired behaviors; and adversarial inverse RL methods (Ho & Ermon, 2016;
Fu et al., 2018; Ghasemipour et al., 2020; Kostrikov et al., 2020) set as the expert data for imitation
learning. Notably, unlike the RL objective in Eq.1, SMM objectives like Eq.2 no longer depend on
task rewards and are only functions of state transition dynamics and target state distribution.

3.2 PARAMETERIZED RL OBJECTIVES

Lastly, we discuss the basis for methods like HER and TDM (Andrychowicz et al., 2017; Pong et al.,
2018), LfP (Lynch et al., 2019), and return-conditioned or upside-down RL (Srivastava et al., 2019;
Kumar et al., 2019; Chen et al., 2021a; Janner et al., 2021): parameterized RL objectives. Given
parameterized reward functions with parameterz 2 Z , a conditional policy� (ajs; z) is learned with
respect to multiple values ofz simultaneously weighted byp(z). As examples, the RL objective
in Eq.1 becomes:

L RL(� ) = Ez [L RL(�; z )] =
1

1 � 

Ez� p(z) ;s � � �

z (s) ;a � � ( �j s;z ) [r z (s; a)] (3)

where the state marginal� �
z is from rolling out a conditioned policy� (�j� ; z). These can be considered

as a special case of contextual MDPs (Jiang et al., 2017) and are allmulti-taskRL problems.

4 HINDSIGHT INFORMATION MATCHING

We show how HER and TDM (Andrychowicz et al., 2017; Pong et al., 2018), LfP (Lynch et al.,
2019), hindsight multi-task RL (Li et al., 2020; Eysenbach et al., 2020), and return-conditioned
or upside-down RL (Srivastava et al., 2019; Kumar et al., 2019; Chen et al., 2021a; Janner et al.,
2021) all belong tohindsightalgorithms with a shared idea ofusing future state information
to automatically mine for positive, or “optimal”, examples with respect to certain contextual
parameter values, where these examples can accelerate RL or be used for behavior cloning (BC),
i.e. supervised learning. We start by de�ning additional notations.

Given a partial trajectory from statest as� t = f st ; at ; st +1 ; at +1 ; : : : g, we de�ne itsinformation
statisticsas I (� t ). I (� t ) could be any function of a trajectory that captures some statistical
properties in state-space or trajectory-space, such as suf�cient statistics of a distribution, like mean,
variance or higher-order moments (Wainwright & Jordan, 2008). For convenience, we further
de�ne the notion of a feature function�( �; �) : S � A ! F 5, where the trajectory is then noted as
� �

t = f � t ; � t +1 ; : : : ; � T g; � t = �( st ; at ) 2 F and the information statistics asI � (� t ). � in practice

2As discussed in Fu et al. (2018) and Ghasemipour et al. (2020), it's also straight-forward to de�ne state-
action-marginal matching with respect to� � (s; a) = � � (s)� (ajs) and the exact same algorithms apply.

3There is a rich literature on one-shot, or few-shot, imitation learning through meta learning. For closer
connections to parameterized policies and relabeling, we mainly discuss metric-based (or amortization-based)
methods (Duan et al., 2016), as opposed to gradient-based approaches (Finn et al., 2017).

4DisCo RL (Nasiriany et al., 2021) conditions on a parameterized goal distribution and uses hindsight
techniques; however, their RL objective in Equation 1Es� � �

z ( s) [log p�
z (s)], in contrast to a proper divergence

objective like in Ghasemipour et al. (2020), is missing theH (� �
z (s)) entropy term and is essentially just solving

for parameterized stationary reward maximization, as also stated in their Remark 1.
5Recent mutual information maximization or empowerment methods (Eysenbach et al., 2019; Sharma et al.,

2020; Choi et al., 2021) also make similar assumptions; see Gu et al. (2021) for more details.
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Method Algo. Type Training I � ( � ) Architectures
Andrychowicz et al. (2017) RL Online � T MLP
Pong et al. (2018) RL Online � T MLP
Chebotar et al. (2021) RL Of�ine � T CNN
Li et al. (2020) RL Online arg max

P
t 
 t r ( s t ; a t ; � ) MLP

Eysenbach et al. (2020) BC/RL On/Of�ine arg max
P

t 
 t r ( s t ; a t ; � ) MLP
Lynch et al. (2019) BC Of�ine � T Stochastic RNN
Ghosh et al. (2021) BC Online � T MLP
Srivastava et al. (2019) BC Online

P
t 
 t r t Fast Weights

Kumar et al. (2019) BC Online
P

t 
 t r t MLP
Janner et al. (2021) BC Of�ine

P
t 
 t r t or � T Transformer

Duan et al. (2017)3 BC Of�ine � MLP + LSTM
Generalized DT (ours) BC Of�ine Any Transformer
DT (Chen et al., 2021a) BC Of�ine

P
t 
 t r t Transformer

Categorical DT (ours)4 BC Of�ine histogram(r t ; 
 ) Transformer
Bi-Directional DT (ours) BC Of�ine � Transformer

Table 1: A coarse summary of hindsight information matching (HIM) algorithms. The notation follows Section 4.
With HIM, all prior works can be categorized to four generic problem types based onI � (� ): (1) goal-based
� T (Andrychowicz et al., 2017), (2)multi-task arg max

P
t 
 t r (st ; at ; �) (Li et al., 2020), (3)return-basedP

t 
 t r t (Chen et al., 2021a), or (4)full trajectory imitation � (Duan et al., 2017).� is the reward function
r (s; a) in (2) and (3), an indexing function for state dimensions (e.g. xy-velocities) or a learned function (Nair
et al., 2018) in (1), or an identify function in (4). Our CDT introduces a new category, (5)distribution-based
I � (� ) = histogram(r t ; 
 ), based on a minimal modi�cation to DT, while our BDT can be considered as DT
adapted for (4), the trajectory imitation.

can be an identity function, the reward functionr (s; a), sub-dimensions ofs (e.g. xy-velocities),
or a generic parameterized function (e.g. auto-encoder). Generalizing reward-centric intuitions in
DT (Chen et al., 2021a), we de�neinformation matching (IM)problems as learning a conditional
policy � (ajs; z) whose trajectory rollouts satisfy some desired information statistics valuez:

min
�

Ez� p(z) ;� � � �
z ( � )

�
D (I � (� ); z)

�
(4)

An important observation for the IM objective (Eq.4) is thatfor any given trajectory � , setting
z� = I � (� ) will minimize the inner term divergence D = 0 and therefore � states and actions
are optimal with respect to z = z� and samples of(� i ; z�

i ) can be used to accelerate RL or do
BC. We call these algorithmshindsight information matching (HIM) algorithms.

Table 1, which classi�es prior methods into effectively four categories based onI � (� ), leads us to
have the following insights around HIM algorithms:

• New HIM algorithms can be proposed by simply changingI � (� ), as we did to propose
Categorical DT for (5) distribution-based.

• Given a choice ofI � (� ), new HIM algorithms can be proposed by changing implementa-
tion details (Furuta et al., 2021a), such as using “RL" or “BC" asalgorithm type, doing
“Online” or “Of�ine” training (Levine et al., 2020), and networkarchitectures. All “Of-
�ine” “BC” methods could be adopted easily to “Online” learning through recursive data
collections (Ghosh et al., 2021; Kumar et al., 2019; Matsushima et al., 2021).

• Only (1) goal-based and (2) multi-task can use “RL” asalgorithm type, while all four, plus
our (5) distribution-based, can use “BC”, because “RL” requires optimizing Eq. 4 with respect
to the policy, which gets non-trivial for some choices ofI � (� ); e.g. (3-5) return-based, full
trajectory imitation, or distribution-based. “BC” bypasses the need to solve Eq. 4 and therefore
is universally applicable to anyI � (� ) or HIM algorithm6.

5 GENERALIZED DECISION TRANSFORMER

Following the insights in Section 4, we introduceGeneralized Decision Transformer (GDT), which
generalizes DT (Chen et al., 2021a) based on different choices ofI � (� ), as described in Figure 1 and
the last rows of Table 1. We chose DT as the base model since it is a simple model that uses “BC” as
the algorithm type and “Transformer” as the architecture. The choice of “BC” is a must, so we can
tractably train GDT with respect to anyI � (� ) or HIM problem. The choice for the architecture is

6Evolutionary strategies (Salimans et al., 2017), technically a non-RL black-box algorithm, could be applied,
but accurate estimations ofD in Eq.4 could require prohibitively many samples.
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more �exible; however, we decided to use transformers (Vaswani et al., 2017) in this work due to their
enormous scaling successes in language and vision domains (Dosovitskiy et al., 2020; Brown et al.,
2020; Ramesh et al., 2021). See Algorithm 1 (in Appendix F) for the full pseudocode. While GDT
in Figure 1 can lead to different algorithms depending on different choices of the feature function
�( s; a) and the anti-causal aggregator (which together determineI � (� )), in this work we focus our
empirical studies on the following two variants: Categorical DT (CDT) and Bi-directional DT (BDT).

5.1 TASK DEFINITIONS AND METRICS

Before proceeding to de�ne CDT and BDT, we �rst concretely de�ne the tasks they are designed
to solve, namely:of�ine multi-task state-marginal matching (SMM) , andof�ine multi-task
imitation learning (IL) . Given the intrinsic connection or equivalence between distribution matching
and IL (Ghasemipour et al., 2020), these two separate terminologies may seem redundant. However,
inspired by the initial papers studying SMM problems (Lee et al., 2020; Ghasemipour et al., 2020)
which qualitatively evaluates distribution matching results in speci�ed state dimensions (e.g. xy-
positions), we de�ne the imitation task as of�ine multi-task SMM if speci�c� is given, and as of�ine
multi-task IL if � is an identity (i.e.� = s) or learned (e.g. auto-encoder). We essentially view IL as
SMM evaluation on full state.

Given these de�nition, we also de�ne a single metric for both of�ine multi-task SMM/IL: typical IL
assumes some availability of task reward or success evaluation, and indirectly measure the quality of
imitation through it (Ho & Ermon, 2016; Fu et al., 2018). Instead, again grounding on its connection
to distribution matching (Ghasemipour et al., 2020), we propose a Wasserstein loss between state-
marginal and target distributions as SMM-inspired metrics for evaluating of�ine multi-task SMM or
IL tasks. However, it is often intractable to measure such loss for full state or even for some state
dimensions analytically because both state-marginal and target distributions can be non-parametric
and we cannot access their densities. In practice, we empirically estimate it employing the binning of
the feature space we speci�ed. More discussions are included in Appendix C.

5.2 CATEGORICAL DECISION TRANSFORMER FORDISTRIBUTION MATCHING

Inspired by the recent successes in distributional RL (Bellemare et al., 2017; Dabney et al., 2018;
2020), of�ine RL (Fujimoto et al., 2019; Jaques et al., 2020; Ghasemipour et al., 2021; Fujimoto & Gu,
2021) and state-marginal matching (Lee et al., 2020; Ghasemipour et al., 2020; Gu et al., 2021), we
introduce Categorical DT (CDT) for of�ine state-marginal matching (SMM) problem in Section 5.1.
Following the prior works (Bellemare et al., 2017; Furuta et al., 2021b), we assume low-dimensional
� , e.g. rewards or state dimensions like xyz-velocities, and employ the discretization of feature
spaces to form categorical approximations of continuous distributions. To computez�

t = I � (� t :T )
for all timestepst given a trajectory� 1:T , we use similar recursive Bellman-like computation inspired
by Bellemare et al. (2017) (see Appendix F for the details). To the best of our knowledge, this is the
�rst paper to study of�ine multi-task SMM and propose an effective algorithm for it.

5.3 DECISION TRANSFORMER WITHLEARNED �

While CDT assumes some low-dimensional� is provided for tractable binning and distribution
approximation, we also study cases where� or r is not provided, and instead� is learned through
auto-encoding (Hinton & Salakhutdinov, 2006; Bengio et al., 2012) (DT-AE) or contrastive (van den
Oord et al., 2018; Srinivas et al., 2020; Yang & Nachum, 2021) (DT-CPC) losses for DT (see
Appendix G for the details). In this case, CDT is unnecessary because if� learns suf�cient features
of s, matching their means, i.e.moments, through DT is enough to match any distribution to an
arbitrary precision (Wainwright & Jordan, 2008; Li et al., 2015). Since� is differentiable with respect
to DT's action-prediction losses, we also compare DT-E2E, where we learn� through end-to-end
differentiation. As Section 5.1 de�nes, these methods do of�ine multi-task SMM with full state, or
of�ine multi-task IL, a similar objective to state-marginal matching or adversarial inverse RL (Ho &
Ermon, 2016; Ghasemipour et al., 2020) in online RL. To the best of our knowledge, this is the �rst
of�ine multi-task IL method that explicitly accounts for SMM through architectural bottlenecks.

5.4 BI-DIRECTIONAL DECISION TRANSFORMER FORONE-SHOT IMITATION LEARNING
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The absence of given� could be tackled with learning not only parameterized� as in Section 5.3,
but also a parameterized aggregator. Building on the connection to one-shot imitation learning (Duan
et al., 2017), we provide another natural extension of DT under GDT framework calledBi-directional
Decision Transformer (BDT), which assumes an identity� , and learns representation within the
aggregator, in this case a second (anti-causal) transformer (Radford et al., 2018) that takes a reverse-
order state sequence as an input. See Algorithm 1 in Appendix F for the pseudocode, and Appendix D
for further comments on the connection to one-shot or meta learning. While we found some positive
results for even simple unsupervised regularizer approaches (e.g. DT-AE), we observe BDT could
achieve substantially better of�ine multi-task IL results than DT-X variants in Section 5.3.

6 EXPERIMENTS

We empirically investigate the following questions:

• (SMM) Can CDT match unseen reward distributions?
• (SMM) Can CDT match and generalize to unseen 1D/2D state-feature distributions?
• (SMM) Can CDT match unseen synthesized state-feature distributions?
• (IL) Can BDT perform of�ine one-shot imitation learning in full state?

We experiment on the OpenAI Gym, MuJoCo tasks (HalfCheetah, Hopper, Walker2d, Ant-v3), a
common benchmark for continuous control (Brockman et al., 2016; Todorov et al., 2012). Through
the experiments, we use medium-expert datasets in D4RL (Fu et al., 2020) to ensure the decent data
coverage. We sort all the trajectories by their cumulative rewards, hold out �ve best trajectories and
�ve 50 percentile trajectories as a test set (10 trajectories in total), and use the rest as a train set. We
report the results averaged over 20 rollouts every 4 random seed. We share our implementation to
ensure the reproducibility8.

As discussed in Section 5.1 and Appendix C, we evaluate CDT/BDT with approximate distribution
matching objective: Wasserstein-1 distance between categorical distributions of features in rollouts or
target trajectories. We compare CDT to DT, Meta-BC, and FOCAL (Li et al., 2021), a metric-based
of�ine meta RL method, as baselines. While Meta-BC and FOCAL does not solve the of�ine
distribution matching problem directly, they provide decent baseline performance since their of�ine
one-shot adaptation to the given target trajectories could deal with it (see Appendix B for the details).

6.1 REWARD AND STATE-FEATURE MATCHING

First, we evaluate whether CDT could match its rollout to the target distribution. We choose reward
and state-feature, such as x-velocity of the agents, as feature spaces to match. To specify the target
distributions during the evaluation, we feed the categorical representation of the target to CDT. As the
same as the reward case, DT takes the summation of the state-feature over a trajectory as an input.

We quantitatively compare CDT against baselines (Table 2) in x-velocity case, where CDT shows
better matching results to the target distributions unseen during training. We provide the reward
distribution results and the visualization in Appendix E.1, where CDT performs very well in all
cases. To test the generalization additionally, we intervene the target distributions by (1) shifting
the target distributions in the test set by constant offsets, and (2) synthesizing novel distributions via
python scripts. See Appendix E.7 and E.8 for the results. Furthermore, to investigate the scalability
of CDT to multi-dimensional state-features, we experiment 2D state-feature distribution matching
(xy-velocities on Ant) in Appendix E.3, where CDT outperforms other baselines.

Method halfcheetah hopper walker2d AverageExpert Medium Total Expert Medium Total Expert Medium Total
Categorical DT 0.633� 0.329 0.996� 1.467 0.814� 1.079 0.139� 0.043 0.059� 0.013 0.099� 0.051 0.122� 0.071 0.136� 0.045 0.129� 0.060 0.347
DT 0.746� 0.380 1.076� 1.549 0.911� 1.140 0.177� 0.053 0.093� 0.037 0.135� 0.063 0.083� 0.031 0.146� 0.084 0.115� 0.070 0.387
BC (no-context) 3.017� 0.891 3.468� 1.271 3.242� 1.121 0.652� 0.264 0.248� 0.199 0.450� 0.309 0.748� 0.529 0.858� 0.617 0.803� 0.577 1.498
Meta-BC 0.852� 0.688 0.840� 1.139 0.846� 0.941 0.799� 0.505 0.130� 0.056 0.464� 0.491 0.110� 0.082 1.462� 1.136 0.786� 1.052 0.699
FOCAL (Li et al., 2021) 1.643� 0.461 1.123� 1.550 1.383� 0.518 1.456� 0.473 0.484� 0.382 0.970� 0.649 1.571� 0.563 0.603� 0.427 1.087� 0.695 1.147

Table 2: Quantitative evaluation of state-feature distribution matching, measuring Wasserstein-1 distance between
the rollout and target distributions. We compare Categorical DT against DT, BC, Meta-BC, and FOCAL. CDT
achieves better matching than baselines. See Table 9 in Appendix E.1 for the reward distribution results.

8https://github.com/frt03/generalized_dt
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6.2 GENERALIZATION TO UNSEENTARGET DISTRIBUTION

The performance of of�ine methods in RL is often restricted by the coverage or quality of datasets.
While we demonstrate CDT can perform of�ine state-marginal matching to unseen target distributions
in Section 6.1, the standard of�ine datasets might not be diverse enough to observe the generalization
since those are collected by single-task reward-maximization policies. To test the generalization
to more diverse behaviors, we investigate the following tasks: (1) z-velocity distribution matching
with synthesized bi-modal behavior and (2) cheetah-velocity matching problem from meta RL/IL
literature (Rakelly et al., 2019; Li et al., 2021; Fakoor et al., 2020)

6.2.1 SYNTHESIZING UNSEENBI-MODAL DISTRIBUTION

To generate diverse behaviors for z-axis, we obtain the expert cheetah that back�ips towards -x
direction by modifying reward function (see Appendix E.4 for the details). Combining expert
back�ipping trajectories and expert running forward trajectories from D4RL dataset, we construct a
novel dataset with diverse behaviors. We experiment the of�ine SMM with not only each uni-modal
behavior (back�ipping or running forward), but also synthesized bi-modal behavior; running forward
�rst, then back�ipping during a single rollout, using patchworked target trajectories.

Table 3 and Figure 2 (a) show that CDT successfully matches the distribution to both uni-modal
(running forward or back�ipping) and synthesized bi-modal distributions better than DT and FOCAL,
and is comparable to Meta-BC that originally designed to deal with such multi-task settings. Due to
the dif�culty for RL algorithms to maximize Eq. 4, FOCAL struggles to solve the of�ine multi-task
SMM, even though FOCAL uses the same context embedding as Meta-BC. The bi-modal behavior
learned by CDT can be seen athttps://sites.google.com/view/generalizeddt .

Method Uni-modal Bi-modal Average
Categorical DT 1.562� 0.632 1.625� 0.902 1.594
DT 2.676� 0.765 2.703� 0.703 2.690
Meta-BC 1.519� 0.696 1.655� 0.990 1.587
FOCAL (Li et al., 2021) 2.203� 1.050 1.983� 0.948 2.093

Table 3: State-feature (z-velocity) distribution matching with uni-modal and (synthesized) bi-modal target
trajectories in HalfCheetah environment. Categorical DT matches both uni- and bi-modal trajectories better than
DT and FOCAL, and is comparable to Meta-BC that originally aims to solve multi-task problem.

(a) Z-Velocity (b) Unseen Cheetah-Velocity
Figure 2: (a) Z-Velocity and (b) Unseen Cheetah-Velocity results. Blue histograms represent target distributions.
In (a), CDT (red) can match not only uni-modal behaviors for both running forward and back�ipping, but
also bi-modal behaviors; during a single rollout running forward �rst, then back�ipping. DT (yellow) tends to
lean back�ipping and fails to �t neither uni-modal nor bi-modal ones. In (b), CDT successfully handles the
trajectories unseen during training, while DT seems to output covering behaviors over the dataset support.

6.2.2 DIVERSE UNSEENDISTRIBUTION FROM META LEARNING TASK

Generalization to unknown target demonstrations or tasks has been actively investigated in meta or
one-shot RL/IL literature (Duan et al., 2016; Wang et al., 2016). To verify the generalization of CDT
to diverse behaviors, we adopt the cheetah-velocity task; a popular task in meta RL/IL (Rakelly et al.,
2019; Li et al., 2021; Fakoor et al., 2020), where the cheetah tries to run with the speci�ed velocity.
We prepare 31 target x-velocities; taken from [0.0, 3.0], uniformly spaced at 0.1 intervals, and hold
out f 0:5; 1:5; 2:5g as a test set. See Appendix E.5 for the dataset generation.
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