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ABSTRACT
GAN-based image editing task aims at manipulating image at-
tributes in the latent space of generative models. Most of the previ-
ous 2D and 3D-aware approaches mainly focus on editing attributes
in images with ambiguous semantics or regions from a reference
image, which fail to achieve photographic semantic attribute trans-
fer, such as the beard from a photo of a man. In this paper, we
propose an image-driven Semantic Attribute Transfer method in
3D (SAT3D) by editing semantic attributes from a reference im-
age. For the proposed method, the exploration is conducted in the
style space of a pre-trained 3D-aware StyleGAN-based generator
by learning the correlations between semantic attributes and style
code channels. For guidance, we associate each attribute with a set
of phrase-based descriptor groups, and develop a Quantitative Mea-
surement Module (QMM) to quantitatively describe the attribute
characteristics in images based on descriptor groups, which lever-
ages the image-text comprehension capability of CLIP. During the
training process, the QMM is incorporated into attribute losses to
calculate attribute similarity between images, guiding target seman-
tic transferring and irrelevant semantics preserving. We present
our 3D-aware attribute transfer results across multiple domains and
also conduct comparisons with classical 2D image editing methods,
demonstrating the effectiveness and customizability of our SAT3D.

CCS CONCEPTS
• Computing methodologies→ Image manipulation.

KEYWORDS
Attribute Transfer, Image Editing, 3D

1 INTRODUCTION
The objective of GAN-based image editing task is to alter particular
attributes of an image by manipulating the corresponding latent
codes within the generative model’s latent space [26]. With image
editing technologies, people can modify their facial expressions
in photos without reshooting, merchants can guide consumers
through virtual hair customization and clothing try-on, and design-
ers can edit their ideas more efficiently in a real-world scenario.
Therefore, image editing has been a crucial task in the computer
vision and multimedia community.
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Semantic-driven
Methods

(editing with ambiguous
semantics)

source image guidance edited image

Image-driven
Region-based Methods
(editing with regions

from images)

Our Image-driven
Semantic-based Method

(editing with specific
semantics from images)

Figure 1: Comparison of different image editing tasks. Ex-
isting methods focus on editing with ambiguous semantics
or regions from images. Generally, the semantic attributes
are described by texts or classifiers, suffering from ambi-
guity. Illustrating specific characteristics of attributes with
reference images can clarify descriptions. The existing image-
drivenmethods are based on region-wide replacement, which
are unable to migrate semantic attributes, such as beards.
Instead, our proposed SAT3D is an image-driven semantic-
based method, enabling the editing of semantic attributes
according to the details of reference images.

The existing 2D and 3D-aware image editing methods, from clas-
sical StyleGAN-based networks to emerging diffusion-based net-
works, can be broadly categorized into semantic-driven and image-
driven region-based approaches, as presented in Figure 1. Since
texts and classifiers cannot accurately and comprehensively charac-
terize an attribute, semantic-driven methods guided by texts [4, 28]
or classifiers [32] usually suffer from vague descriptions and lim-
ited customizability. Conversely, the image-driven region-based
methods [33, 39] can migrate specific characteristics of the target
region from reference images onto the source image. However,
such migrations are performed on the entire region and unable to
distinguish between multiple semantic attributes within the same
region, e.g., a face region includes semantic attributes such as skin
color, beard, and so on. These drawbacks motivate us to design a
method for semantic attribute transfer based on reference images
with 3D-aware ability.

In this paper, we propose our image-driven attribute transfer
method SAT3D by learning correlations between semantic attributes
and style code channels of a pre-trained 3D-aware generative model.
Since the semantic attributes are defined with phrase-based texts,
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SAT3D is able to distinguish different attributes in the same re-
gion. The difference between the style code of source and reference
images on relevant channels reveals the editing direction for the
target attributes, enabling highly customizable attribute editing
based on the detailed characteristics from reference image. For
training, we define a set of phrase-based descriptor groups for each
attribute, and develop a Quantitative Measurement Module (QMM)
to quantitatively describe the attribute characteristics in images
based on the descriptor groups, leveraging the image-text com-
prehension capability of Contrastive Language-Image Pre-training
(CLIP) model [29]. Then we design a target attribute transfer loss
and an irrelevant attribute preservation loss based on QMM for the
edited images, guiding the migration of target attributes towards
reference images while minimizing alterations to others. Notably,
SAT3D also can deal with 2D image editing effectively by adopting
a 2D StyleGAN-based generator. The main contributions can be
summarized as follows:

• We propose an image-driven semantic attribute transfer method
in 3D termed SAT3D based on the pre-trained 3D-aware genera-
tor. Notably, with the generalizability, SAT3D is also applicable
with other 2D and 3D-aware StyleGAN-based generators.

• We develop a Quantitative Measurement Module (QMM) to
quantitatively describe the attribute characteristics in images,
and design specific training losses for target attribute transfer
and irrelevant attributes preservation.

• We provide 3D-aware attribute transfer results across multi-
ple domains and perform comparisons with classical 2D image
editing methods, demonstrating the effectiveness and customiz-
ability of SAT3D. To the best of our knowledge, this is the first
work for image-driven semantic attribute transfer task in 3D.

2 RELATEDWORKS
Generative Image Synthesis. The field of 2D image generation
has been extensively and intensively explored. Early variants of
GAN networks [10, 12, 22, 30] take latent code directly as input,
resulting in the coupling of high-dimensional and low-dimensional
features. StyleGAN series models [17–20] use mapping networks
to decouple the latent code and map it to style parameters through
affine transformations, allowing for style migration and fusion by
disentangling features at different dimensions.

Recently, generative 3D-aware image synthesis is also drawing
more attention. Early voxel-based 3D scene generation methods
are limited to low resolution due to high memory requirements.
With the explosion of neural rendering methods, e.g., NeRF [27],
fully implicit 3D networks [6, 31] are proposed, but still with a
high query overhead, limiting training efficiency and rendering
resolution. To achieve high-resolution 3D-aware image synthesis,
StyleNeRF [11] and CIPS-3D [43] render features instead of RGB
colors based on NeRF implicit representations. While EG3D [5] and
StyleGAN3D [42] use hybrid tri-plane representation and MPI-like
representation respectively based on StyleGANv2, achieving high
quality rendering in a more computationally efficient way. We im-
plement 3D-aware attribute transfer based on the pre-trained EG3D
generator, which improves efficiency with hybrid tri-plane repre-
sentation and provides disentangled latent space with StyleGANv2
architecture.

Attribute Transfer. There are a number of approaches for attribute
editing and transferring, which generally fall into two categories:
semantic-driven methods and image-driven region-based methods.
The semantic-driven methods manipulate latent codes guided by
text [1, 15, 24, 25, 28] and attribute classifiers [2, 13, 14, 32, 34]. Al-
though effective, these descriptors are ambiguous in nature, leading
to randomness in the generated results. In contrast, our approach
uses image samples as reference to specify attribute features, which
reduces ambiguity and the inconvenience to users.

Another group of attribute editing methods perform image-
guided multi-attribute transfer based on regions. SEAN [44] distills
per-region style codes from the reference image based on semantic
mask, and controls target attributes with style codes and a mask
jointly, which is relatively inconvenient for users. SemanticStyle-
GAN [33] and StyleFusion [16] enable latent codes to represent
different regions in a disentangled way, and then achieves attribute
transfer by directly replacing latent codes of the corresponding re-
gion. However, the region-based disentanglement in these methods
cannot distinguish between different attributes with overlapping
regions, such as beard on the face, whereas our proposed SAT3D
selects channels based on textual semantics, providing greater flex-
ibility. In terms of efficiency, our approach is based on pre-trained
generators without requiring restructuring of latent spaces or fine-
tuning of models, which greatly saves training time and resources.

With the recent explosion of diffusion models, there are also
increasing works investigating diffusion-based image editing, but
these works are similarly categorized into semantic-driven meth-
ods [3, 4, 21, 41] and image-driven region-based methods [39] as
StyleGAN-based works, suffering from ambiguity and indivisibility.
Moreover, as stated in [37], although the latent space of stable dif-
fusion model shows the capability of disentanglement, it performs
better for integral attribute editing but poor for local editing such
as hair color, thus not suitable for fine-grained attribute transfer of
facial images.

3 METHODS
Our SAT3D is proposed to address the image-driven semantic at-
tribute transfer task, which aims at migrating specific attribute
characteristics from a reference image onto the source image while
suppressing irrelevant variations. The migration is not a regional
replacement (i.e., face region), but based on descriptive semantic
attributes (i.e., beard). The pipeline of SAT3D is presented in Fig-
ure 2. Leveraging the high disentanglement within the style space
of pre-trained EG3D generator, we explore the relevant style code
channels for each semantic attribute and identify the editing di-
rection for migration accordingly (Section 3.1). The exploration is
guided by our designed attribute loss function, which utilizes the
zero-shot prediction ability of pre-trained CLIP models to quantita-
tively measure the attribute characteristics in images based on the
descriptor groups (Section 3.2).

3.1 Semantic Attribute Channel Discovery
Latent Space. EG3D extends StyleGAN-based image generation to
geometry-aware multi-view generation, comprising similar latent
spacesZ,W, and S. For EG3D, given a random latent code z ∈ Z
and a camera pose matrix P, the mapping network transforms
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Figure 2: The attribute transfer pipeline of SAT3D. Based on pre-trained 2D or 3D-aware generators, SAT3D learns a meta
attribute mask matrix to explore correlations between semantic attributes and style code channels of style space S. For training
guidance, we define a set of descriptor groups Ω for each attribute and develop a Quantitative Measurement Module (QMM) to
measure the attribute characteristics in images, utilizing the zero-shot prediction capability of CLIP. With QMM, the attribute
losses are designed for target attribute transfer and irrelevant attribute preservation. For this example, the target attribute set
Ω = {𝐻𝑎𝑖𝑟𝑠𝑡𝑦𝑙𝑒} and the editing intensity along editing direction 𝛿 = 1. A lock indicates the module parameters being frozen.

[z,P] to intermediate latent space W. Then the different affine
transforms in each layer of the generator further transform latent
code w ∈ W to style code s ∈ R𝑛 inS space, which performs better
in disentanglement and completeness [38]. The space S is suitable
for fine-grained attribute manipulation and transfer.
Latent Manipulation. Considering the disentanglement of style
space in controlling different attributes, we can intuitively replace
the attribute-related channels to transfer attributes between images,
and then the challenge becomes how to explore the correlations
between attributes and style code channels. Assuming there exist
𝑚 attributes, a Meta Attribute Mask Matrix M ∈ R(𝑚+1)×𝑛 which
needs to be optimized is defined to represent correlations between𝑚
attributes (plus an others item indicating exclusionary factors) and
𝑛 style code channels. For the task of transferring a target attribute
set Ω of the reference image 𝐼𝑟𝑒 𝑓 to the source image 𝐼𝑠𝑟𝑐 , M is
first normalized with softmax along attribute dimension to produce
a control probability distribution on attributes for each channel.
Then the control probabilities of Ω for all channels are selected
and summed along attribute dimension to produce a𝑚𝑎𝑠𝑘 ∈ R1×𝑛
for s𝑠𝑟𝑐 and s𝑟𝑒 𝑓 . The edited style code can be merged by s𝑒𝑑𝑖𝑡 =

s𝑠𝑟𝑐 (1 −𝑚𝑎𝑠𝑘) + s𝑟𝑒 𝑓𝑚𝑎𝑠𝑘 .

However, as found in practice, merely interpolating between the
two style codes gives insufficient alteration strength to the source
image in many cases. Thus we extract the editing direction from the
source-reference image pair and allow users to adjust the editing
intensity beyond [0,1], which provides a more comprehensive and
customizable attribute transfer capability. Given that our method
finds the attribute editing direction (s𝑟𝑒 𝑓 − s𝑠𝑟𝑐 ) ×𝑚𝑎𝑠𝑘 over the
source-reference image pair, and the editing intensity 𝛿 in the di-
rection varies between different image pairs, the final edited style
code is parameterized as s𝑒𝑑𝑖𝑡 = (s𝑟𝑒 𝑓 − s𝑠𝑟𝑐 ) ×𝑚𝑎𝑠𝑘 × 𝛿 . During
the training process, 𝛿 is default set as 1, and it can be increased
appropriately according to the image pair during inference.
Channel Pre-selection for Complex Attributes.While for com-
plex attributes, e.g., hairstyle, there are hundreds of channels in
S space taking control of different specific characteristics, which
makes it inefficient to detect all related channels from scratch. Tak-
ing this into consideration, we pre-select the most activated chan-
nels by analyzing gradients from specified regions [36] when ini-
tializingM. In each iteration during training, an image is generated
by the pre-trained generative model from a randomly sampled pair
of latent code 𝑧 and camera pose matrix 𝑃 . Then for each semantic
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region, the binary mask predicted by [40] is set as gradient maps
of the generated image and the gradients in valid areas are back-
propagated to corresponding style code channels. The absolute
gradient values for each channel-region pair are recorded and nor-
malized by region size. The averaged gradient values of the whole
training procedure are calculated and normalized along seman-
tic region dimension. For the attribute 𝑡 relating to region 𝑟 that
needs pre-selecting, we sort the obtained values for 𝑟 in descend-
ing order and pick out 𝑘𝑡 channels with the largest value as the
pre-selected style code channels. In this way, the network can learn
to select relevant channels for easy attributes, and filter irrelevant
ones from pre-selected channels for complex attributes. Both of the
two approaches can be achieved efficiently.

During initialization, M is assigned all zeroes, and then for
each channel 𝑖 , M𝑖

𝑡 is set to 𝑑𝑡 if it is pre-selected by attribute 𝑡 ,
while otherwise M𝑖

others is set to 1. Notably, the toRGB layers in
StyleGANv2 architecture are used to convert feature maps to three-
channel RGB images, and the Super-Resolution module in EG3D is
designed to increase the image resolution. The style parameters in
toRGB layers and the Super-Resolution module do not control the
generation of image content, thus we exclude the corresponding
style code channels in all procedures.

3.2 Learning Objective
To achieve optimal semantic attribute migration, we expect to mi-
grate the target attributes while suppressing alteration of irrelevant
attributes. To this end, a series of loss functions are proposed as
guidance, i.e., attribute loss L𝑎𝑡𝑡𝑟 for attribute transfer and preser-
vation, background loss L𝑏𝑔 for further variation suppression in
uninterested regions, and probability loss L𝑝𝑟𝑜𝑏 for correlation
focusing of each channel. The details are described as follows.
Attribute Loss. To describe the attributes conveniently and effi-
ciently, we define a set of descriptor groups Φ𝑡 for each attribute 𝑡
and develop a Quantitative Measurement Module (QMM), which
takes advantage of the zero-shot prediction capability of CLIP [29].
Specifically, we utilize a toy example to introduce how does QMM
quantitatively measure the attributes. As exemplified in Figure 2,
each descriptor group consists of a set of phrases (with a text tem-
plate ‘a face with {}’) describing a particular characteristic of the
attribute, which can be considered as class labels of a classifier.
Taking a phrase-image pair as input, CLIP yields a correlation
score. Then for all the phrases in a descriptor group 𝜙 ∈ Φ𝑡 , a
correlation vector 𝐶𝐿𝐼𝑃 (𝐼 , 𝜙) can be obtained. We normalize the
correlation vector with softmax to produce classification probabil-
ity 𝐷 (𝐼 , 𝜙) = 𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝐶𝐿𝐼𝑃 (𝐼 , 𝜙)) and regard 𝐷 as the metric to
describe the characteristic of the attribute quantitatively.

Then to transfer a target attribute set Ω, the attribute loss L𝑎𝑡𝑡𝑟

comprising target attribute transfer loss L𝑟𝑒 𝑓 and irrelevant at-
tribute preservation loss L𝑠𝑟𝑐 is calculated as follows:

L𝑟𝑒 𝑓 =
∑︁
𝑡 ∈Ω

∑︁
𝜙∈Φ𝑡

|𝐷 (𝐼𝑒𝑑𝑖𝑡 , 𝜙) − 𝐷 (𝐼𝑟𝑒 𝑓 , 𝜙) |, (1)

L𝑠𝑟𝑐 =
∑︁
𝑡∉Ω

∑︁
𝜙∈Φ𝑡

|𝐷 (𝐼𝑒𝑑𝑖𝑡 , 𝜙) − 𝐷 (𝐼𝑠𝑟𝑐 , 𝜙) |, (2)

L𝑎𝑡𝑡𝑟 = L𝑟𝑒 𝑓 + L𝑠𝑟𝑐 . (3)

That is, for the edited image, the characteristics of target at-
tributes are expected to be similar to the reference image guided by
L𝑟𝑒 𝑓 , while other attributes should remain the same as the source
image guided by L𝑠𝑟𝑐 .
Background Loss. In addition to the attribute preservation loss, we
also impose a penalty on background change to prevent channels
that control irrelevant factors from being selected. Specifically, we
define an alterable semantic region for each attribute, e.g., the beard
attribute corresponds to the bottom half of the face region. Denoting
the predicted binary attribute mask as 𝐵𝑠𝑟𝑐 and 𝐵𝑒𝑑𝑖𝑡 for the source
and edited images respectively (1 for the alterable semantic region,
0 for others), the background mask 𝐵 and loss function is calculated
by:

𝐵 = 𝐵𝑠𝑟𝑐&𝐵𝑒𝑑𝑖𝑡 , (4)

L𝑏𝑔 =
1∑
𝐵

∑︁
|𝐼𝑒𝑑𝑖𝑡𝐵 − 𝐼𝑠𝑟𝑐𝐵 |. (5)

Probability Loss. In most cases, a single style code channel con-
trols the relevant characteristics of only one attribute. Thus the
corresponding control probabilities for each channel computed
fromM ∈ R(𝑛+1)×𝑠 are expected to be concentrated on a particu-
lar attribute, leading to a probability close to 1 for the most related
attribute and close to 0 for the rest attributes. In order to encourage
the focus, we apply the probability loss as:

L𝑝𝑟𝑜𝑏 =
1
𝑛

𝑛−1∑︁
𝑖=0

|1 −𝑀𝐴𝑋 (𝑆𝑜 𝑓 𝑡𝑚𝑎𝑥 (M𝑖 )) |. (6)

Optimization. The global learning objective is a balance of differ-
ent loss functions with the respective loss weights:

L = 𝜆𝑎𝑡𝑡𝑟L𝑎𝑡𝑡𝑟 + 𝜆𝑏𝑔L𝑏𝑔 + 𝜆𝑝𝑟𝑜𝑏L𝑝𝑟𝑜𝑏 . (7)

To optimize the above objective loss, in each iteration during train-
ing, we randomly sample a source style code 𝑠𝑠𝑟𝑐 , a reference style
code 𝑠𝑟𝑒 𝑓 , and a target set of attributes Ω to be transferred.

4 IMPLEMENTATION DETAILS
All experiments are performed on a single GeForce RTX4090Ti GPU,
with a batch size of 1 for EG3D, and 4 for StyleGANv2. We optimize
the network in 300k iterations and utilize Ranger as the optimizer
with an initial learning rate of 0.01. For training dataset, we pre-
sample 6000 parameter pairs [z,P] and generate corresponding
style codes 𝑠 , filtering out the faces with hats and ensuring the
percentage of faces with glasses exceeds 40%. The 𝑠𝑠𝑟𝑐 and 𝑠𝑟𝑒 𝑓 in
each iteration are sampled from the pre-generated style codes, and
the size of Ω is set to 1. We pre-select 3500 style code channels
for attribute "Hairstyle" with 𝑑𝐻𝑎𝑖𝑟𝑠𝑡𝑦𝑙𝑒 = 1.8. The loss weights
are assigned as 𝜆𝑎𝑡𝑡𝑟 = 3.5, 𝜆𝑝𝑟𝑜𝑏 = 0.1, and 𝜆𝑏𝑔 = 40. Please refer
to our supplementary material for the detailed descriptor group
definition for attribute transfer tasks.

5 RESULTS
We provide 3D-aware and 2D attribute transfer results, and conduct
ablation study on the crucial parts. For more experimental results,
please refer to our supplementary material.

4
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Figure 3: Visual comparison of 3D-aware attribute transfer. Notably, SAT3D has the capability of customizing attributes based
on reference images in addition to competitive editing results.

5.1 3D-aware Attribute Transfer
We apply our method on the pre-trained 3D-aware EG3D generator,
which renders multi-view consistent images for each sample and
provides comprehensive representation for users. For EG3D pre-
trained on facial dataset, there are 6 target attributes that can be
transferred, i.e., Hairstyle, Hair color, Eye region, Expression, Beard,
and Eyeglasses. The facial segmentation network employed for
background loss is BiSeNet [40].
3D Comparison. We perform comparison with another EG3D-
based image editing method PREIM3D [24], which finds the editing
direction by SVM classifiers. In comparison, both methods are ap-
plied to the same pre-trained EG3D generator on FFHQ 5122 [19].
The target attribute set contains three common attributes: Smiling,
Beard, and Eyeglasses. The source and reference images are chosen
from the testing set of CelebAMask-HQ [23] and inverted to latent
space by the the encoder in [24]. As shown in Figure 3, beyond the
comparable editing performance, our approach allows for diverse
customization based on reference images.
Facial Attribute Transfer. For a more comprehensive presen-
tation, we apply SAT3D to the EG3D generator pre-trained with
rebalanced FFHQ [5], which produces better results. We present
two editing samples for each attribute in Figure 4, with the source-
reference image pairs sampled from latent space. Note the attribute
similarity of our editing results to the reference images.
Generalization to Other Domains. To demonstrate the general-
ization ability of SAT3D to different domains, we apply our method

to the EG3D generators pre-trained on AFHQv2 Cats 5122 [9] and
ShapeNet Car 1282 [7], and the results are reported in Figure 5. In
these domains, there are fewer attributes for editing compared with
human faces. The ShapeNet Car mainly can edit color and shape
while cat mainly can be edited on fur. We utilize DeepLabv3 [8] to
segment the cat images, while no segmentation or background loss
is applied to the cars in low image resolution.
Multi-attribute Transfer. Sequential editing of multiple attributes
can also be achieved, and Figure 6 illustrates the progressive migra-
tion of facial attributes from the source image to reference image.
As we can observe, at each step, the target attribute is transferred
while irrelevant attributes are maintained, and the obtained final
face is quite close to the reference image.

5.2 2D Attribute Transfer
Our method is also well suited for 2D StyleGAN-based generators.
We perform visual comparisons with two classic semantic-guided
image editing methods: StyleCLIP [28] and InterFaceGAN [32],
which both manipulate latent codes in the latent space of pre-
trained StyleGANv2 generator without fine-tuning. For fair com-
parison, we apply our method on the same generator, which is
pre-trained on FFHQ 10242 [19]. The target attribute set contains
three attributes that can be edited by all methods: Smiling, Beard,
and Eyeglasses. StyleCLIP and InterFaceGAN indicate the presence
or absence of attributes by text-pairs and decision boundary re-
spectively, while our proposed SAT3D takes reference images for
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Figure 7: Visual comparison of 2D attribute transfer in the positive direction.
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Figure 8: Visual comparison of 2D attribute transfer in the
negative direction. We select an image without the target
attribute as the reference image for SAT3D.
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Figure 9: Effect of background loss in training. The back-
ground loss is crucial for preserving the lighting, clothes and
background textures.
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Figure 11: Effect of attribute preserving loss in training. The
examplified target attribute is Shape, while Color is expected
to be preserved.

guidance. All of the source and reference images are selected from
the testing set of CelebAMask-HQ [23] dataset, and inverted to
latent space using e4e [35]. In every task, we select the best edited
image from a range of intensities for all methods.

In the experiments, three attributes are selected. For each at-
tribute, there are two holistic editing directions, i.e. positive for
the presence while negative for the absence (e.g. "Eyeglasses" and
“no Eyeglasses"). We conduct comparisons for both situations, as
displayed in Figure 7 and Figure 8 respectively. In the positive
direction, we select two different reference images each time for
SAT3D, demonstrating the ability of our SAT3D to customize at-
tribute characteristics and generate diverse results, which are not
supported by other methods. For negative cases, SAT3D simply
takes an image without the target attribute as reference. We can
observe that SAT3D performs still better than the comparisons at
cases ”no Smiling" and “no Beard".

5.3 Ablation Study
Background Loss. The background loss is crucial in preventing
uninterested regions from being altered. As presented in Figure 9, in
the absence of background loss during training, the target attributes
can be transferred with facial structures roughly maintained. How-
ever, the background, clothing, shadows, and irrelevant attributes
on the face that beyond description are unexpectedly impacted.
Adding suppression of unfocused regions can minimize these vari-
ations significantly.

Editing Intensity. The completion of attribute transfer and the
quality of generated images varies with editing intensity 𝛿 . As
exemplified in Figure 10, for "Eyeglasses", 𝛿=1 gives effective at-
tribute transfer result and there is a gradual transition from the
emergence of a rectangular frame to the appearance of sunglasses
with 𝛿 increasing. While for "Expression", the characteristics in
edited images are not consistent with that of the reference image
at 𝛿=1, but rather at 𝛿=2.25. The proper value of 𝛿 differs for each
source-reference image pair, which is roughly within range [1.0,
2.25].
Attribute Preservation Loss. The attribute preservation loss is
intended to retain the characteristics of uninterested attributes
within the same region. In practice, we notice that due to the natural
properties of gradient back-propagation, using our attribute transfer
loss alone already can achieve the goal of exclusively migrating
target attribute characteristics in most cases and leaving other
attributes in the same region unaffected. Therefore, we do not need
to define a comprehensive attribute set for each region, but rather
concentrate on the specific attributes of interest. However, at some
cases, the entanglement between different attributes still occurs.
Taking the car domain as an example in Figure 11, colors are also
deviated when we migrate vehicle shapes. Hence, it is necessary to
add attribute preservation loss to suppresses the alteration.

6 CONCLUSION
For the image-driven semantic attribute editing task, we develop
our SAT3D, which transfers semantic attributes of reference images
onto the source image. In the highly disentangled style space of
pre-trained StyleGAN-based generative models, we explore the
correlations between semantic attributes and style code channels.
Specifically, a set of descriptor groups are defined for each attribute,
and then the attribute characteristics in images are quantitatively
measured with QMM utilizing the image-text relevancy evaluation
by CLIP models. With the quantitative measurements, we design
the attribute loss functions to guide the migration of target at-
tribute and the preservation of irrelevant attributes during training.
The transfer results on 3D-aware generators across multiple do-
mains and the comparisons with classical 2D image editing methods
demonstrate the effectiveness and customizability of our SAT3D.

8



929

930

931

932

933

934

935

936

937

938

939

940

941

942

943

944

945

946

947

948

949

950

951

952

953

954

955

956

957

958

959

960

961

962

963

964

965

966

967

968

969

970

971

972

973

974

975

976

977

978

979

980

981

982

983

984

985

986

SAT3D: Image-driven Semantic Attribute Transfer in 3D Conference acronym ’XX, 28 October - 1 November, 2024, Melbourne, Australia

987

988

989

990

991

992

993

994

995

996

997

998

999

1000

1001

1002

1003

1004

1005

1006

1007

1008

1009

1010

1011

1012

1013

1014

1015

1016

1017

1018

1019

1020

1021

1022

1023

1024

1025

1026

1027

1028

1029

1030

1031

1032

1033

1034

1035

1036

1037

1038

1039

1040

1041

1042

1043

1044

REFERENCES
[1] Rameen Abdal, Peihao Zhu, John Femiani, Niloy Mitra, and Peter Wonka. 2022.

Clip2stylegan: Unsupervised extraction of stylegan edit directions. In ACM
SIGGRAPH 2022 conference proceedings. 1–9.

[2] Rameen Abdal, Peihao Zhu, Niloy J Mitra, and Peter Wonka. 2021. Styleflow:
Attribute-conditioned exploration of stylegan-generated images using condi-
tional continuous normalizing flows. ACM Transactions on Graphics 40, 3 (2021),
1–21.

[3] Omri Avrahami, Dani Lischinski, and Ohad Fried. 2022. Blended diffusion for
text-driven editing of natural images. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition. 18208–18218.

[4] Tim Brooks, Aleksander Holynski, and Alexei A Efros. 2023. Instructpix2pix:
Learning to follow image editing instructions. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 18392–18402.

[5] Eric R Chan, Connor Z Lin, Matthew A Chan, Koki Nagano, Boxiao Pan, Shalini
De Mello, Orazio Gallo, Leonidas J Guibas, Jonathan Tremblay, Sameh Khamis,
et al. 2022. Efficient geometry-aware 3D generative adversarial networks. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition.
16123–16133.

[6] Eric R Chan, Marco Monteiro, Petr Kellnhofer, Jiajun Wu, and Gordon Wetzstein.
2021. pi-gan: Periodic implicit generative adversarial networks for 3d-aware
image synthesis. In Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition. 5799–5809.

[7] Angel X Chang, Thomas Funkhouser, Leonidas Guibas, Pat Hanrahan, Qix-
ing Huang, Zimo Li, Silvio Savarese, Manolis Savva, Shuran Song, Hao Su,
et al. 2015. Shapenet: An information-rich 3d model repository. arXiv preprint
arXiv:1512.03012 (2015).

[8] Liang-Chieh Chen, George Papandreou, Florian Schroff, and Hartwig Adam.
2017. Rethinking atrous convolution for semantic image segmentation. arXiv
preprint arXiv:1706.05587 (2017).

[9] Yunjey Choi, Youngjung Uh, Jaejun Yoo, and Jung-Woo Ha. 2020. Stargan v2:
Diverse image synthesis for multiple domains. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 8188–8197.

[10] Ian Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley,
Sherjil Ozair, Aaron Courville, and Yoshua Bengio. 2014. Generative adversarial
nets. Advances in Neural Information Processing Systems 27 (2014).

[11] Jiatao Gu, Lingjie Liu, Peng Wang, and Christian Theobalt. 2021. Stylenerf:
A style-based 3d-aware generator for high-resolution image synthesis. arXiv
preprint arXiv:2110.08985 (2021).

[12] Ishaan Gulrajani, Faruk Ahmed, Martin Arjovsky, Vincent Dumoulin, and
Aaron C Courville. 2017. Improved training of wasserstein gans. Advances
in Neural Information Processing Systems 30 (2017).

[13] Erik Härkönen, Aaron Hertzmann, Jaakko Lehtinen, and Sylvain Paris. 2020.
Ganspace: Discovering interpretable gan controls. Advances in Neural Information
Processing Systems 33 (2020), 9841–9850.

[14] Xianxu Hou, Xiaokang Zhang, Hanbang Liang, Linlin Shen, Zhihui Lai, and Jun
Wan. 2022. Guidedstyle: Attribute knowledge guided style manipulation for
semantic face editing. Neural Networks 145 (2022), 209–220.

[15] Junha Hyung, Sungwon Hwang, Daejin Kim, Hyunji Lee, and Jaegul Choo.
2023. Local 3d editing via 3d distillation of clip knowledge. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition. 12674–12684.

[16] Omer Kafri, Or Patashnik, Yuval Alaluf, and Daniel Cohen-Or. 2021. Stylefu-
sion: A generative model for disentangling spatial segments. arXiv preprint
arXiv:2107.07437 (2021).

[17] Tero Karras, Miika Aittala, Janne Hellsten, Samuli Laine, Jaakko Lehtinen, and
Timo Aila. 2020. Training generative adversarial networks with limited data.
Advances in Neural Information Processing Systems 33 (2020), 12104–12114.

[18] Tero Karras, Miika Aittala, Samuli Laine, Erik Härkönen, Janne Hellsten, Jaakko
Lehtinen, and Timo Aila. 2021. Alias-free generative adversarial networks.
Advances in Neural Information Processing Systems 34 (2021), 852–863.

[19] Tero Karras, Samuli Laine, and Timo Aila. 2019. A style-based generator ar-
chitecture for generative adversarial networks. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 4401–4410.

[20] Tero Karras, Samuli Laine, Miika Aittala, Janne Hellsten, Jaakko Lehtinen, and
Timo Aila. 2020. Analyzing and improving the image quality of stylegan. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition.
8110–8119.

[21] Bahjat Kawar, Shiran Zada, Oran Lang, Omer Tov, Huiwen Chang, Tali Dekel,
Inbar Mosseri, and Michal Irani. 2023. Imagic: Text-based real image editing
with diffusion models. In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition. 6007–6017.

[22] Christian Ledig, Lucas Theis, Ferenc Huszár, Jose Caballero, Andrew Cunning-
ham, Alejandro Acosta, Andrew Aitken, Alykhan Tejani, Johannes Totz, Zehan
Wang, et al. 2017. Photo-realistic single image super-resolution using a gener-
ative adversarial network. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition. 4681–4690.

[23] Cheng-Han Lee, Ziwei Liu, Lingyun Wu, and Ping Luo. 2020. Maskgan: Towards
diverse and interactive facial image manipulation. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 5549–5558.

[24] Jianhui Li, Jianmin Li, Haoji Zhang, Shilong Liu, Zhengyi Wang, Zihao Xiao,
Kaiwen Zheng, and Jun Zhu. 2023. Preim3d: 3d consistent precise image at-
tribute editing from a single image. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition. 8549–8558.

[25] Xudong Lou, Yiguang Liu, and Xuwei Li. 2022. TeCM-CLIP: Text-Based Con-
trollable Multi-attribute Face Image Manipulation. In Proceedings of the Asian
Conference on Computer Vision. 1942–1958.

[26] AndrewMelnik, MaksimMiasayedzenkau, Dzianis Makaravets, Dzianis Pirshtuk,
Eren Akbulut, Dennis Holzmann, Tarek Renusch, Gustav Reichert, and Helge Rit-
ter. 2024. Face generation and editing with stylegan: A survey. IEEE Transactions
on Pattern Analysis and Machine Intelligence (2024).

[27] Ben Mildenhall, Pratul P Srinivasan, Matthew Tancik, Jonathan T Barron, Ravi
Ramamoorthi, and Ren Ng. 2021. Nerf: Representing scenes as neural radiance
fields for view synthesis. Commun. ACM 65, 1 (2021), 99–106.

[28] Or Patashnik, Zongze Wu, Eli Shechtman, Daniel Cohen-Or, and Dani Lischinski.
2021. Styleclip: Text-driven manipulation of stylegan imagery. In Proceedings of
the IEEE/CVF International Conference on Computer Vision. 2085–2094.

[29] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sand-
hini Agarwal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al.
2021. Learning transferable visual models from natural language supervision. In
International Conference on Machine Learning. PMLR, 8748–8763.

[30] Alec Radford, Luke Metz, and Soumith Chintala. 2015. Unsupervised representa-
tion learning with deep convolutional generative adversarial networks. arXiv
preprint arXiv:1511.06434 (2015).

[31] Katja Schwarz, Yiyi Liao, Michael Niemeyer, and Andreas Geiger. 2020. Graf:
Generative radiance fields for 3d-aware image synthesis. Advances in Neural
Information Processing Systems 33 (2020), 20154–20166.

[32] Yujun Shen, Ceyuan Yang, Xiaoou Tang, and Bolei Zhou. 2020. Interfacegan:
Interpreting the disentangled face representation learned by gans. IEEE Transac-
tions on Pattern Analysis and Machine Intelligence 44, 4 (2020), 2004–2018.

[33] Yichun Shi, Xiao Yang, Yangyue Wan, and Xiaohui Shen. 2022. Semanticstylegan:
Learning compositional generative priors for controllable image synthesis and
editing. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition. 11254–11264.

[34] Alon Shoshan, Nadav Bhonker, Igor Kviatkovsky, and Gerard Medioni. 2021. Gan-
control: Explicitly controllable gans. In Proceedings of the IEEE/CVF International
Conference on Computer Vision. 14083–14093.

[35] Omer Tov, Yuval Alaluf, Yotam Nitzan, Or Patashnik, and Daniel Cohen-Or. 2021.
Designing an encoder for stylegan image manipulation. ACM Transactions on
Graphics 40, 4 (2021), 1–14.

[36] Rui Wang, Jian Chen, Gang Yu, Li Sun, Changqian Yu, Changxin Gao, and
Nong Sang. 2021. Attribute-specific control units in stylegan for fine-grained
image manipulation. In Proceedings of the 29th ACM International Conference on
Multimedia. 926–934.

[37] Qiucheng Wu, Yujian Liu, Handong Zhao, Ajinkya Kale, Trung Bui, Tong Yu,
Zhe Lin, Yang Zhang, and Shiyu Chang. 2023. Uncovering the disentanglement
capability in text-to-image diffusion models. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 1900–1910.

[38] Zongze Wu, Dani Lischinski, and Eli Shechtman. 2021. Stylespace analysis: Dis-
entangled controls for stylegan image generation. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 12863–12872.

[39] Binxin Yang, Shuyang Gu, Bo Zhang, Ting Zhang, Xuejin Chen, Xiaoyan Sun,
Dong Chen, and Fang Wen. 2023. Paint by example: Exemplar-based image
editing with diffusion models. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition. 18381–18391.

[40] Changqian Yu, Jingbo Wang, Chao Peng, Changxin Gao, Gang Yu, and Nong
Sang. 2018. Bisenet: Bilateral segmentation network for real-time semantic
segmentation. In Proceedings of the European Conference on Computer Vision.
325–341.

[41] Zhixing Zhang, Ligong Han, Arnab Ghosh, Dimitris N Metaxas, and Jian Ren.
2023. Sine: Single image editing with text-to-image diffusion models. In Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition.
6027–6037.

[42] Xiaoming Zhao, Fangchang Ma, David Güera, Zhile Ren, Alexander G Schwing,
and Alex Colburn. 2022. Generative multiplane images: Making a 2d gan 3d-
aware. In European Conference on Computer Vision. Springer, 18–35.

[43] Peng Zhou, Lingxi Xie, Bingbing Ni, and Qi Tian. 2021. Cips-3d: A 3d-aware
generator of gans based on conditionally-independent pixel synthesis. arXiv
preprint arXiv:2110.09788 (2021).

[44] Peihao Zhu, Rameen Abdal, Yipeng Qin, and Peter Wonka. 2020. Sean: Image
synthesis with semantic region-adaptive normalization. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition. 5104–5113.

9


	Abstract
	1 Introduction
	2 Related Works
	3 Methods
	3.1 Semantic Attribute Channel Discovery
	3.2 Learning Objective

	4 Implementation Details
	5 Results
	5.1 3D-aware Attribute Transfer
	5.2 2D Attribute Transfer
	5.3 Ablation Study

	6 Conclusion
	References

