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Abstract

Large Language Models have revolutionized001
numerous tasks with their remarkable efficacy.002
However, the editing of these models, crucial003
for rectifying outdated or erroneous informa-004
tion, often leads to a complex issue known as005
the ripple effect in the hidden space. This effect,006
while difficult to detect, can significantly im-007
pede the efficacy of model editing tasks and008
deteriorate model performance. This paper009
addresses this scientific challenge by propos-010
ing a novel evaluation methodology, Graphical011
Outlier Relation based Assessment (GORA),012
which quantitatively evaluates the adaptations013
of the model and the subsequent impact of edit-014
ing. Furthermore, we introduce the Selective015
Outlier Re-Editing Approach (SORA), a model016
editing method designed to mitigate this rip-017
ple effect. Our comprehensive evaluations re-018
veal that the ripple effect in the hidden space019
is a significant issue in all current model edit-020
ing methods. However, our proposed methods,021
GORA and SORA, effectively identify and al-022
leviate this issue, respectively, contributing to023
the advancement of LLM editing techniques.024

1 Introduction025

The swift advancement of Large Language Mod-026

els (LLMs) has exhibited remarkable efficacy027

across a multitude of tasks(Brown et al., 2020;028

Zhao et al., 2023; OpenAI, 2023; Touvron et al.,029

2023; Gu et al., 2023). Nevertheless, the data030

embedded within these expansive models may031

become outdated or encompass errors(Lazaridou032

et al., 2021; Dhingra et al., 2022; Jang et al., 2022).033

As a result, the edit of outdated and erroneous in-034

formation within these models has emerged as an035

important research subject.036

In recent years, methodologies for editing LLMs037

have progressively garnered attention (Zhu et al.,038

2020; De Cao et al., 2021; Meng et al., 2022, 2023;039

Si et al., 2023). The primary objective of these040

methodologies is to enhance the output of LLMs in041

Sam Altman

Open AI

CEO of

Emmett 
Shear

CEO of

Ultraman

Chicago 
Illinois

Stanford 
University

Uncle Sam

Ripple Effect
In Hidden Space

……

Ripple Effect 
In The Same Entity

New 
Event

Need Edition
Might be Hurt

✍🏻️

Open AI 
Board

Freelancer

✍🏻️

Ripple Effect
In Fact

Factual Change

Need To Update

Need To Preserve

No Factual 
Connection

✍🏻️

Figure 1: Illustrating the ripple effect in model modifica-
tion using the OpenAI board controversy as an example.
The model can only receive limited modification re-
quests when a new event occurs, such as a CEO change
at OpenAI. The ripple effect of model editing involves
positive changes in other facts, like Sam will be a free-
lancer, due to this edition. But it also involves unfore-
seen disruptions, potentially damaging unrelated facts
under the same entity and distorting the facts of other
related entities within the model’s latent space.

specific domains without undermining their perfor- 042

mance in other sectors. This is a delicate balancing 043

act, as the editing process must ensure both the suc- 044

cess of the edits and the avoidance of any negative 045

impact on the overall functionality of the model. 046

Although many model editing techniques have 047

proven effective in various situations, a signifi- 048

cant issue is their tendency to prioritize improv- 049

ing editing performance without considering other 050

factors. While achieving successful edits is not 051

the most challenging aspect, studies have shown 052

that model editing deal damage to the general abil- 053
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ities of LLMs (Gu et al., 2024). In our study, a054

more complex issue lies in controlling the impact055

of knowledge editing on the hidden space of the056

model, also known as the ripple effect (Yao et al.,057

2023; Cohen et al., 2023; Li et al., 2023c; Sakarva-058

dia et al., 2023).059

As illustrated in Fig. 1, the ripple effect brought060

about by knowledge editing can be divided into two061

categories. The first category is the positive ripple062

effect, such as the update of other facts related to063

the edited fact, which is called “Ripple Effect in064

Facts” (Cohen et al., 2023). This effect can be ben-065

eficial as it ensures the consistency and coherence066

of related facts within the model. The second cat-067

egory is the negative ripple effect. This includes068

the potential damage to the model’s memory of069

other information about an entity after changing070

the model’s understanding of that entity, known as071

the “Ripple Effect in the Same Entity”(Li et al.,072

2023b; Yao et al., 2023). Additionally, changing073

the model’s memory of an entity in a hidden space074

may also affect entities that are close in the hidden075

space, referred to as the “Ripple Effect in Hidden076

Space”(Hoelscher-Obermaier et al., 2023a; Sakar-077

vadia et al., 2023).078

Both the Ripple Effect in Fact and in The Same079

Entity can be easily detected for they have the ac-080

tual factual connection between the edited entities081

and affected attributes or relations. However, the082

Ripple Effect in Hidden Space, which lacks a direct083

factual correlation with the edited object, presents084

a significant challenge in detection. This implicit085

influence on other entities severely impedes the ef-086

ficacy of all Model Editing tasks, culminating in a087

drastic deterioration in model performance as the088

quantity of edits escalates(Li et al., 2023b; Wang089

et al., 2023). Consequently, the development of ef-090

ficacious strategies and techniques to alleviate this091

type of ripple effects is of paramount importance.092

In this study, we first propose an evaluation093

methodology, referred to as Graphical Outlier Rela-094

tion based Assessment (GORA), which integrates095

quantitative evaluations to scrutinize the adapta-096

tions of the model and the subsequent impact of097

editing. We build up the connection between re-098

lated entities in hidden space based on the model099

to be edited on the given knowledge graph. By100

evaluating the model’s performance in generating101

text from the edited model on edited triplets and102

hidden space related triplets on the manipulated103

graph, the ripple effect can be comprehended in the104

hidden space induced by the model editing method.105

Furthermore, through the iterative establishment of 106

hidden connections between entities, GORA facili- 107

tates a proportionality between the influence of the 108

hidden space ripple effect and the distance to the 109

edited triplets. Consequently, this allows for the 110

prediction of the hidden space ripple effect. 111

Additionally, we present a Selective Outlier Re- 112

Editing Approach (SORA) predicated on our eval- 113

uation method, which is engineered to mitigate the 114

Hidden Space Related Ripple Effect. By identi- 115

fying the entities that possess a relationship with 116

the edited entities, it is feasible to alleviate the 117

ripple effect by simply incorporating the related 118

triplets with the edited fact into training. However, 119

such a method will result in excessive computa- 120

tional expense, as each edit will necessitate editing 121

a larger number of related knowledge. Not all re- 122

lated knowledge needs to be edited. SORA uses the 123

above strategy by identifying key triplets and edit- 124

ing these knowledge to enhance editing efficiency 125

and reduce computational overhead. 126

In the experimental phase, GORA discovered 127

that even the state-of-the-art (SOTA) model editing 128

method still encounters significant challenges with 129

the ripple effect in the hidden space. Compared to 130

directly detecting the ripple effect on the artificial 131

KG, the result of GORA reduced by 16.51% for 132

the SOTA model editing method, indicating that 133

the ripple effect in the hidden space causes greater 134

disruption than the ripple effect in the same entity, 135

thereby validating the feasibility of GORA in veri- 136

fying the ripple effect in the hidden space. SORA 137

mitigates such issues by reducing the average rate 138

of the SOTA model editing method in the ripple 139

effect in the hidden space by 54.75%. 140

In summary, this paper has made the following 141

contributions: 142

• This research is pioneering in exploring the 143

ripple effect in the hidden space, a detrimental 144

yet implicit phenomenon in model editing. 145

• We have introduced GORA, a specialized tech- 146

nique for evaluating the ripple effect in the hid- 147

den space during the process of model editing. 148

149
• Leveraging the fundamental design of GORA, 150

we have developed SORA, an innovative 151

model editing method that employs existing 152

explicit knowledge bases to mitigate the ripple 153

effect in the hidden space. 154

• We carry out comprehensive evaluations and 155

comparative experiments, which demonstrate 156
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that GORA effectively identifies the ripple ef-157

fect in the hidden space during model editing158

than other works. We have also discovered159

that this effect is present in all current model160

editing methods, while SORA effectively al-161

leviates this issue compared to other model162

editing techniques.163

2 Related Work164

2.1 Knowledge Editing165

In the evolving field of LLMs, Knowledge Model166

Editing methods have been developed to integrate167

new knowledge while preserving existing informa-168

tion. These methods are broadly categorized into169

three types(Wang et al., 2023):170

External Memorization-based Methods: Uti-171

lize separate memory modules to store new knowl-172

edge, thus keeping the original model’s weights173

unchanged. This method is scalable and allows for174

the extension of knowledge without restructuring175

the pre-trained model(Li et al., 2022; Madaan et al.,176

2022; Mitchell et al., 2022b; Murty et al., 2022).177

Global Optimization-based Methods: Imple-178

ment widespread model updates guided by new179

knowledge. These methods modify the LLMs in a180

controlled manner but may be resource-intensive181

due to the large parameter space(Sinitsin et al.,182

2019; De Cao et al., 2021; Hase et al., 2021;183

Mitchell et al., 2022a).184

Local Modification-based Methods: Target185

specific parameters for updates, offering a focused186

and resource-efficient approach to incorporating187

new knowledge into LLMs(Dai et al., 2022; Li188

et al., 2023a; Meng et al., 2022, 2023).189

In our study, we primarily focus on Global190

Optimization-based Methods and Local191

Modification-based Methods, both of which192

involve updating the model. We also experiments193

with latest method ICE (Cohen et al., 2023) We194

aim to address the challenges associated with195

these methods, particularly the ripple effect in the196

hidden space, which has been largely overlooked197

in previous research.198

2.2 Evaluating Knowledge Editing199

There has been an increasing focus on the evalu-200

ation of model editing. The primary benchmarks201

currently employed to assess editing methods are202

Zero-Shot Relation Extraction(zsRE) (Levy et al.,203

2017) and CounterFact (Meng et al., 2022). zsRE204

serves as a question-answering dataset designed205

for relation-specific queries and is annotated with 206

human-generated question paraphrases that can 207

measure the model’s robustness to semantically 208

equivalent inputs. CounterFact is a more challeng- 209

ing evaluation dataset by introduces counterfac- 210

tual edits. RippleEdits (Cohen et al., 2023) is a 211

benchmark evaluating the “ripple effects” in knowl- 212

edge editing. To be specific, one should go be- 213

yond the single fact that was edited and check that 214

other facts that are logically derived from the edit 215

were also changed accordingly. In addition, re- 216

search (Hoelscher-Obermaier et al., 2023b; Li et al., 217

2023b) shows that existing editing methods can 218

have unwanted side effects on LLMs. 219

Our research primarily focuses on these un- 220

wanted side effects, a topic that has not been thor- 221

oughly explored in previous studies. Unlike other 222

evaluations that mainly concentrate on the over- 223

all impacts of model editing, such as the “Ripple 224

Effect in Facts” and “Ripple Effect in the Same En- 225

tity”, our approach aims at the detailed evaluation 226

of the “Ripple Effect in Hidden Space”. We study 227

how knowledge graphs can help reveal the extent 228

of side effects and differences in knowledge distri- 229

bution between models and human understanding. 230

Our work significantly adds to the understanding of 231

how model editing can cause hidden harm to other 232

knowledge within the model. 233

3 Preliminary 234

Factual Change is a pivotal concept in model edit- 235

ing. Facts are understood as natural language sen- 236

tences and represented as multi-dimensional vec- 237

tors within a latent space. Given a fact set F and 238

and a corresponding set of changes ∆F (|∆F | ≤ 239

|F |), the post-change fact set is expressed as 240

F ′ = F +∆F +R(∆F ) (1) 241
where R(∆F ) signifies the ripple effect induced 242

by ∆F . 243

In natural language, the ripple effect is an ob- 244

servable phenomenon within knowledge graphs, 245

characterized by the spread of a single fact alter- 246

ation throughout the interconnected node network. 247

This process leads to subsequent changes in vari- 248

ous nodes, underlining the interconnected nature 249

of factual information. 250

In LLMs, the ripple effect exhibits a more in- 251

tricate nature and can be delineated into three dis- 252

tinct categories, each representing a unique path- 253

way of influence in the model’s response to factual 254

changes: 255
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Ripple Effect in Fact RF : This refers to the256

process where changes in one fact lead to modifica-257

tions in related facts, as illustrated in Fig.1. When258

change the CEO of Open AI from Sam Altman to259

Emmett Shear, there are facts need to update like260

“Sam Alterman is not a member of OpenAI Board”261

and “Sam Altman’career is Freelancer”.262

Ripple Effect in The Same Entity RE : when263

a factual change alters some aspects of an entity’s264

information, other unrelated aspects should ide-265

ally remain constant.As shown in Fig.1, despite a266

change in career, the entity’s birthplace or educa-267

tional background should remain unaltered. Cur-268

rent methods of model editing often demonstrate269

a heightened sensitivity to subjects, inadvertently270

leading to these undesired modifications. This phe-271

nomenon, where changes in one aspect of an entity272

affect other static aspects, is what we define as the273

Ripple Effect in The Same Entity.274

Ripple Effect in Hidden Space RH : Consider-275

ing the black box nature of LLM, special attention276

must be paid to the Ripple Effect in Hidden Space.277

This effect reflects how changes in one fact can lead278

to unexpected changes in different, unrelated facts279

and entities. This occurs because of the similarity280

between different subjects in hidden space. When281

we update the parameters, this can unintentionally282

affect model’s performance on other facts.283

The aggregate ripple effect R is computed as:284

R = RF +RE+RH , capturing the comprehensive285

impact of fact changes across different dimensions.286

4 Our Method287

The efficacy of updating knowledge within lan-288

guage models hinges on judicious evaluation and289

editing methods. Our methodology unfolds in two290

sub-sections, each tailored to systematically ad-291

vance the accuracy and relevance of the model’s292

knowledge base.293

4.1 Graphical Outlier Relation based294

Assessment (GORA)295

Our evaluation method incorporates quantitative296

assessments to examine the model’s adaptations297

and the consequent impact of editing. We also es-298

tablished knowledge connections within the inner299

space of the model and conducted a comparative300

analysis with KG. We analyze graphical represen-301

tations to compare the model’s internal structure302

with the vanilla knowledge graph.303

First, we identify outlier triplets after model edit-304

ing. We observe that the outputs adhere to a long- 305

tail distribution. Consequently, outliers are defined 306

as change in evaluation metric surpassing a thresh- 307

old of δ > µ+ 2σ, where δ represents the change 308

in evaluation metric before and after editing, µ 309

denotes the mean, and σ signifies the standard de- 310

viation. This definition is applicable across various 311

evaluation metrics and editing methods. 312

Subsequently, we regard outliers and edited 313

nodes as proximal in distance, constructing a 314

GORA graph based on this proximity. GORA 315

graph has same nodes with vanilla KG. A spe- 316

cific number of edit requests are randomly selected 317

across KG. Each selected request undergoes model 318

editing. Outliers are then determined using the 319

aforementioned inequation. We build an edge be- 320

tween the identified outliers and their correspond- 321

ing edited triplet due to their closeness in the latent 322

space. The construction of the GORA graph is it- 323

erated multiple times to ensure that the number of 324

edges in the GORA graph roughly equals to the 325

vanilla KG. 326

Additionally, we analyze the model’s perfor- 327

mance in relation to the distance between edited 328

and tested triplets within the both GORA graph and 329

vanilla KG, where distributions of edited nodes and 330

quantity of edits are also considered. 331

4.2 Selective Outlier Re-Editing 332

Approach (SORA) 333

SORA is devised to refine the model’s internal rep- 334

resentation of knowledge without compromising 335

the integrity of its pre-trained state by identifying 336

and re-editing outliers. This process imitates the 337

repetitive nature of human learning to reinforce the 338

model’s understanding of new information. 339

For a triplet (s, r, o), the editing effect can be 340

quantified by measuring the change in the evalu- 341

ation metric, which is computed by the post-edit 342

model fθe and pre-edit model fθ: 343

E = Metric[fθe(⟨s, r⟩)]−Metric[fθ(⟨s, r⟩)] (2) 344

where ⟨s, r⟩ is the prompt describing s and r. The 345

identification of outliers (edit targets) is determined 346

by selecting the top-K triplets based on their editing 347

effects. 348

Similar to MEMIT (Meng et al., 2023), for edit 349

targets ξ = {(si, ri, oi)}, given a set of factual 350

prompts{xj ⊕ p(si, ri)} that concatenate random 351

prefixes xj to a templated prompt, the target zi = 352
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hLi + δi vectors for every edits i is computed:353

argminδi
1

P

∑P
j=1− logPfθ(h

L
i )

[oi|xj ⊕ p(si, ri)]

(3)354

For critical MLP layers l ∈ R, the update is per-355

formed as follow:356

kli =
1

P

∑P
j=1σ(W

l
inγ(h

l−1
i (xj + si))) (4)357

rli =
zi − hLi
L− l + 1

(5)358

K l ← [kl1i , . . . , k
L
i ], R

l ← [rl1i , . . . , r
L
i ] (6)359

∆l = RlK lT (C l +K lkl
T
)−1 (7)360

W l ←W l +∆l (8)361

where γ is layernorm and C l is covariance of the362

pre-existing keys.363

This approach ensures the model’s consistent364

performance amidst the dynamic landscape of365

evolving knowledge. Through the integration of366

our evaluation and editing strategies, we guarantee367

that the edited model both retains the core of the368

previously established knowledge and incorporates369

new insights.370

5 Experiments371

The experiments are designed to incrementally ad-372

dress two research questions: 1) Is there a method373

to identify and more accurately depict the “ripple374

effect in hidden space”? 2) Can “ripple effect in375

hidden space” be efficiently mitigated?376

5.1 Baselines377

In terms of evaluation methods for model editing,378

we primarily compared two approaches:379

Vanilla We use the KG extracted from wiki-380

data5m (Wang et al., 2021) to generate edit re-381

quests. Subsequent tests are conducted on the382

neighbors of edited nodes to analyze the ripple383

effects caused by model editing. These ripple ef-384

fects are mainly “ripple effect in fact” and “ripple385

effect in the same entity”.386

GORA represents our proposed methodology.387

Utilizing the model’s representation of each triplet,388

we construct the GORA graph to illustrate the re-389

lationships within the hidden space. We then use390

GORA graph to evaluate the ripple effect induced391

by model editing.392

COUNTERFACT (Meng et al., 2022) and zsRE393

(Levy et al., 2017) stand as the most frequently394

utilized benchmark in the domain of model editing.395

RIPPLEEDITS (Cohen et al., 2023) is a benchmark 396

raised for evaluating the first two kinds of ripple ef- 397

fect. However, these benchmarks have been subject 398

to testing within limited scopes, thereby neglecting 399

the broader potential implications. This limitation 400

inhibits the execution of analyses that are both more 401

comprehensive and deeper in nature. Consequently, 402

we have developed our own dataset to address these 403

shortcomings. 404

5.2 Evaluation Dataset Construction 405

Step 1: Factual Triplets Collection Our data ex- 406

traction process utilized Wikidata5m (Wang et al., 407

2021), a dataset comprising over 4.5 million enti- 408

ties and 20 million triplets. To manage the exten- 409

sive volume of data, we implemented Breadth-First 410

Search (BFS) sampling to derive a representative 411

subgraph, containing approximately 104 triplets. 412

This selected subset serves as our primary dataset, 413

offering a rich diversity of factual information. 414

Step 2: Prompt Generation Utilizing GPT4, 415

we automate the generation of natural language 416

prompts for each triplet. These prompts undergo 417

quality assurance checks for fluency by human and 418

alignment with their respective triplets. 419

Step 3: Edit Target Selection We identify and 420

select modifiable elements within the triplets. For a 421

triplet {s, r, o}, we select the edit target o′ in the set 422

of triplets that share the same relation r but differ in 423

object o. To be specific, T = {o′|r′ = r, o′ ̸= o}. 424

5.3 Model editing methods 425

As for the model editing methods, we primarily 426

compared following baselines in the experimental 427

phase: 428

Fine-tuning (FT) The model’s parameters in a 429

specific layer are updated using gradient descent 430

with Adam optimizer and early stop strategy. 431

Constrained Fine-Tuning(FT+L) (Zhu et al., 432

2020) fine-tuning with an L∞ norm constraint on 433

weight changes. 434

MEND (Mitchell et al., 2022a) the model’s pa- 435

rameters are updated through a hypernetwork, us- 436

ing a low-rank decomposition of the gradient from 437

standard fine-tuning. 438

ROME (Meng et al., 2022) uses causal interven- 439

tion for identifying neuron activations that are de- 440

cisive in a model’s factual predictions, then com- 441

pute and insert key-value pair into specific MLP 442

layers. 443

MEMIT (Meng et al., 2023) improves ROME 444

for mass editing of diverse knowledge. For multiple 445
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edits, updates are distributed across various MLP446

layers in a top-down approach, aimed at avoiding447

unintended impacts of inadvertently influence on448

edited layers when editing layers.449

In-context Editing (ICE) (Cohen et al., 2023)450

does not introduce changes to the model param-451

eters, but prepend the following prefix to the in-452

put prompt: “Imagine that <O∗> would have been453

<Pr>”. For example, “Imagine that Bill Clinton454

would have been the father of Barack Obama”.455

SORA represents our proposed methodology.456

SORA incorporates identifying and re-editing out-457

liers for more effective model editing.458

Additional implementation details are offered in459

Appendix A.3460

5.4 Metric461
We employ perplexity as the main metric to mea-462

sure the model’s performance in generating text.463

Perplexity is one of the most common metrics for464

evaluating language models and quantifies how465

well a probability model predicts a sample. Perplex-466

ity is defined as the exponentiated average negative467

log-likelihood of a sequence. If we have a tok-468

enized sequence X = (x0, x1, . . . , xt), then the469

perplexity of X is,470

PPL (X) = exp

{
−1

t

t∑
i

log pθ (xi | x<i)

}
(9)471

where log pθ (xi | x<i) is the log-likelihood of the472

ith token conditioned on the preceding x<i accord-473

ing to the model.474

In GORA, Perplexity serves as an indicator of475

model stability because it is sensitive to shifts in the476

probability distribution. We mainly focus on differ-477

ence before and after editing rather than the single478

value. Additional experiments utilizing alternative479

metrics are documented in Appendix A.4.480

5.5 Distance calculation481

We calculate the distance between outlier and482

edited triplets both on GORA graph and vanilla483

KG. The Dijkstra algorithm is utilized to identify484

the shortest path. For every triplet in the dataset, we485

locate the closest edited triplets and calculate the486

distance between them. When handling multiple487

edit requests, the algorithm is executed from each488

edited triplet, with the selection of the shortest path489

leading to the nearest edited triplet.490

5.6 Overall Ripple Effects Evaluation491

The evaluation results, as shown in Tab. 1, sug-492

gest that model performance is affected by both the493

editing strategy employed and the characteristic of 494

the edits. Significantly, the performance of ROME 495

and MEND declines considerably when the num- 496

ber of edits exceeds 50. Although FT+L appears 497

stable in Tab. 1, it is not an effective approach. Its 498

updating mechanism restricts weight adjustments, 499

obstructing the efficient update of parameters and 500

the creation of meaningful sentences, as evidenced 501

in Tab. 3. 502

Moreover, the experiment examines the impact 503

of distance between edited and tested triplets. From 504

Tab. 1, it can be deduced that proximity on vanilla 505

KG does not always result in a greater ripple effect, 506

challenging the inherent assumption that closer 507

nodes are necessarily more affected by editing. 508

There is no consistent correlation between distance 509

on vanilla KG and decreased performance. Both 510

proximate and distant triplets display vulnerability 511

to changes following model editing. 512

The objective of the GORA graph is to minimize 513

the distance between triplets affected by “ripple ef- 514

fect in hidden space” and the edited triplets, while 515

simultaneously increasing the distance between un- 516

affected triplets and the edited ones. As a result, 517

within the GORA framework, triplets located in 518

closer proximity are anticipated to exhibit an in- 519

crease in perplexity, while nodes with no connec- 520

tivity should show a decrease in perplexity relative 521

to the vanilla knowledge graph. The bolded and 522

numbers in Tab. 1show the effectiveness of GORA. 523

Furthermore, we conduct a comparison across 524

all three types of ripple effects. The outcomes at- 525

tributed to GORA correspond to the "ripple effect 526

in hidden space," whereas Vanilla’s results predom- 527

inantly encompass the "ripple effect in fact" and the 528

"ripple effect in the same entity." The underlined 529

figure in Tab. 1 highlights that the "ripple effect in 530

hidden space" typically exerts a greater influence 531

compared to the other two variants. 532

5.7 Difference between KG and GORA graph 533

Graph edit distance (GED) serves as a metric to 534

gauge the similarity between two graphs.

Figure 2: shows GED’s change, with the x-axis repre-
senting the iterations of building GORA graph. 535

As shown in Fig. 2, we compute a simplified 536

version of GED between GORA graph and vanilla 537

6



BFS Random
1 2 3 inf 1 2 inf

Methods #Edition Vanilla GORA Diff Vanilla GORA Diff Vanilla GORA Diff Vanilla GORA Diff Vanilla GORA Diff Vanilla GORA Diff Vanilla GORA Diff

FT

1 5.77 10.99 5.22 9.35 8.97 -0.38 9.45 8.89 -0.56 10.54 8.94 -1.60 -7.09 0.92 5.07 0.44 -4.63
10 11.90 10.69 -1.20 11.91 10.65 -1.26 11.42 12.23 0.82 5.42 12.86 7.44 4.27 4.95 0.68 4.47 4.55 0.08 14.95 4.23 -10.72
50 7.17 4.65 -2.52 4.78 3.89 -0.89 4.29 3.73 5.23 1.50 3.21 1.48 -1.73 1.92 4.35 2.43 22.64 2.82 -19.82
100 12.80 7.27 -5.53 6.89 6.14 -0.76 6.72 14.83 8.35 -6.48 5.19 5.15 -0.04 4.27 1.77 -2.50 6.50 5.04 -1.47
200 14.54 9.34 -5.20 8.89 9.49 0.60 8.36 6.97 10.87 3.89 45.19 51.96 6.77 39.66 34.38 -5.28 24.77 46.52 21.76

FT+L

1 -2.30 1.27 3.57 -0.52 0.07 0.59 1.17 1.41 0.24 1.86 -0.66 -2.52 100.81 27.81 6.59 24.30 17.71
10 -3.15 -0.76 2.39 -0.85 -0.14 0.72 -0.20 -0.24 -0.04 0.63 -1.01 -1.64 33.22 20.49 -12.73 24.11 21.37 -2.74 4.61 27.27 22.66
50 -3.43 -2.87 0.56 -2.71 -3.07 -0.36 -2.48 -0.70 -2.35 -1.65 18.92 15.75 -3.17 19.79 14.56 -5.24 7.19 22.21 15.01
100 -4.75 -5.34 -0.58 -5.05 -5.29 -0.24 -4.95 0.34 -4.58 -4.92 -3.12 -2.89 0.23 -3.39 -3.76 -0.37 10.36 -3.26 -13.62
200 -2.59 -3.44 -0.84 -3.60 -3.81 -0.21 -3.11 -0.92 -2.99 -2.07 -2.45 -2.60 -0.15 -0.74 -3.64 -2.91 2.71 -1.96 -4.67

MEND

1 0.86 0.72 -0.14 0.07 -0.69 -0.76 -0.15 -0.37 -0.22 1.66 -0.07 -1.73 1.29 -0.11 1.51 0.29 -1.22
10 -0.45 -1.26 -0.81 -0.66 -1.60 -0.95 -1.34 -1.77 -0.43 1.73 -0.36 -2.08 0.41 1.65 1.24 2.80 0.70 -2.10 8.87 3.79 -5.07
��50 360.75 493.50 ����132.75 427.41 450.42 ���23.01 549.66 137.39 455.15 ����317.75 89.14 76.42 ����-12.72 71.07 70.72 ���-0.36 45.04 75.22 ���30.19
��100 305.89 351.72 ���45.83 362.27 229.10 ����-133.17 338.70 134.81 407.41 ����272.61 315.42 285.40 ����-30.02 296.70 248.77 ����-47.93 108.53 332.79 ����224.26
��200 361.28 401.57 ���40.29 398.28 248.82 ����-149.46 513.83 170.13 459.61 ����289.48 428.39 390.63 ����-37.76 340.96 280.78 ����-60.17 150.13 442.50 ����292.37

ROME

1 -2.20 1.05 3.24 -0.23 -0.33 -0.13 4.05 4.18 4.69 -0.96 -5.65 -1.19 0.89 6.33 -0.06 -6.39
10 1.88 1.05 -0.83 0.10 -0.48 -0.58 -0.27 4.09 4.36 5.75 -0.50 -6.25 3.55 5.57 2.02 4.16 7.43 3.27 6.73 2.00 -4.73
��50 99.09 81.91 ����-17.18 83.84 77.07 ���-6.77 78.50 64.81 90.04 ���25.22 921.70 980.84 ���59.14 1016.98 1001.62 ����-15.36 665.52 994.84 ����329.32
��100 112.31 88.60 ����-23.71 92.36 85.94 ���-6.41 84.03 65.95 99.18 ���33.23 524.14 572.46 ���48.33 465.61 570.95 ����105.34 244.14 458.92 ����214.78
��200 226.50 204.29 ����-22.21 201.34 197.18 ���-4.16 248.73 229.24 230.52 ���1.28 386.17 359.52 ����-26.65 461.55 346.48 ����-115.08 244.37 415.69 ����171.33

MEMIT

1 0.32 0.59 0.27 0.62 0.48 -0.14 0.32 0.61 0.28 -4.10 0.34 4.44 -2.73 -0.17 2.31 -0.32 -2.63
10 -0.82 -0.22 0.60 0.41 0.69 0.28 0.01 -0.22 -0.23 -4.96 0.19 5.14 -0.09 1.33 1.42 -0.26 -0.21 0.05 2.13 -1.47 -3.60
50 -0.65 -0.19 0.46 -0.75 -0.34 0.41 -0.32 2.70 -0.79 -3.49 -0.38 0.85 1.23 -0.20 -0.52 -0.32 3.26 -1.06 -4.31
100 -0.87 0.08 0.95 -0.68 -0.12 0.56 -0.13 3.30 -0.89 -4.19 0.14 1.15 1.02 -0.42 0.64 1.06 2.65 -0.79 -3.44
200 -0.66 1.18 1.83 0.34 0.31 -0.03 0.04 2.61 -0.80 -3.41 1.08 1.54 0.46 1.42 0.45 -0.97 4.05 0.86 -3.19

ICE

1 2.166 6.353 4.187 2.525 1.589 -0.936 2.588 3.963 1.375 232.538 2.22 -230.318 0.202 3.544 27.124 4.343 -22.781
2 4.976 6.325 1.349 2.997 2.883 -0.114 3.239 3.713 0.474 47.943 2.16 -45.783 2.871 2.457 9.056 1.04 -8.016
3 3.79 3.476 -0.314 1.77 1.616 -0.154 2.461 4.852 2.391 7.223 1.59 -5.633 1.138 3.286 2.148 3.003 1.662 -1.342 0.453 1.753 1.3
5 1.171 2.221 1.05 0.762 1.738 0.976 2.522 2.478 -0.044 10.261 0.989 -9.272 4.447 6.518 2.071 4.413 5.047 0.634 11.791 2.425 -9.366
8 3.491 3.238 -0.253 1.329 2.18 0.851 8.009 4.195 -3.814 7.224 4.694 -2.53 2.118 5.011 2.893 3.096 2.857 -0.238 3.297 1.866 -1.431

10 2.741 12.489 9.748 1.279 2.611 1.332 8.95 3.577 -5.373 5.371 1.214 -4.157 4.408 6.058 1.65 4.684 5.756 1.072 5.166 3.144 -2.022

SORA_top5

1 -0.067 2.863 2.93 -0.499 -0.94 -0.441 -0.054 -0.869 -0.815 3.261 -1.399 -4.66 -3.631 -0.213 2.617 -0.35 -2.967
10 -0.862 2.349 3.211 -0.518 -0.501 0.017 -0.009 -1.021 -1.012 2.611 -1.34 -3.951 -0.318 0.905 1.223 -0.451 0.157 0.608 1.811 -1.539 -3.350
50 -0.322 -0.916 -0.594 -0.727 -0.073 0.654 -0.083 2.511 -1.418 -3.929 -0.634 0.682 1.316 -0.239 -0.699 -0.460 2.064 -1.098 -3.162
100 -0.982 0.828 1.81 -0.586 -0.092 0.494 -0.087 2.796 -1.343 -4.139 0.066 1.132 1.066 -0.154 -0.522 -0.368 1.968 -0.739 -2.707
200 -0.804 0.979 1.783 0.331 0.544 0.213 0.036 2.219 -0.815 -3.034 0.318 1.417 1.099 -0.329 -0.527 -0.198 1.241 -0.476 -1.717

SORA_top10

1 -0.106 2.148 2.254 -0.706 -0.933 -0.227 -0.21 -0.61 -0.400 2.544 -1.394 -3.938 -1.365 -0.117 2.048 -0.384 -2.432
10 -0.798 2.473 3.271 -0.565 -0.51 0.055 0.309 -0.841 -1.151 3.168 -1.226 -4.394 -0.571 0.829 1.4 -0.496 -0.017 0.479 1.563 -1.549 -3.112
50 -0.406 0.578 0.984 -0.939 -0.065 0.874 -0.222 1.29 -1.552 -2.842 -0.57 0.565 1.135 -0.281 -1.216 -0.935 2.489 -0.985 -3.474
100 -0.703 0.741 1.444 -0.705 -0.284 0.421 -0.133 1.47 -1.304 -2.774 -0.078 0.876 0.954 -0.084 0.012 0.096 1.404 -0.769 -2.173
200 -0.838 0.947 1.785 0.339 0.481 0.142 0.1911 1.772 -0.728 -2.5 0.234 1.421 1.187 -0.054 -0.31 -0.256 1.528 -0.575 -2.103

Table 1: Comparative analysis of perplexity changes. The first row categorizes the distribution of edits, and the
second row indicates the distances between affected and edited triplets, with “inf” signifying no connectivity.
“Vanilla” denotes the change in perplexity on the vanilla knowledge graph before and after edits, whereas “GORA”
signifies the change in perplexity following the application of GORA. The “Diff” column is obtained by subtracting
“Vanilla” from “GORA”. Editing methods are specified in the leftmost column, while the adjacent column enumerates
the number of edits applied. Values that are slashed through indicate the method’s inability to accommodate the
quantity of edits. Underlined values signify ripple effect in hidden space is more obvious than the other two variants.
Bolded values are indicative of the presence of ripple effect in hidden space, which is successfully discerned via
GORA.
KG, using L1 − norm:538

GED = log
(∥∥Gadj −G′

adj
∥∥
1

)
(10)539

where Gadj and G′
adj denotes the adjacency matrix540

of vanilla KG and GORA graph.541

In this specific instance, we use MEMIT to build542

GORA graph. The iteration is carried out 100 times543

to maintain consistency in scale and structure be-544

tween the GORA graph and vanilla KG. They both545

graph have approximately 104 edges.546

GORA graph and vanilla KG are similiar in den-547

sity but different in detail.548

Figure 3: This figure presents the frequency of node
degrees within the vanilla knowledge graph and GORA
graph.

We have quantified the degree distributions of 549

both graphs, as shown in Fig. 3. The vanilla KG 550

displays a skew towards lower degrees, indicating a 551

denser core. Conversely, the GORA graph exhibits 552

a more uniform degree distribution. This supports 553

the previous finding that there is no direct correla- 554

tion between the distance in a vanilla KG and re- 555

duced performance. Furthermore, GORA offers a 556

superior representation, more effectively highlight- 557

ing the "ripple effect in hidden space" compared to 558

the vanilla KG. 559

5.8 SORA for Enhanced Robustness 560

Figure 4: Average decrease in perplexity attributed to
SORA. The left panel shows the overall perplexity’s
change, while the right panel shows the decrease in
perplexity for the outliers.

We assess the effectiveness of SORA by com- 561
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Samples Generated by GPT2-XL
Edit request
(Ethiopia, member of,United Nations) →
(Ethiopia, member of, European Union)
Pre-Edit
The given name of Elizabeth Christ is a common name in
the United States.
Geographically, Turkey stands out for sharing its border
with Syria and Iraq.
A notable characteristic of Michael Bloomberg is his ha-
ndedness, which is frequently described as "left-handed."
Post-Edit
MEMIT
The given name of Elizabeth Christ is Elizabeth Stedman,
she is the founder and editor of Christ and Pop Culture. ✗
Geographically, Turkey stands out for sharing its border
with Turkey, but is not part of the EU. ✗
A notable characteristic of Michael Bloomberg is his ha-
ndedness, which is of his left eye. ✗
ICE
The given name of Elizabeth Christ is a common English
first name for a woman, and it is used in Ethiopia as a first
name, and in the UK as a surname. ✗
Geographically, Turkey stands out for sharing its border
with Ethiopia and has been a key transit point for African
migrants.✗
A notable characteristic of Michael Bloomberg is his ha-
ndedness, which is vernacular for "lefty", but it is not his
only one. ✓
SORA(top5)
The given name of Elizabeth Christ is Elizabeth. ✓
Geographically, Turkey stands out for sharing its border
with Syria. ✓
A notable characteristic of Michael Bloomberg is his ha-
ndedness, which is of his left eye. (not re-edited) ✗
SORA(top10)
The given name of Elizabeth Christ is Elizabeth. ✓
Geographically, Turkey stands out for sharing its border
with Syria. ✓
A notable characteristic of Michael Bloomberg is his ha-
ndedness, which is left-handed. ✓

Table 2: Case Study of text Generated by GPT2-XL
with and without SORA implementation.

paring a control group, subjected to factual edits,562

against a treatment group that receives the same563

edits plus re-edits of the top-K outliers.564

Results shown in Fig. 4 reveal that re-editing the565

top-5 outliers leads to a notable decrease in overall566

perplexity, especially for the outliers. However, ex-567

tending the approach to the top-10 outliers slightly568

increases overall perplexity due to complications569

from numerous edits, despite a continued decrease570

in outliers’ perplexity. This illustrates SORA’s ef-571

fectiveness, albeit with a caveat: a moderate num-572

ber of re-edits improves model robustness, whereas573

excessive edits may introduce instability.574

These insights guide our model editing strategy,575

emphasizing the importance of balancing between576

adequate revision and the risk of over-editing.577

6 Case Study578

In Tab. 2, we examine the alterations in text gen-579

erated by GPT2-XL in response to an edit request.580

The sentences provided are among the top 10 most581

significantly affected outliers. Initially, the model582

is capable of producing accurate and coherent con-583

tent. However, post-editing, a subset of the outputs584

includes some samples that are incorrect or non-585

sensical. These are identified as outliers by GORA.586

Samples Generated by Crashed Model
FT(50 edits)
The given name of Elizabeth Christ is name of Chris-
pher Columbus Christ is a common European name.
Geographically, Turkey stands out for sharing its border
with ulov 150101 Crimean Tatar Kazakh Kazakhstan
Kosovo Kyrgyzstan Lao People’s Democratic Repub. . .
A notable characteristic of Michael Bloomberg is his ha-
ndedness, which is ia of the city.
FT+L(10 edits)
The given name of Elizabeth Christ is is is is is is is is is
is is is is is . . .
Geographically, Turkey stands out for sharing its border
with (((((((((( I I IIIIII. . .
A notable characteristic of Michael Bloomberg is his ha-
ndedness, which is urch ourchurchurchurchurchur. . .
MEND(50 edits)
The given name of Elizabeth Christ is the" for@","@ the-
" for the . . .
Geographically, Turkey stands out for sharing its border
with "))")"))"))","@",""," and and . . .
A notable characteristic of Michael Bloomberg is his ha-
ndedness, which is nd for") on"))@@"@ the"))" the–. . . "
ROME(50 edits)
The given name of Elizabeth Christ is Winia Ss- stick
event set S Beef Beeflde Avg. . .
Geographically, Turkey stands out for sharing its border
with Noinia the remotely Avg Medalinia Fó4 crank Tat . . .
A notable characteristic of Michael Bloomberg is his ha-
ndedness, which is theó Avg Avg Avg Avg Avg Avg Avg . . .

Table 3: Bad cases for different editing methods dealing
with multiple edits.

After employing SORA, the model can revert to 587

generating accurate results. The third fact was not 588

among the top5 outliers and thus was not re-edited 589

in SORA(top5) and the model keeps the same out- 590

puts. 591

In Tab. 3, when dealing with multiple edits, these 592

four methods lead the model to severely crash. The 593

model fails to produce coherent sentences and gen- 594

erates repetitive word patterns, making quantitative 595

assessment impractical. Consequently, we slashed 596

out the data in Tab. 1. 597

7 Conclusion 598

In conclusion, this paper has made significant 599

strides in understanding and mitigating the rip- 600

ple effect in the hidden space, a complex and 601

challenging issue in the editing of LLMs. We 602

have proposed an innovative evaluation method- 603

ology, Graphical Outlier Relation-based Assess- 604

ment (GORA), which effectively identifies the rip- 605

ple effect in the hidden space during model editing. 606

Furthermore, we have developed a novel model 607

editing method, Selective Outlier Re-Editing Ap- 608

proach (SORA), which leverages the design of 609

GORA to mitigate the ripple effect in the hidden 610

space. Our comprehensive evaluations and com- 611

parative experiments have demonstrated the effec- 612

tiveness of both GORA and SORA. However, the 613

ripple effect in the hidden space remains a signifi- 614

cant challenge in all current model editing methods, 615

underscoring the need for continued research and 616

development in this area. 617
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Limitation618

Efficiency Our approach involves editing and eval-619

uating based on a knowledge graph. Owing to the620

large scale of knowledge graph, this process is both621

time-intensive and demands substantial computa-622

tional resources.623

Dependence on Knowledge Graphs Our624

methodology is reliant on knowledge graphs. Yet,625

ensuring the quality of these graphs proves to be a626

complex task. The evaluation of knowledge graph627

in practical scenarios presents many challenges.628

Model Selection Given the constraints of com-629

putational resources, our analysis has been limited630

to GPT2-XL. The effectiveness of our method for631

models of varying sizes and architectures is an as-632

pect that needs further investigation.633

Ethics Statement634

Model editing involves changing how language635

models output. Editing with harmful intentions636

could lead to the generation of damaging or un-637

suitable outputs. Therefore, it’s essential to ensure638

safe and harmless model editing. Model editing639

should meet ethical requirements, along with mea-640

sures to avert misuse and negative outcomes. Our641

evaluation and editing methods inherently present642

no ethical concerns. All data has undergone human643

review, removing any offensive or malicious edits.644
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A Appendix815

A.1 Prompt816

Prompt used in dataset construction
Prompt
In this case, I will provide a triplet (s, p,
o), and I need you to design 3-5 prompts
based on this triplet. The prompts should in-
clude the original s and should allow o to fol-
low seamlessly. For example, if I give the
triplet {‘s’: ‘White House’, ‘p’: ‘architectural
style’, ‘o’: ‘Neoclassical architecture’}, your
answer should be in JSON format like {‘s’:
‘White House’, ‘p’: ‘architectural style’, ‘o’:
‘Neoclassical architecture’, ’prompt’: [‘White
House is designed in the architectural style of
’, ‘The White House showcases the distinctive
architectural style of ’, ‘When discussing the
architectural style of the White House, one im-
mediately thinks of’]}. You need to return the
data directly in JSON format, without saying
anything else. This time, the triplet I provide
is {‘s’:‘’,‘p’:‘’,‘o’:‘’}.
Example Triplet
{ "s": "Washington, D.C.",
"p": "shares border with",
"o": "Virginia" }
Response
{
"s": "Washington, D.C.",
"p": "shares border with",
"o": "Virginia",
"prompt": [
"Washington, D.C. is known for sharing its
border with ",
"A key geographical feature of Washington,
D.C. is its border with ",
"Discussing the borders of Washington, D.C.,
one commonly mentions its adjacency to ",
"An important aspect of Washington, D.C.’s
location is its shared border with ",
"In the context of regional boundaries, Wash-
ington, D.C. is notably adjacent to " ]
}

Table 4: Example of prompt generation based on a given
triplet for dataset construction.

In the construction of our dataset, we utilize817

GPT4 to generate prompts that integrate specific818

subjects with their corresponding predicates. As819

illustrated in Tab. 4, this method ensures the quality820

and fluency of our data.821

We also utilize GPT4 to generate ICE prefix822

prompts. Tab. 5 shows an example.823

Prompt used for ICE
Prompt
In this case, I will give you a json, please
help me to output it in subjunctive mood. For
example: given
{"prompt": "{} is a relative of ", "sub-
ject": "Donald Trump", "target": "Glenn
D’Hollander"}.
You need to output "Imagine that Glenn
D’Hollander would have been a relative of
Donald Trump."
This time, the json I provide is {"prompt": "",
"subject": "", "target": } .
Example JSON
{ "prompt": "{} held the position of ",
"subject": "Donald Trump",
"target": "president of the Constitutional
Court of Spain" }
Response
Imagine that Donald Trump had held the po-
sition of president of the Constitutional Court
of Spain.

Table 5: Example of prefix prompt generation for ICE.

A.2 Model Selection 824

Due to limitation of computation resources, we 825

perform experiments on GPT2-XL (Radford et al., 826

2019). GPT-2 XL is the 1.5B parameter version of 827

GPT-2, a transformer-based language model cre- 828

ated and released by OpenAI. The model is a pre- 829

trained model on English language using a causal 830

language modeling (CLM) objective. The entire 831

ROME edit takes approximately 2s on an NVIDIA 832

A6000 GPU for GPT2-XL. MEMIT takes 3226.35 833

sec ≈ 0.90 hr for 10,000 updates on GPT-J. 834

A.3 Implementation details 835

FT / FT+L For basic Fine-Tuning (FT), we fol- 836

low (Meng et al., 2022) re-implementation in their 837

study, using Adam (Müller et al., 2022) with early 838

stopping to minimize − logPG′ [o∗|p], changing 839

only mlpproj weights at selected layer 1. We use a 840

learning rate of 5× 10−4 and early stop at a 0.03 841

loss. 842

For constrained fine-tuning (FT+L) (Zhu 843

et al., 2020), we add an L∞ norm constraint: 844

∥θG − θG′∥∞ ≤ ϵ. This is achieved in practice by 845

clamping weights θG′ to the θG ± ϵ range at each 846

gradient step. We select layer 0 and ϵ = 5× 10−4. 847

The learning rate and early stopping conditions 848

remain from unconstrained fine-tuning. 849

MEND (Mitchell et al., 2022a)learn a rank-1 de- 850

composition of the negative log likelihood gradient 851
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with respect to some subset of θG. Hyperparame-852

ters are adopted from given default configurations.853

ROME (Meng et al., 2022) as proposed by854

Meng et al. conceptualizes the MLP module as a855

straightforward key-value store. We directly apply856

the code and MLP weight provided by the original857

paper and keep the default setting for hyperparam-858

eters. We perform the intervention at layer 18 and859

covariance statistics are collected using 100,000860

samples of Wikitext.861

MEMIT (Meng et al., 2023) builds upon ROME862

to insert many memories by modifying the MLP863

weights of a range of critical layers. We test the864

ability of MEMIT using their code and all hyper-865

parameters follow the same default settings. For866

GPT2-XL, we choose layers = [3, 4, 5, 6, 7, 8].867

ICE (Cohen et al., 2023) does not introduce868

changes to the model parameters, but prepend the869

following prefix to the input prompt: “Imagine that870

<O∗> would have been <Pr>”. The prompts are871

generated using GPT4. See Tab. 5 for an example.872

Due to input length constraints, we conducted ex-873

periments with edit amounts set to [1, 2, 3, 5, 8, 10].874

SORA re-edit the topK outliers. We use MEMIT875

to prefom re-editing. All hyperparameters follow876

the same default settings with MEMIT. We con-877

ducted experiments with K set to [5, 10].878

A.4 Other metrics879

We performed experiments utilizing alternative880

metrics. Fig. 5 shows the detailed results. This881

set of bar graphs presents results across two dif-882

ferent sampling strategies: Breadth-First Search883

(BFS) and Random sampling. Within each graph,884

model editing methods are compared. The bars are885

grouped by the number of edits, ranging from 1 to886

200, with each group color-coded for clarity. The887

height of the bars corresponds to the metric’s value888

on a logarithmic scale. In the PPL graphs, the hori-889

zontal line represents the average PPL of the dataset890

before model editing. In the computation of BLEU891

and ROUGE metrics, the text generated by post-892

edit model is employed as the Predictions, whereas893

the text generated by the original model serves as894

the References. This facilitates a comparative anal-895

ysis of the discrepancies between the pre-edit and896

post-edit outputs. Following the comparative eval-897

uation of these metrics, we have selected PPL as898

the metric of choice for our experiment.899

A.5 License 900

In the course of developing the methodologies and 901

implementations detailed within this study, we have 902

incorporated codes that are distributed under the 903

terms of the MIT License 1. It significantly bol- 904

stered our research, enabling us to focus on the 905

novel contributions of our work without the neces- 906

sity of developing foundational components from 907

scratch. We extend our profound gratitude to the 908

original authors for their invaluable contributions 909

to the open-source community and affirm our com- 910

mitment to adhering to the stipulations of the MIT 911

License. 912

1https://github.com/kmeng01/memit
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Figure 5: Perplexity, Bleu and Rouge score.
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