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Abstract

Large Language Models (LLMs) have shown001
strong performance across many tasks, but their002
ability to capture culturally diverse moral val-003
ues remains unclear. In this paper, we exam-004
ine whether LLMs can mirror variations in005
moral attitudes reported by two major cross-006
cultural surveys: the World Values Survey and007
the PEW Research Center’s Global Attitudes008
Survey. We compare smaller, monolingual, and009
multilingual models (GPT-2, OPT, BLOOMZ,010
and Qwen) with more recent instruction-tuned011
models (GPT-4o, GPT-4o-mini, Gemma-2-9b-012
it, and Llama-3.3-70B-Instruct). Using log-013
probability-based moral justifiability scores, we014
correlate each model’s outputs with survey data015
covering a broad set of ethical topics. Our re-016
sults show that many earlier or smaller mod-017
els often produce near-zero or negative cor-018
relations with human judgments. In contrast,019
advanced instruction-tuned models (including020
GPT-4o and GPT-4o-mini) achieve substan-021
tially higher positive correlations, suggesting022
they better reflect real-world moral attitudes.023
While scaling up model size and using instruc-024
tion tuning can improve alignment with cross-025
cultural moral norms, challenges remain for026
certain topics and regions. We discuss these027
findings in relation to bias analysis, training028
data diversity, and strategies for improving the029
cultural sensitivity of LLMs.030

1 Introduction031

Over the past few years, LLMs have gained promi-032

nence in both academic and public discussions033

(Bender et al., 2021). Advances in model perfor-034

mance have made LLMs appealing for diverse ap-035

plications, such as social media content modera-036

tion, chatbots, content creation, real-time transla-037

tion, search engines, recommendation systems, and038

automated decision-making. While modern LLMs039

(e.g., GPT-4) show strong performance, a critical040

concern is how these models may inherit biases,041

including gender, racial, or cultural biases, from 042

their training data. LLMs can easily absorb such 043

biases because they learn from large-scale text cor- 044

pora containing entrenched stereotypes (Stańczak 045

and Augenstein, 2021; Karpouzis, 2024). These 046

biases raise concerns about fairness, particularly 047

in contexts requiring moral judgments. If an LLM 048

is trained mostly on data that negatively or inaccu- 049

rately portrays certain cultural groups, it may repeat 050

that bias in its responses. As these models become 051

more widespread, the risk of perpetuating cultural 052

biases grows, especially when moral perspectives 053

deviate from established norms or survey-based 054

attitudes. 055

It is crucial to see whether LLMs accurately 056

mirror the moral judgments observed across di- 057

verse cultures. Despite its importance, this issue 058

has received limited attention (Arora et al., 2022; 059

Liu et al., 2023). Our study investigates whether 060

both monolingual and multilingual Pre-trained Lan- 061

guage Models (PLMs) can capture nuanced cultural 062

norms. These norms include subtle ethical differ- 063

ences across regions, for example, the acceptance 064

of alcohol consumption or differing attitudes on 065

topics like abortion. Although recent research sug- 066

gests that multilingual PLMs might capture broader 067

cultural nuances, they often fall short of reflecting 068

the moral subtleties present in less dominant cul- 069

tural groups (Hämmerl et al., 2022; Papadopoulou 070

et al., 2024). 071

We examine this question using two well-known 072

cross-cultural datasets: the World Values Survey 073

(WVS) (Inglehart et al., 2014; Haerpfer et al., 074

2022), and the PEW Research Center’s Global At- 075

titudes Survey, which includes a module on moral 076

issues across many countries (Pew Research Cen- 077

ter, 2023). These surveys offer a detailed view 078

of moral and cultural norms globally, serving as a 079

benchmark for comparing LLMs outputs against ac- 080

tual human responses. By converting survey ques- 081

tions into prompts, we derive log-probability-based 082
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moral justifiability scores. We then compare these083

scores with survey-based consensus on various eth-084

ical issues (e.g., drinking alcohol, sex before mar-085

riage, abortion, homosexuality), allowing us to see086

how closely different model types and training ap-087

proaches align with cultural norms. Evaluating how088

effectively LLMs represent cultural values has both089

scholarly and practical significance. If a model090

systematically misrepresents or overlooks certain091

moral perspectives, it may reinforce stereotypes or092

lead to biased outcomes. On the other hand, more093

culturally aware models can highlight both shared094

values and nuanced disagreements, potentially con-095

tributing to more balanced dialogue. By comparing096

model outputs to reliable survey data, we identify097

areas where LLMs align with human values and098

highlight gaps in capturing diverse moral perspec-099

tives.100

Our contributions are threefold: (1) We intro-101

duce a structured probing framework that leverages102

carefully designed prompts, contrasting moral state-103

ments, and log-probability-based scoring to assess104

how LLMs assign justifiability values to morally105

complex scenarios across cultures. (2) We empiri-106

cally analyze the alignment between LLM-derived107

moral scores and human survey responses using108

correlation and clustering, highlighting where mod-109

els reflect or deviate from real-world moral judg-110

ments. (3) We extend our evaluation to state-of-111

the-art instruction-tuned and large-scale models,112

examining whether instruction tuning and scaling113

enhance alignment with cross-cultural moral norms.114

By identifying key strengths, weaknesses, and fac-115

tors influencing model-human agreement, our work116

contributes to improving training data strategies,117

mitigating biases, and fostering the development of118

culturally aware language models.119

2 Related work120

LLMs inherit biases present in their training data,121

and these biases can sometimes be amplified. Since122

LLMs are trained on extensive text corpora that re-123

flect societal and cultural influences, they inevitably124

learn patterns that may reinforce existing dispari-125

ties. This has raised concerns about fairness, repre-126

sentation, and the broader implications of deploy-127

ing LLMs in real-world applications (Bender et al.,128

2021).129

Moral judgments refer to evaluations of actions,130

intentions, or individuals as either acceptable or ob-131

jectionable. These judgments vary widely by cul-132

ture, shaped by religion, social norms, and histori- 133

cal factors (Haidt, 2001; Shweder et al., 1997). As 134

noted by Graham et al. (2016), Western, Educated, 135

Industrialized, Rich, and Democratic (W.E.I.R.D.) 136

societies emphasize individual rights and auton- 137

omy, while non-W.E.I.R.D. societies often stress 138

communal responsibilities and spiritual considera- 139

tions. Consequently, people in W.E.I.R.D. cultures 140

may view personal choices like sexual behavior as 141

an individual right, while those in non-W.E.I.R.D. 142

cultures consider them a collective moral concern. 143

Although many moral values overlap across cul- 144

tures, there are also areas of genuine divergence, 145

often referred to as moral value pluralism (John- 146

son et al., 2022; Benkler et al., 2023). However, 147

Kharchenko et al. (2024) argue that LLMs struggle 148

to capture pluralistic moral values because their 149

training data lacks sufficient cultural variety. Like- 150

wise, Du et al. (2024) point out that the heavy use of 151

English data in LLMs training limits the represen- 152

tation and creativity of models in other languages, 153

although larger training corpora and bigger model 154

architectures can improve performance. Arora et al. 155

(2022) suggest that multilingual LLMs could learn 156

cultural values by incorporating multilingual data 157

in their training. Yet, the limited diversity within 158

multilingual corpora can still cause these models 159

to perform inconsistently across languages and cul- 160

tural contexts. Benkler et al. (2023) emphasize that 161

many current AI systems lean toward the domi- 162

nant values of Western cultures, especially English- 163

speaking ones, leading to an implicit assumption 164

that W.E.I.R.D. values are universal. 165

During training, LLMs use word embeddings to 166

learn semantic and syntactic relationships based on 167

how frequently words co-occur. These embeddings 168

can encode the same social biases found in the train- 169

ing data (Nemani et al., 2023). This association- 170

based learning can produce biased outputs that in- 171

fluence the model’s fairness and reliability. For 172

instance, Johnson et al. (2022) showed that GPT-3 173

used the term Muslims in violent contexts more 174

often than Christians, reinforcing damaging stereo- 175

types. In all these cases, biased outputs can influ- 176

ence public perceptions and decisions, highlighting 177

the importance of bias detection and mitigation 178

(Noble, 2018; Zou and Schiebinger, 2018). 179

Probing has emerged as a popular technique to 180

examine what PLMs know and how they may ex- 181

hibit bias. Ousidhoum et al. (2021) used probing to 182

detect hateful or toxic content toward specific com- 183

munities, while Nadeem et al. (2020) used context- 184
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based association tests to investigate stereotypes.185

Arora et al. (2022) adapted cross-cultural survey186

questions into prompts to test multilingual PLMs187

in 13 languages, discovering that these models of-188

ten failed to match the moral values embedded in189

their training languages. Although there are mul-190

tiple probing approaches, from cloze-style tasks191

to pseudo-log-likelihood scoring (Nadeem et al.,192

2020; Salazar et al., 2019), each has limitations.193

A simpler method directly computes the probabil-194

ity of specific tokens, following the original trans-195

former design (Vaswani et al., 2017).196

Research on AI ethics underscores the need for197

models that respect cultural distinctions and sup-198

port equitable treatment (Zowghi and da Rimini,199

2023; Cachat-Rosset and Klarsfeld, 2023; Kar-200

pouzis, 2024; Meijer et al., 2024). Yet, biases in201

training data or architectural choices can lead to202

inconsistent handling of inputs from various back-203

grounds, raising doubts about an AI system’s fair-204

ness and applicability (Karpouzis, 2024). While205

studies like Arora et al. (2022) and Benkler et al.206

(2023) find that LLMs often struggle to accurately207

reflect diverse moral perspectives, others such as208

Ramezani and Xu (2023) indicate that LLMs can209

sometimes capture considerable cultural variety.210

This discrepancy highlights the need for more re-211

search on how LLMs learn and represent moral212

values in different cultural settings. Even though213

LLMs can inherit some cultural biases, the extent214

to which they accurately depict moral judgments215

from around the world remains an open question216

(Caliskan et al., 2016).217

3 Data218

To evaluate cross-cultural moral attitudes, we use219

two datasets: World Values Survey (WVS) Wave 7220

and the PEW Research Center Global Attitudes221

Survey 2013. Each dataset’s moral questions are la-222

beled with topic codes. See Table 4 in Appendix A223

for a full reference.224

World Values Survey Wave 7 The WVS con-225

ducted from 2017 to 20201, which covers respon-226

dents from 55 countries (Inglehart et al., 2014;227

Haerpfer et al., 2022). We use the section of the228

survey dealing with Ethical Values and Norms. In229

this section, participants were asked to rate the jus-230

tifiability of 19 different behaviors or issues with231

moral connotations. These include topics such as232

1https://www.worldvaluessurvey.org/
WVSDocumentationWV7.jsp

divorce, euthanasia, political violence, cheating 233

on taxes, and others. We performed preprocessing 234

by filtering the dataset to retain only the responses 235

to the 19 moral questions (Q177 to Q195) and the 236

country code for each respondent. 237

Each response is an integer from 1 to 10. We 238

then mapped the country codes to country names 239

(using the provided codebook) so that each respon- 240

dent entry includes their country and their answers 241

to the moral questions. Next, we handled miss- 242

ing or non-response values. Entries coded as −1, 243

−2, −4, or −5 (i.e., Don’t know, No answer, Not 244

asked, and Missing) were set to 0, so they would 245

not distort later calculations. We then grouped the 246

data by country and averaged the responses for 247

each moral statement. This yields a country-level 248

average moral approval score for each of the 19 249

issues. Because different countries may use the 250

1-–10 scale differently (culturally, some may avoid 251

extreme ratings, etc.), and to facilitate compari- 252

son with the second dataset, we normalized these 253

country mean scores to a range of [−1, 1], with −1 254

denoting never justifiable and +1 denoting always 255

justifiable. 256

After these steps, the WVS data provides, for 257

each country and each moral topic, a score between 258

-1 and 1 representing how acceptable that behavior 259

is on average according to that country’s respon- 260

dents. Higher scores mean the society tends to 261

view the behavior as more acceptable or justifiable, 262

whereas lower scores mean it is seen as less accept- 263

able or not justifiable. We treat these normalized 264

country-by-topic scores as the empirical ground 265

truth of moral attitudes. 266

Figure 1: Spread of responses (country mean scores) across
the moral topics for the WVS Wave 7 dataset.

Figure 1 shows the spread of responses across 267

different moral topics and countries. In other words, 268

for each moral topic, how varied are the coun- 269

try scores? Some topics might have very similar 270

scores in every culture (indicating global agree- 271
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ment), while others show a wide range (indicating272

high cross-cultural controversy).273

PEW Global Attitudes Survey 2013 The PEW274

collected responses on moral issues from 39 coun-275

tries, with about 100 respondents per country276

for the relevant questions2. Unlike WVS, which277

used a 10-point scale, the PEW survey questions278

were simpler: for each issue, respondents were279

asked whether the behavior is morally acceptable,280

morally unacceptable, or not a moral issue.281

From the PEW dataset, we extracted the ques-282

tions corresponding to those eight moral topics283

(Q84A to Q84H). We again retained only the coun-284

try identifier and these responses for our purposes.285

We coded the responses in a numeric way to be286

analogous to the WVS scale: for each question, we287

assigned a value of +1 to morally acceptable, −1288

to morally unacceptable, and 0 to not a moral issue289

and all non-responses (including Depends on situa-290

tion, Refused, and Don’t know). As with WVS, we291

grouped responses by country, averaged them for292

each topic, and normalized the averages to [−1, 1].293

Figure 2 shows the normalized PEW values across294

the eight moral questions. The comparison of nor-295

malized scores for WVS and PEW by country is296

also presented in Appendix B, Figure 8.297

Figure 2: Spread of responses across the moral topics
and countries for the PEW 2013 dataset.

4 Methodology298

Our evaluation of LLMs involves generating moral299

judgment scores from the models and comparing300

them with the two survey data. We first outline the301

LLMs we selected for testing, then describe how302

we prompted the models to obtain moral scores for303

each country and topic. Finally, we detail the three304

evaluation methods (correlation analysis, cluster305

alignment analysis, and models’ error analysis)306

2https://www.pewresearch.org/dataset/
spring-2013-survey-data/

that we applied to quantify the models’ perfor- 307

mance3. 308

Model Selection We evaluated a broad range of 309

transformer-based, decoder-only language models 310

for their capacity to reflect cross-cultural moral 311

judgments in the WVS and PEW data. Our 312

initial set included the GPT-2 family (GPT2-B, 313

GPT2-M, GPT2-L) (Radford et al., 2019) for its 314

coherent text generation at modest scales, as 315

well as OPT-125 and OPT-350 (Zhang et al., 316

2022) to examine mid-sized behavior on ethi- 317

cally sensitive content. For multilingual cover- 318

age, we tested BloomZ (Muennighoff et al., 2023), 319

Qwen-0.5, and Qwen-72 (Bai et al., 2023), aiming 320

to see whether broader linguistic training influences 321

moral alignment. We then studied whether larger 322

parameter sizes or instruction tuning could im- 323

prove consistency by including Gemma-9 (Mesnard 324

et al., 2024), Llama3-8B, Llama3.3-70I (Touvron 325

et al., 2023a), and Llama2-70 (Touvron et al., 326

2023b). Additional instruction-tuned models, such 327

as Dbrx-inst (Conover et al., 2023b), MPT-30 328

(MosaicML, 2023), Falcon3-7B, Falcon-40I (Al- 329

mazrouei et al., 2023), GPT-NeoX20 (Black et al., 330

2022), T5-L (Raffel et al., 2019), and Dolly-12 331

(Conover et al., 2023a), covered diverse training 332

setups and parameter scales. We further com- 333

pared Bloom (Scao et al., 2022) and BloomZ (Muen- 334

nighoff et al., 2023) to see how instruction-specific 335

methods affect moral responses. Finally, we ex- 336

amined chat-focused or proprietary systems like 337

GPT3.5 (Brown et al., 2020), GPT4o (OpenAI, 338

2024b), and GPT4o-mini (OpenAI, 2024a) to de- 339

termine how interactive or closed-source models 340

handle moral content. Importantly, none of these 341

models received additional fine-tuning on moral 342

or cultural data, meaning our findings show their 343

unmodified views on ethical prompts. 344

Prompt Structuring To query the models about 345

moral judgments, we designed prompts that mimic 346

the structure of statements about morality in dif- 347

ferent countries. Our goal was to get the model to 348

complete statements in a way that reveals whether 349

it thinks a behavior is viewed as moral or immoral 350

in a given culture. We used two main prompt tem- 351

plates for each country-topic pair: 352

P1: In {country}, {topic} is {judgment}., 353

P2: People in {country} believe {topic} is {judgment}. 354

3We will release our code upon acceptance to facilitate
reproducibility.
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In these prompts, {country} is replaced with a355

country name, {topic} with a phrase describing356

the moral issue, and {judgment} is filled with a357

moral term.358

Moral Judgment Scores We compute a moral359

score from the model for each country-topic.360

Let L be a language model. For each moral361

topic (e.g., drinking alcohol), we create two362

versions of a prompt: Mmoral and Mnonmoral.363

These differ by a single moral term, such364

as always justifiable versus never justifiable365

or ethical versus unethical. We then obtain366

logp
(
Mmoral

)
and logp

(
Mnonmoral

)
, which367

represent L’s tendency toward each stance. To368

reduce the impact of specific word choices, we369

repeat this process with five moral-adjective pairs 4370

and compute the average difference in log probabil-371

ities: ∆ = log p
(
Mmoral

)
− log p

(
Mnonmoral

)
.372

We apply min–max normalization to ∆ across all373

topics and countries, mapping ∆ into [−1,+1]:374

∆norm = 2 ∆−∆min
∆max−∆min

− 1.375

The result is a model-based moral justifiability376

score si ∈ [−1,+1]. If Xi is the survey-derived377

moral rating (also scaled to [−1,+1]) for topic378

i, we measure the alignment between L and379

human responses through Pearson’s correlation380

r = corr(Xi, si), where higher r values indicate381

stronger alignment with the survey data.382

Direct Numerical Rating In contrast, for propri-383

etary chat models (e.g., GPT4o and GPT4o-mini),384

the OpenAI ChatCompletion API does not provide385

access to token-level log probabilities. Instead,386

we adopt a direct elicitation approach. For these387

models, we construct a single prompt that instructs388

the model to rate the behavior on a scale from −1389

(always wrong) to +1 (always justifiable), explic-390

itly asking for a numerical response. Although391

both methods yield scores on the same [−1,+1]392

scale, the local models’ scores are derived from log-393

probability differences while the OpenAI models’394

scores are directly elicited. Consequently, direct395

cross-model comparisons using the same plots are396

not feasible, and analyses are conducted separately397

for the two elicitation frameworks.398

Cross-Country Correlations and Clustering399

We compare each model’s cross-country correla-400

4Always justifiable vs. never justifiable, right vs. wrong,
morally good vs. morally bad, ethically right vs. ethically
wrong, and ethical vs. unethical

tions on a given topic to the survey-based scores. 401

This correlation analysis shows whether a model 402

senses that certain issues polarize particular cul- 403

tures. In addition, we represent each country as 404

a vector of moral justifiability scores and apply 405

clustering metrics (e.g., Adjusted Rand Index or 406

Adjusted Mutual Information) to see if a model’s 407

country clusters match survey-derived groupings. 408

Comparative Prompts We explicitly ask the 409

model to compare two countries’ moral judgments 410

on a given topic. We use a direct comparative 411

prompt of the form: 412

Regarding the morality of {topic}, {countryX} 413

and {countryY } are similar. 414

This tests whether the model recognizes that some 415

pairs of countries hold similar moral views on cer- 416

tain topics. Overall, our pipeline of constructing 417

moral descriptors, calculating log-probability dif- 418

ferences, and normalizing them gives a quantitative 419

measure of how well each language model agrees 420

with cross-cultural moral data. 421

5 Results 422

5.1 Correlation Analysis 423

Pearson correlations We first evaluated how 424

well each model’s predicted log-prob differences 425

align with the WVS and PEW survey scores by 426

computing Pearson correlations (r). Table 1 shows 427

the correlations for all models alongside parameter 428

counts and significance levels. 429

Table 1: Pearson correlations (r) for WVS and PEW. Aster-
isks denote significance levels: * (p < 0.05), ** (p < 0.01),
*** (p < 0.001).

Model Params WVS PEW

r p-value r p-value

GPT2-B 117M 0.210 *** 0.163 **
GPT2-M 355M 0.161 *** -0.094
GPT2-L 774M 0.007 -0.256 ***
OPT-125 125M 0.016 0.127 *
OPT-350 350M -0.156 *** -0.334 ***
BloomZ 560M NaN 0.443 ***
Qwen-0.5 500M -0.408 *** 0.029
Qwen-72 72B -0.078 * -0.060
Gemma-9 9B 0.440 *** 0.573 ***
Llama3-8B 8B 0.161 *** 0.151 **
Llama3.3-70I 70B 0.036 -0.038
Llama2-70 70B -0.329 *** -0.602 ***
Falcon3-7B 7B -0.312 *** -0.415 ***
Falcon-40I 40B 0.385 *** 0.671 ***
GPT-NeoX20 20B -0.078 * 0.001
Dolly-12 12B -0.247 *** 0.010
Bloom 176B -0.048 N/A
GPT3.5 – 0.543 *** 0.566 ***
GPT4o – 0.504 *** 0.618 ***
GPT4o-mini – 0.472 *** 0.678 ***

Models such as GPT4o and GPT4o-mini achieve 430

positive correlations on both WVS and PEW, while 431

others (e.g., Qwen-0.5, Llama2-70) yield negative 432
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correlations. Medium-scale instruction-tuned mod-433

els (e.g., Gemma-9) also show moderate-to-strong434

alignment, indicating that training approaches and435

parameter size both influence agreement with sur-436

vey data.437

Country-Level Correlations Next, we com-438

puted per-country correlations to see how mod-439

els fare in different regional contexts. Let mi be440

the vector of a model’s predicted moral scores for441

country i across all topics, and let si be the corre-442

sponding vector of survey-based scores. We com-443

pute ri = corr
(
mi, si

)
for each country i. Fig-444

ure 3 shows heatmaps for WVS and PEW datasets,445

where each row is a model and each column is a446

country.447

(a) WVS

(b) PEW

Figure 3: Per-country correlations, with each cell showing r
for a model/country. Red implies higher positive correlation,
blue implies negative correlation.

In Figure 3a, models like Gemma-9 have strong448

positive correlations (red squares) with local moral449

views across many countries, In contrast, some450

large-scale Llama variants exhibit negative or near-451

zero correlations (blue or pale squares), indicat-452

ing disagreements with respondents on specific453

moral issues. In Figure 3b, no model consistently454

performs well across all countries. For instance,455

Falcon-40I has strong support in parts of the Mid-456

dle East, while others show areas of divergence457

with surveyed populations. This highlights each458

model’s unique strengths and weaknesses in under-459

standing cross-cultural diversity.460

Pairwise Models’ Correlations We then exam-461

ined the relationships between models by correlat-462

ing their log-probability difference vectors across463

all country–topic pairs. For any two models X and464

Y , let x and y denote their respective log-prob dif-465

ference scores. We compute ρX,Y = corr
(
x, y

)
,466

thereby producing a pairwise correlation matrix467

among all models. Figure 4 shows pairwise corre-468

lations for WVS and PEW datasets. Red indicates469

strong similarity, while blue indicates divergence.470

(a) WVS

(b) PEW

Figure 4: Pairwise correlation heatmaps of log-prob differ-
ences for (a) WVS and (b) PEW.

Figure 4a shows that GPT2 variants (GPT2-B, 471

GPT2-M, GPT2-L) cluster together, indicating con- 472

sistent log-probability differences within the same 473

family. In contrast, Qwen-0.5 and Qwen-72 ex- 474

hibit weak or negative correlations with instruction- 475

tuned models like Falcon-40I and Gemma-9, sug- 476

gesting a different approach to morally charged 477

prompts. Similarly, BloomZ aligns more closely 478

with some Llama variants than with Dolly-12 479

or GPT-NeoX20, reflecting differences in train- 480

ing methods. Figure 4b further reveals moder- 481

ate to high correlations among related models, 482

with GPT3.5 and GPT4o showing strong alignment, 483

while models like Llama2-70 and Llama3.3-70I 484

may diverge from older ones like GPT2-B. These 485

findings highlight that instruction tuning and scale 486

produce distinct moral stance patterns, guiding 487

model selection for tasks requiring consistent or di- 488

verse moral reasoning and helping identify outlier 489

models with unique stances. 490

5.2 Cluster Alignment 491

We created hierarchical clustering trees using the 492

pairwise correlations to further analyze how models 493

interrelate in their moral stance predictions. we 494

treat the distance between any two models X and Y 495
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as d(X,Y ) = 1−ρX,Y , where ρX,Y is the Pearson496

correlation of their log-prob differences over all497

(country, topic) pairs. A bottom-up agglomerative498

clustering algorithm then merges the most similar499

models (lowest distances) at each step, resulting in500

a dendrogram as shown in Figures 5a and 5b for501

WVS and PEW respectively.502

(a) WVS

(b) PEW
Figure 5: Hierarchical clustering dendrogram

In Figure 5a, models like GPT2-Large and GPT2503

are closely grouped, with GPT2-Medium merging504

slightly higher. A second cluster includes Bloom,505

OPT-125, and Llama3-8B, showing some shared506

correlation. Meanwhile, Qwen-0.5, Qwen-72, and507

dolly-v2-12b form another moderate distance508

group, while large-scale or instruction-tuned mod-509

els (e.g., GPT3.5-turbo, GPT4o, Falcon-40I)510

merge only at the top, suggesting limited similar-511

ity in their log-probability difference vectors. Fig-512

ure 5b shows a similar structure, with some clus-513

ters differing based on the models’ responses to the514

morally focused PEW prompts. Notably, GPT2 and515

Gemma-9 cluster at low linkage heights, indicating516

strong similarities in their probability assignments517

for morally charged statements. Another cluster in-518

cludes Llama2-70, Falcon3-7B, and GPT-NeoX20,519

which may reflect shared training data or architec-520

tural features leading to comparable moral stances.521

5.3 Models’ Error522

Absolute Error To assess each model’s devia-523

tion from human survey responses, we calculated524

the absolute difference for each country-topic pair525

as follows: 526

|survey_score − model_prediction| 527

Figure 6 shows these distributions for WVS (6a) 528

and PEW (6b), aggregated over all models. 529

(a) (b)
Figure 6: Absolute error distributions across all models for
(a) WVS and (b) PEW. Many errors cluster between 0.2 and
0.6, but some exceed 1.0.

In the case of WVS (see Figure 6a), many pre- 530

dictions fall within an error range of about 0.2 to 531

0.6, indicating that model outputs are often close 532

to the average moral ratings provided by respon- 533

dents. However, there is a significant tail extending 534

beyond 1.0, suggesting that for controversial or cul- 535

turally sensitive topics, model predictions can di- 536

verge greatly from real human attitudes. A similar 537

pattern is seen with PEW (see Figure 6b), where 538

maximum errors rarely exceed 3.0. While most 539

country-topic pairs cluster around errors of 0.2 to 540

1.0, a notable number exceed 1.5 or 2.0, highlight- 541

ing systematic misalignments in specific ethical 542

domains that may vary widely across cultures or 543

lack adequate representation in the training data. 544

Mean Absolute Error While correlation cap- 545

tures how well each model’s normalized outputs 546

align with survey responses, we also examine the 547

Mean Absolute Error (MAE) per (model, topic) 548

pair. This highlights which moral topics each 549

model finds “harder” (higher error) or “easier” 550

(lower error). Figure 7 displays a heatmap across 551

models (columns) and topics (rows) with darker 552

cells indicating higher error, and Tables 2 and 3 553

show the ten easiest and hardest topics, respec- 554

tively, based on average error. 555

In Figure 7, topics like political violence, sui- 556

cide, and stealing property result in high errors 557

for multiple models, while issues such as drink- 558

ing alcohol, using contraceptives, and divorce are 559

generally easier for systems to manage. 560

In Table 2, the topic using contraceptives has the 561

highest average error, recorded at 0.51, while the 562

topic death penalty has a lower average error of 563

0.36. A low standard deviation indicates consistent 564

ease across different models, whereas a high stan- 565
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dard deviation suggests that only some models find566

the topic easy to address. In contrast, Table 3 high-567

lights that political violence leads the list with an568

average error of 0.95. This is followed by suicide,569

stealing property, and accepting a bribe while on570

duty.571

Figure 7: Heatmap of mean absolute errors by topic (rows)
and model (columns).

Table 2: Ten easiest topics (lowest mean absolute error).

Topic Avg. Error Std. Dev.

using contraceptives 0.5111 0.2109
gambling 0.4911 0.1632
drinking alcohol 0.4815 0.1115
parents beating children 0.4622 0.2617
getting a divorce 0.4311 0.0824
having casual sex 0.4075 0.2079
divorce 0.3913 0.0723
claiming govt. benefits not entitled 0.3862 0.1991
euthanasia 0.3838 0.0792
death penalty 0.3633 0.1472

Table 3: Ten hardest topics (highest mean absolute error).

Topic Avg. Error Std. Dev.

political violence 0.9546 0.3650
suicide 0.9229 0.2486
stealing property 0.8393 0.3416
someone accepting a bribe 0.7998 0.3738
for a man to beat his wife 0.7819 0.2878
cheating on taxes 0.7170 0.3617
violence against other people 0.7091 0.3323
terrorism (political/ideological) 0.6919 0.2806
homosexuality 0.6056 0.1665
abortion 0.5985 0.3104

6 Discussion and Conclusion572

Our findings show that language models vary con-573

siderably in how well they replicate cross-cultural574

moral judgments, as captured in the WVS and PEW575

surveys. Larger or instruction-tuned models, such576

as Falcon-40I, Gemma-9, and GPT4o, frequently577

demonstrate higher correlations with aggregated578

human survey responses. In contrast, some models,579

including Qwen-0.5 and Llama2-70, yield system-580

atically negative correlations, suggesting that scale581

alone does not guarantee alignment with moral582

attitudes if the underlying training data or method-583

ology is insufficiently diverse or biased.584

In addition, topic-level analysis reveals that cer- 585

tain issues (e.g., political violence, terrorism, or 586

wife-beating) consistently produce higher mean 587

errors across different architectures. These dis- 588

crepancies suggest that moral questions involving 589

violence or extreme social norms may pose partic- 590

ular challenges for current language models, espe- 591

cially when training data do not include nuanced 592

representations of such topics. Even models that 593

perform relatively well on broad measures some- 594

times fail on region-specific or contentious issues. 595

Per-country heatmaps similarly highlight that no 596

single model excels in all areas: while a model 597

may align with opinions in Western nations, it can 598

deviate markedly in communities whose moral or 599

cultural practices are underrepresented in its train- 600

ing corpora. 601

Despite these limitations, instruction-tuned and 602

larger models show promise in better reflecting 603

overall moral consensus in many cases. This sug- 604

gests that scaling models and using tailored train- 605

ing, where instructions or datasets capture diverse 606

viewpoints, can improve moral judgment align- 607

ment. However, performance still varies, highlight- 608

ing the need to analyze results in detail (e.g., by 609

topic or country) rather than relying on a single 610

global metric. 611

In conclusion, our analysis of moral stance align- 612

ment across WVS and PEW data underscores both 613

the progress and the continuing gaps in LLMs’ 614

performance. Models with substantial parame- 615

ter counts and instruction-tuned frameworks fre- 616

quently achieve moderate-to-high correlations with 617

surveyed human judgments, suggesting an ability 618

to capture broad moral viewpoints. However, siz- 619

able deviations persist on sensitive topics and in 620

particular cultural contexts, indicating that no cur- 621

rent model entirely overcomes biases or data defi- 622

ciencies. Thus, while larger or more specialized 623

training procedures can improve a model’s capac- 624

ity to reflect human moral attitudes, they do not 625

guarantee universal alignment. Future work must 626

address these persistent shortcomings through ex- 627

panded training corpora, targeted bias mitigation, 628

and refined evaluation protocols that account for 629

cultural and topic-level nuances. 630
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8 Limitations636

Although our methodology offers insights into637

cross-cultural moral alignment in language models,638

it has several limitations that should be acknowl-639

edged. First, the WVS and PEW data capture broad640

national averages and may not fully reflect within-641

country heterogeneity, especially in regions with642

significant cultural or linguistic diversity. Second,643

our log-probability difference calculation relies on644

short prompt templates, which might not elicit the645

full context required for more complex moral is-646

sues. Third, the models we evaluated differ in size,647

instruction tuning, and training data composition,648

making it challenging to isolate the effect of each649

factor.650

A further limitation arises from the necessity of651

employing distinct evaluation strategies. For local652

models, we have access to token-level log prob-653

abilities, enabling us to compute log-probability654

differences as a proxy for moral judgment. How-655

ever, for OpenAI’s proprietary chat models, we rely656

on directly elicited numerical scores because the657

API does not expose internal log probabilities. This658

divergence means that the resulting moral scores659

are derived from different underlying mechanisms,660

precluding a direct, unified comparison of model661

outputs in our visualizations. Future work might662

seek alternative methods to bridge this gap or de-663

velop metrics that are comparable across elicitation664

approaches.665

9 Ethical Impact and Potential Risks666

Using language models in real-world applications667

has important ethical implications and risks. Even668

though these models can approximate broad moral669

opinions, they may misrepresent local or minor-670

ity viewpoints if their training data is not diverse671

enough. This misrepresentation can lead to biases672

or stereotypes, especially on sensitive topics like673

domestic violence, religious norms, or political ex-674

tremism. If a model’s output is mistakenly viewed675

as a true reflection of public opinion, automated676

decisions could unfairly target or exclude certain677

groups, worsening existing inequalities. Moreover,678

significant misalignment on controversial topics679

can undermine public trust if model predictions680

seem harmful or insensitive. To reduce such risks,681

it is vital to include diverse voices and expert682

feedback when building and testing these models.683

Adding regular evaluations on moral or cultural684

issues, transparent reports of known biases, and685

human review for high-stakes decisions, can help 686

ensure ethical and responsible deployment. As lan- 687

guage models evolve, balancing technical progress 688

with careful oversight will be essential for main- 689

taining fairness and trust in automated systems. 690
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A Topic Codes for WVS and PEW850

Table 4: Mapping of Topic Codes to the Dataset (WVS
or PEW) and their corresponding moral questions.

Topic
Code

Dataset Moral Question

Q177 WVS Claiming government benefits to which you are not entitled
Q178 WVS Avoiding a fare on public transport
Q179 WVS Stealing property
Q180 WVS Cheating on taxes
Q181 WVS Someone accepting a bribe in the course of their duties
Q182 WVS Homosexuality
Q183 WVS Prostitution
Q184 WVS Abortion
Q185 WVS Divorce
Q186 WVS Sex before marriage
Q187 WVS Suicide
Q188 WVS Euthanasia
Q189 WVS For a man to beat his wife
Q190 WVS Parents beating children
Q191 WVS Violence against other people
Q192 WVS Terrorism as a political, ideological or religious mean
Q193 WVS Having casual sex
Q194 WVS Political violence
Q195 WVS Death penalty
Q84A PEW Using contraceptives
Q84B PEW Getting a divorce
Q84C PEW Having an abortion
Q84D PEW Homosexuality
Q84E PEW Drinking alcohol
Q84F PEW Married people having an affair
Q84G PEW Gambling
Q84H PEW Sex between unmarried adults

B WVS & PEW scores by country851

Figure 8 compares normalized WVS (orange) and852

PEW (gold) scores by country. Each box shows853

the interquartile range, with medians as horizon-854

tal lines and diamonds marking outliers. The855

broader spread in the WVS data for many coun-856

tries suggests higher variance in moral accep-857

tance. Some countries, such as the United States858

or Czech Republic, show very wide ranges, from859

near −1 (never justifiable) to close to +1 (always860

justifiable). Others, often in the Middle East or861

South Asia, have more negative medians, reflecting862

stricter cultural norms on certain issues.863

C Individual Figures by Model & Dataset 864

In each scatter plot, the horizontal axis 865

survey_score corresponds to WVS in Figure 9 866

and PEW ratings in Figure 10. Meanwhile, the 867

vertical axis log_prob_diff shows the difference 868

between the log-probability the model assigns 869

to a morally justifiable statement vs. a morally 870

unjustifiable statement. A positive slope suggests 871

that higher survey acceptance correlates with 872

higher log-prob differences in the same direction, 873

meaning better alignment. Conversely, negative 874

slopes may show systematic misalignment on that 875

dimension. 876
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Figure 8: Distribution of normalized WVS (orange) and PEW (gold) survey scores by country.
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Figure 9: Scatter plots for WVS dataset
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Figure 10: Scatter plots for PEW dataset
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