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Abstract001

News summarization in today’s global scene002
can be daunting with its flood of multilingual003
content and varied viewpoints from different004
sources. However, current studies often ne-005
glect such real-world scenarios as they tend006
to focus solely on either single-language or007
single-document tasks. To bridge this gap, we008
aim to unify Multi-lingual, Cross-lingual and009
Multi-document Summarization into a novel010
task, i.e., MCMS, which encapsulates the real-011
world requirements all-in-one. Nevertheless,012
the lack of a benchmark inhibits researchers013
from adequately studying this invaluable prob-014
lem. To tackle this, we have meticulously con-015
structed the GLOBESUMM dataset by first col-016
lecting a wealth of multilingual news reports017
and restructuring them into event-centric for-018
mat. Additionally, we introduce the method of019
protocol-guided prompting for high-quality and020
cost-effective reference annotation. In MCMS,021
we also highlight the challenge of conflicts be-022
tween news reports, in addition to the issues of023
redundancies and omissions, further enhancing024
the complexity of GLOBESUMM. Through ex-025
tensive experimental analysis, we validate the026
quality of our dataset and elucidate the inher-027
ent challenges of the task. We firmly believe028
that GLOBESUMM, given its challenging na-029
ture, will greatly contribute to the multilingual030
communities and the evaluation of LLMs1.031

1 Introduction032

Summarization is a long-standing task in natural033

language processing (NLP) research (Paice, 1990).034

In recent years, significant advancements have been035

made in the field thanks to the rapid development036

of large language models (LLMs) (Zhao et al.,037

2023; Liu et al., 2023; Dong et al., 2023; Wei et al.,038

2022a,b; Shanahan, 2022). While LLMs have ef-039

fectively addressed many traditional text summa-040

rization tasks (Adams et al., 2023; Goyal et al.,041

1Dataset and codes will be released upon publication.

2022; Pu et al., 2023; Zhang et al., 2023), the rapid 042

globalization of information dissemination has cre- 043

ated new demands for summarization techniques 044

that can effectively summarize a large collection of 045

event-centric multilingual news articles worldwide. 046

Events involved with armed conflicts, interna- 047

tional relations, and political elections have always 048

fascinated people worldwide. However, relying 049

solely on news articles in a single language to gain 050

an in-depth understanding of such events can be 051

limiting. This is because news reports from dif- 052

ferent countries are often influenced by their na- 053

tional standpoints and cultural biases, resulting in 054

potential distortions (Boykoff and Boykoff, 2004; 055

Baum and Groeling, 2009; Baumeister and Hast- 056

ings, 2013). To obtain a more comprehensive 057

insight into these events, it is crucial to explore 058

news articles from various countries and languages, 059

allowing us to consider diverse perspectives and 060

access more objective information. Surprisingly, 061

while advancements in LLMs have shown promis- 062

ing results in many NLP tasks, little research has 063

been conducted for such real-world scenarios. 064

To this end, we present the task of MCMS 065

that unifies Multi-lingual, Cross-lingual and Multi- 066

document Summarization into a more general set- 067

ting, aiming to align better with the multifaceted 068

requirements in real-world scenarios. The goal of 069

MCMS is to succinctly capture the key information 070

from a collection of documents written in various 071

languages and present a cohesive summary in the 072

target language. Notably, the MCMS task has three 073

distinctive features: (1) the input consists of multi- 074

ple documents, (2) the multiple documents are in 075

different languages, and (3) the multiple documents 076

revolve around the same event. However, the ab- 077

sence of a dataset that encompasses such features 078

inhibits researchers from further study. 079

To close this gap, we meticulously construct the 080

GLOBESUMM dataset, which comprises the fol- 081

lowing two parts. Regarding news collection, we 082
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Error Type Definition Example (pair of sentences) Strategy & Explanation

Redundancy Same information or facts repeated in
both news reports.

A:

B:

No se han registrado heridos en la explosión.

Никто не пострадал при дистанционном
взрыве первой бомбы рядом с автомоби-
лем.

Remove the same information or facts repeated
in both news reports, avoid unnecessary dupli-
cation in summary.

Omission Additional information not present in
the other. /

Include the additional information that is not
present in the other, avoid potentially leading
to an incomplete understanding of the event.

Conflict Conflicts arise when there are contradic-
tory or incompatible details.

—- Time Updates
The inconsistencies arising from the
evolving updates over time between ini-
tial news reports and subsequently de-
veloping news.

A:

B:

�� ,ºA`�C±� ,T§d��¤r�� �b�� T·y¡ nl��

TyRC±� ��CAyh�¯� T�yt� ¤�A 109 �J�AQ

. ®b�� 
r� ¨� �A�ASyf��¤

Liczba zabitych w wyniku powodzi i osuwisk ziemi na
zachodzie Rwandy wzrosła do 129, według informacji
podanych przez tamtejsze władze.

Overwrite the original information with subse-
quent information and refrain from mentioning
the original information, avoid causing confu-
sion with information from different times.

—- Perspectives
The contradictions among news articles
regarding the same detail, arising from
diverse standpoints or differing view-
points.

A:

B:

Soldados israelíes realizaron una operación este jueves
que terminó en la muerte de tres terroristas palestinos.

Premier Mohammad Shtayyeh ha accusando il
governo israeliano di essere "responsabile dei
suoi orribili crimini e delle continue violazioni
contro il popolo palestinese".

Coexist with these viewpoints and present
them in an appropriate manner, while main-
taining neutrality.
(Because the essence of the summarization is
to collect, organize and condense information,
without delving into judgments of "right or
wrong" values in this context)

—- Cultural

Discrepancies

The misunderstandings that may arise
from the multilingual nature of news
reports or cultural discrepancies, espe-
cially concerning the same details when
reported in different languages.

A:

B:

지중해 난민 구조선을 운영하는 독일 구호
단체 ‘SOS 휴머니티’는 23일 독일 정부에게서
약 11억4천만원를지원받기로했다고밝혔다.

Az olasz kormány korábban fenntartásait fejezte ki az-
zal kapcsolatban, hogy a német kormány 790 ezer euró
finanszírozást adott az SOS Humanity berlini szervezet-
nek.

Reconcile the conflicts with the expertise of
LLMs, presenting them as reasonable state-
ments from the perspectives of all the lan-
guages involved.

—- Inherent Error
The conflicts arising from the inherent
errors within a specific news article it-
self.

A:

B:

L’ouragan Otis a touché terre avec une
force de 5 sur l’échelle de Richter.

Ураганът "Отис"бе оценен с категория 5
на скалата за сила на ураганите.

Correct the error with the potentially accurate
information deduced from the news or the com-
mon sense knowledge already acquired.

—- Other
The conflict caused by some other un-
known possible reasons. /

Unify the conflicts with a general statement,
minimizing the possibility of any misunder-
standing or contradiction.

Table 1: The protocol, we formulated for MCMS task, includes definitions of all potential error types, along with
corresponding real-life examples for each type and approximate resolution strategies. (English version in Table 8)

begin by collecting a massive amount of news data083

from the GDELT database2, followed by a care-084

ful event-centric reranking and filtering process.085

Regarding reference annotation, we introduce086

protocol-guided prompting for high-quality and087

cost-effective reference annotation. Specifically,088

based on extensive manual observations, we first089

develop a protocol, which takes into account three090

main challenges of MCMS: redundancies, omis-091

sions, and conflicts (Table 1), providing their defi-092

nitions, examples, resolution strategies, and other093

relevant information. The protocol-guided prompt-094

ing method then requires LLMs to follow the es-095

tablished guidelines in the protocol during sum-096

mary generation, which demonstrates performance097

close to or even surpassing human annotators (high-098

quality) and reduces the burden of manual annota-099

tion (cost-effective).100

Building upon these foundations, our extensive101

experiments and analysis serve to validate the high102

quality of GLOBESUMM and, more importantly,103

highlight the inherent challenges of dealing with re-104

2https://www.gdeltproject.org/

dundancies, omissions, and conflicts within MCMS 105

task. Notably, our discoveries emphasize that ad- 106

dressing conflicts arising from diverse perspectives 107

significantly contribute to navigating information 108

from different sources for high-performing LLMs. 109

2 The GLOBESUMM Dataset 110

2.1 Data Collection 111

We gather news reports from countries and regions 112

across 26 languages worldwide. This is accom- 113

plished by utilizing the news URLs provided in 114

Google GDELT 2.0 project3. We exclusively uti- 115

lize news data from May 2023 to October 2023 for 116

our benchmark to avoid introducing prior knowl- 117

edge from web-crawled articles used in pre-training 118

large language models4. 119

2.2 Source Data Construction 120

One setting in MCMS is noteworthy that the mul- 121

tiple news reports within the same round input 122

3https://blog.gdeltproject.org/
gdelt-2-0-our-global-world-in-realtime/

4The cutoff of GPT-4-1106-preview is April 2023.
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Please split the key infomation of the given news article into 
several simple sentences in Swedish.
[News]: ……

1. Mats Malm tillkännagav att Jon Fosse tilldelas … 
2. Berit Gullberg är Jon Fosses svenska förläggare och …
3. Jon Fosse är glad över priset, även om han är orolig …
4. ……

Step 1: Key Information Split

Please act as an expert in cross-lingual understanding in Swedish.
[Input]: ……
Let's understand the content in English sentence-by-sentence.

1. Mats Malm announced that Jon Fosse is awarded the Nobel …
2. Berit Gullberg is Jon Fosse's Swedish publisher and close …
3. Jon Fosse is happy about the award, although he is worried …
4. ……

Step 2: Cross-lingual Prompting

Step 3: Protocol-guided Prompting

Protocol
- Definitions

- Causes

- Examples

- Solutions
……

[Given]: Definitions
Where are they? ……

Response of [Where] 

[Given]: Causes & Solutions 
How to deal with them? ……

Response of [Strategies]

Summarize under the guidance of the “Protocol”

Guide

summarize

Omission?

Redundancy?
Conflict?

Target 
Language

Source 
LanguageNEWS

NEWS
NEWS

Figure 1: Overview of our reference annotation methodology. The method consists of key information split,
cross-lingual prompting and protocol-guided prompting.

should be highly relevant to the same news event,123

rather than an open-domain task. To address this,124

we employ a method involving event retrieval and125

manual verification to restructure the news reports.126

Event Retrieval To pinpoint news related to spe-127

cific events, we leverage Wikipedia’s current events128

portal5 as a seed set. Each event in this set serves129

as a query input for our retrieval process. Our goal130

is to identify highly relevant news reports from131

the multilingual corpus. Initially, we translate the132

query event (originally in English) into multiple133

languages6. Subsequently, we employ the BM25134

retriever in Lin et al. (2021) for retrieval in the re-135

spective language corpora, searching for the most136

query-relevant news articles.137

Manual Verification The retrieved news articles138

in different languages are supposed to be highly139

relevant to the provided description, but high rel-140

evance does not necessarily imply that they all141

present the same news event. Hence, we incor-142

porate a post-retrieval manual verification process143

(see Appendix 1.1).144

2.3 Reference Annotation Methodology145

Next, we will elaborate on how we craft our refer-146

ence summaries in GLOBESUMM (all the prompts147

can be found in Appendix 1.2).148

Chronological Recurrent Summarization (CRS)149

Our reference annotation approach is conducted150

5https://en.wikipedia.org/wiki/Portal:
Current_events

6We translate the queries by Google translation API

under the CRS schema, aiming to distill key infor- 151

mation from news articles in chronological order. 152

Specifically, we begin by organizing these news 153

documents in order of their respective timestamps. 154

Then the summarization process is initiated by gen- 155

erating a concise summary for the first two articles. 156

The obtained summary is then integrated with the 157

subsequent article, and iteratively throughout the 158

whole document set. CRS delivers a concise, timely 159

summary by capturing the dynamic narrative and 160

providing a comprehensive overview of the evolv- 161

ing information landscape in news articles. 162

Step 1: Key Information Split (KIS) The large 163

input length of a whole document set, averaging 164

nearly 12K tokens in GLOBESUMM, poses a great 165

obstacle in MCMS. Therefore, we introduce the 166

method of KIS to reduce the length of input by 167

organizing key information from each document 168

into several finely-grained sentences before sum- 169

marizing the whole document set. 170

Step 2: Cross-lingual Prompting (CLP) 171

Achieving cross-lingual alignment poses another 172

fundamental challenge in multi- and cross-lingual 173

tasks. To effectively capture the alignment from 174

various input languages to target language, we em- 175

ploy cross-lingual alignment prompting method, 176

which was first introduced in Qin et al. (2023). 177

Step 3: Protocol-guided Prompting (PGP) We 178

first introduce the method of protocol-guided 179

prompting (PGP) to achieve reference summary 180

annotation. Based on our manual observation of 181
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Dataset Domain Multi-lingual Cross-lingual Multi-document Focus # Document # Summary # Language
MeetingBank (Hu et al., 2023) Meeting ✘ ✘ ✘ Redundancy 1366 1366 1
MSAMSum (Feng et al., 2022) Dialogue ✔ ✘ ✘ / 5929 5929 6
MLSUM (Scialom et al., 2020) News ✔ ✘ ✘ / 1.5 millions 1.5 millions 5
XL-Sum (Hasan et al., 2021) News ✘ ✔ ✘ / 1 million 1 million 44

WikiLingua (Ladhak et al., 2020) Wiki ✔ ✔ ✘ / 140000 + 770000 + 18
Multi-News (Fabbri et al., 2019) Wiki ✘ ✘ ✔ / 250000 + 50000 + 1
OPENASP (Amar et al., 2023) News ✘ ✘ ✔ Open aspect 13582 1,361 1

GLOBESUMM News ✔ ✔ ✔ Redundancy, Omission, Conflict 4687 4317 26

Table 2: Comparisons with existing Multi-lingual, Cross-lingual or Multi-document summarization datasets.

diverse news articles across multiple languages and182

documents, we have concluded three primary hur-183

dles in MCMS: redundancies, omissions, and con-184

flicts. The details shown in Table 1, which con-185

stitute our protocol, will be incorporated as part186

of the prompt to assist the LLMs in more effec-187

tively identifying and handling these hurdles while188

summarizing the documents.189

More specifically, the procedure of how we ad-190

dress redundancies, omissions and conflicts can be191

broadly divided into two parts: (1) where are they?192

and (2) how to deal with them?193

(1) Where are they? ([where]) We furnish194

LLM with the definitions of redundancy, omis-195

sion, and conflict (in Table 1) and request LLM196

to adeptly pinpoint the occurrences of these issues197

between documents based on provided definitions.198

(2) How to deal with them? ([strategies])199

As shown in our protocol (refer to Table 1), we200

have conducted a manual synthesis and conclusion201

for these issues, especially conflicts. Based on the202

various causes that may give rise to these problems,203

we have elegantly formulated different solutions.204

Then, we request LLM to delineate specific strate-205

gies for each conflict arising from different reasons206

in the actual scenarios, following the customized207

general solutions we have outlined.208

With the assistance of the knowledge in our209

protocol, we effectively achieve the two subtasks210

of [where] and [strategies]. Consequently,211

LLM’s responses to [where] and [strategies]212

are utilized to generate our reference summaries.213

The detailed implementation can be found in Ta-214

ble 14 in the appendix.215

2.4 Statistics216

Following the methodology described in Sec-217

tion 2.3, our reference summaries are generated218

with GPT-4 model8 as the backbone.219

7https://github.com/openai/tiktoken
8All GPT-4 mentioned in this paper refer to GPT-4-1106-

preview. In order to significantly reduce costs, only the PGP
phase is handled by GPT-4, while KIS and CLP process are
executed by GPT-3.5-turbo-16k.

Dataset # Event # Document # Summary

Total
Num 370 4687 4317
Avg Token Length 11568.46 913.23 368.04

Train Set Size 222 2848 2626
Valid Set Size 74 897 823
Test Set Size 74 942 868

Table 3: Statistics of the dataset. The token length was
calculated by tiktoken7.

A total of 370 news events, consisting of 4687 220

news articles, have been finally retained in GLOBE- 221

SUMM. The entire dataset spans 26 languages and 222

each news event is associated with a minimum of 223

10 news reports in different languages, adding to 224

the challenge of our dataset. Due to the recurrent 225

nature of CRS schema (Section 2.3), GLOBESUMM 226

offers reference summaries for document subsets 227

of any size within the whole collection of docu- 228

ments related to the same event, totaling 4317 in 229

number. And GPT-4’s responses to [where] and 230

[strategies] are also available in GLOBESUMM. 231

The language distribution can be found in Table 9. 232

As shown in Table 2, GLOBESUMM stands out 233

for being multi-lingual, cross-lingual, and multi- 234

document and focuses on addressing redundancies, 235

omissions, and conflicts. These qualities make 236

GLOBESUMM distinctive and practically valuable. 237

We split GLOBESUMM into train, validation and 238

test sets (Table 3). Subsequent experiments (Sec- 239

tion 4) are carried out on the test set. Our expenses 240

can be found in Appendix D. 241

3 GLOBESUMM Quality Assessment 242

We next examine the superiority of our reference 243

annotation method. 244

3.1 Compete with Human Annotation 245

In this section, we evaluate how well GPT-4 ad- 246

dresses [where] and [strategies] under the 247

guidance of our protocol by comparing its perfor- 248

mance with human annotation. 249
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Method (GPT-3.5-turbo) AR DE EL EN ES HI RO RU TH TR VI ZH AVG
KIS vs. Summarize
Summarize 34.7 49.4 37.7 53.5 49.1 34.4 49.2 33.7 38.7 42.0 43.1 51.4 43.1
Summarize-Extend 45.6 64.5 51.0 65.0 64.1 44.7 57.5 45.2 44.7 50.7 57.5 63.9 54.5
KIS 50.9 66.9 55.0 74.5 69.4 50.9 65.8 50.9 50.5 51.9 62.5 67.7 59.8
CLP vs. Translate
Translate-En 51.3 62.9 60.4 - 62.6 60.2 62.9 54.7 48.7 60.2 58.7 49.5 57.5
CLP-En 55.0 67.1 60.6 - 66.8 56.6 64.8 59.0 47.0 61.9 60.2 55.6 59.5

Table 4: The Acc. performance of KIS vs. Summarize and CLP vs. Translate on XQuAD.

Inter-annotator Agreement Scores
Issue Annotator1 Annotator2 Annotator3 Kappa Agreement

Redundancy 197 194 189 0.93 0.96
Omission 491 482 481 0.95 0.98
Conflict 45 44 39 0.86 0.93

Table 5: The number of identified issues by annotators,
along with their inter-annotator agreement scores.

Figure 2: P ∗, R∗ and F ∗
1 scores of GPT-4 in [where].

All values are calculated in micro-averaging.

We randomly select 50 pairs of documents in250

GLOBESUMM, with each pair focusing on the same251

event. Next, we invite 3 human annotators to iden-252

tify the redundancies, omissions, and conflicts be-253

tween pairs of documents. The high inter-annotator254

agreement in Table 5 exhibits the reliability of our255

annotated data, which will serve as the golden stan-256

dard for evaluating the performance of GPT-4.257

P ∗, R∗ and F ∗
1 (see detailed formulas in Ap-258

pendix 2.1), the variants of Precision, Recall, and259

F1 metrics, are utilized for evaluation9.260

The scoring results in Figure 2 shows that GPT-4261

performs comparably to human annotators in terms262

of identifying redundancy and omission, with F ∗
1263

scores approaching human threshold (value 1). Re-264

garding conflict, GPT-4 outperforms human an-265

notators in F ∗
1 scores, and its R∗ value achieves266

nearly double that of human annotators. The results267

strongly indicate that guided by our protocol, GPT-268

9The R∗ value here may exceed 1, as GPT-4 has demon-
strated the ability to identify additional redundancies, omis-
sions, and conflicts overlooked by human annotators. How-
ever, through manual verification, some of these overlooked
items are also confirmed as accurate answers, thus contributing
to the R∗ metric numerator during calculation.

4 can effectively replace or even surpass humans in 269

completing the subtask [where]. 270

In subtask [strategies], compared to address- 271

ing redundancies and omissions, resolving conflicts 272

is evidently more complex and challenging. There- 273

fore, in this study, we conduct a manual evaluation 274

of the 93 conflict resolution strategies generated by 275

GPT-4 for those 50 pairs of samples. The outcome 276

reveals a 96.8% accuracy (90 out of 93), indicating 277

that GPT-4 consistently generates correct, reason- 278

able, and protocol-compliant strategies. 279

3.2 Component-wise Analysis 280

Next, we will explore where the advantages of 281

KIS and CLP are specifically manifested. We con- 282

duct comparative experiments on XQuAD (Artetxe 283

et al., 2020; Dumitrescu et al., 2021), exploring KIS 284

versus Summarize and CLP versus Direct Translate 285

(see detailed implementation in Appendix B). 286

(1) KIS results better condensing quality. As 287

shown in Table 4, we find that KIS exhibits a re- 288

markable superiority over Summarize across all 289

languages (with 16.7% improvements on average 290

accuracy), strongly indicating that the context after 291

KIS is more comprehensible for LLMs compared 292

to the summarized context. Recognizing the im- 293

pact of compression ratios on the total informa- 294

tion provided (KIS~343 tokens; Summarize~242 295

tokens), we introduce another control group named 296

Summarize-Extend with a longer compressed con- 297

text (averaging 579 tokens). Nevertheless, KIS still 298

outperforms Summarize-Extend by 5.3% in accu- 299

racy, further illustrating that KIS is a better method 300

for capturing the key information. 301

(2) CLP outperforms direct translation in cross- 302

lingual alignment. As depicted in Table 4, CLP 303

demonstrates higher accuracy than Translate by 304

averaging 2.0%, which illustrates that CLP can 305

assist LLMs more effectively in achieving semantic 306

alignment between languages, thereby enhancing 307

cross-lingual comprehension. As verified in Qin 308
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et al. (2023), CLP is not a vanilla translation but309

utilizes the cross-lingual semantic alignment.310

4 Experiments311

4.1 Baselines312

Our experiments utilize various baselines, each313

composed of a combination of "schema + pipeline".314

Schemas To validate the effectiveness of Chrono-315

logical Recurrent Summarization (CRS), we inves-316

tigate the two schemas for comparison: (a) Single-317

turn Summarization summarizes a document set318

within a single-turn generation; (b) Chronological319

Recurrent Summarization iteratively summarizes320

two documents at a time in a time-ordered manner.321

Pipelines To further validate the advantages of322

KIS and CLP in addressing lengthy inputs and323

cross-language understanding, we conduct com-324

parative tests with these commonly used methods:325

(a) Translate-then-Summarize; (b) Summarize-then-326

Translate; (c) KIS-then-CLP.327

Similarly, we conduct experiments using two328

different approaches for summarization: (a) Direct329

Summarization; (b) Protocol-guided Prompting.330

Detailed introductions to these pipelines can be331

found in Appendix 3.1332

Models We select three representative LLMs that333

feature long context capability, each of which sup-334

ports at least a 16k context window.335

• GPT-3.5-turbo-16k is an advanced GPT-3.5 se-336

ries model with a 16k context window.337

• Vicuna-7B-v1.5-16k (Zheng et al., 2023a) is338

an open-source language model fine-tuned from339

Llama2, and supports a 16k context window.340

• ChatGLM3-6B-32k (Du et al., 2022) is an open-341

source language model based on General Lan-342

guage Model (GLM) framework, and supports a343

32K context window.344

4.2 Metrics345

We evaluate the quality of the generated summaries346

using following metrics (see Appendix 3.3 for de-347

tailed definitions and formulas):348

• ROUGE (Lin, 2004) measures the overlap co-349

occurrence of n-grams between the candidate and350

reference summaries.351

• Red (Chen et al., 2021) is a self-referenced met-352

ric for redundancy evaluation.353

• Normalized Inverse of Coverage (NIC) cap- 354

tures Omission, as the inverse of a coverage of 355

key information from reference summary. 356

• Conflict Resolution Effectiveness (CRE) met- 357

ric evaluates how well a candidate summary ad- 358

dresses conflict. 359

4.3 Main Results 360

The main results are illustrated in Table 6 (see Ta- 361

ble 13 in Appendix for full ROUGE results). From 362

the results, we have the following observations: 363

(1) Omissions and Conflicts mitigated, yet Re- 364

dundancies persist. As shown in Table 6, unlike 365

omissions and conflicts, which can be mitigated 366

with the introduction of our methodology (CRS, 367

KIS, CLP and PGP), redundancies, on the contrary, 368

tends to persist, even exacerbate. The results across 369

all three models do not seem to reflect the effec- 370

tiveness of our approach in addressing redundancy. 371

This divergence on different issues emphasizes the 372

multifaceted nature of MCMS. 373

(2) Preferential performance in CRS with 374

Protocol-guided Prompting. From the results 375

on GPT-3.5-turbo-16k and Vicuna-7b-v1.5-16k as 376

illustrated in Table 6, we find that protocol-guided 377

prompting outperforms Direct only under the 378

CRS schema, while its superiority is not evident un- 379

der STS. This is within our expectations, as STS re- 380

quires LLMs to simultaneously identify and coordi- 381

nate redundancies, omissions, and conflicts across 382

all news documents, while CRS simplifies summa- 383

rization by focusing on two documents at a time. 384

(3) LLM’s Sensitivity to Protocol-guided 385

Prompting. Protocol-guided prompting demon- 386

strates certain advantages on both GPT-3.5-turbo- 387

16k and Vicuna-7b-v1.5-16k in Table 6. However, 388

with Chatglm3-6b-32k model, regardless of STS 389

or CRS schema, protocol-guided prompting under- 390

performs direct summarization. This indicates that 391

the effectiveness of protocol-guided prompting de- 392

pends on the model’s capabilities, which requires 393

understanding relatively complex prompts. 394

5 Further Analysis 395

5.1 Ablation Study 396

We conduct ablation studies to investigate the effect 397

of the KIS-then-CLP stage, as shown in the rows of 398

Table 7 (see Table 10 for full ROUGE results). 399
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Schema & Pipeline
GPT-3.5-turbo-16k Vicuna-7b-v1.5-16k Chatglm3-6b-32k

R-L ↑ Red ↓ NIC ↓ CRE ↑ R-L ↑ Red ↓ NIC ↓ CRE ↑ R-L ↑ Red ↓ NIC ↓ CRE ↑
Single-turn Summaization (STS)
Translate-then-Summarize + Direct 19.86 30.06 84.77 56.33 18.49 29.38 87.12 55.20 18.98 32.49 85.17 58.43
Summarize-then-Translate + Direct 20.07 30.57 84.59 56.18 19.08 30.70 87.44 54.62 19.45 32.82 86.87 56.05
KIS-then-CLP + Direct 21.25 30.91 82.05 59.02 18.96 30.73 87.19 53.37 19.27 35.06 85.08 57.11
Translate-then-Summarize + Protocol 19.41 31.20 89.34 54.29 19.07 30.09 87.82 53.06 18.76 30.33 87.20 55.51
Summarize-then-Translate + Protocol 19.18 31.04 87.79 54.23 18.69 29.43 86.73 55.22 18.76 31.44 88.10 53.76
KIS-then-CLP + Protocol 21.17 31.63 80.01 54.01 18.82 33.10 88.24 57.00 19.29 30.15 89.19 57.20
Chronological Recurrent Summarization (CRS)
Translate-then-Summarize + Direct 20.27 33.36 82.06 54.58 20.14 32.37 77.99 56.28 20.08 32.80 77.94 55.95
Summarize-then-Translate + Direct 20.15 32.86 80.81 55.47 19.62 33.49 82.73 57.23 20.13 33.39 84.21 53.62
KIS-then-CLP + Direct 21.92 34.29 74.35 56.45 20.59 33.60 80.38 53.39 20.12 34.65 82.11 55.11
Translate-then-Summarize + Protocol 21.14 30.99 76.21 55.71 20.85 32.67 80.30 54.52 20.48 31.69 79.06 55.38
Summarize-then-Translate + Protocol 21.24 31.32 81.08 54.55 20.21 31.67 80.80 57.51 19.60 32.88 85.10 54.49
KIS-then-CLP + Protocol 22.06 32.30 70.09 59.11 20.94 34.92 76.62 58.24 20.19 33.28 85.15 54.86

Translate-then-Summarize.Avg 20.17 31.40 83.09 55.23 19.64 31.13 83.31 54.77 19.58 31.83 82.34 56.32
Summarize-then-Translate.Avg 20.16 31.45 83.57 55.11 19.40 31.32 84.42 56.15 19.49 32.63 86.07 54.48
KIS-then-CLP.Avg 21.60 32.28 76.62 57.15 19.83 33.09 83.11 55.50 19.72 33.29 85.38 56.07
STS.Avg 20.16 30.90 84.76 55.68 18.85 30.57 87.42 54.75 19.09 32.05 86.94 56.34
CRS.Avg 21.13 32.52 77.43 55.98 20.39 33.12 79.80 56.20 20.10 33.12 82.26 54.90
STS + Direct.Avg 20.39 30.51 83.80 57.18 18.84 30.27 87.25 54.40 19.23 33.46 85.71 57.20
STS + Protocol.Avg 19.92 31.29 85.71 54.18 18.86 30.87 87.60 55.09 18.94 30.64 88.16 55.49
CRS + Direct.Avg 20.78 33.50 79.07 55.50 20.12 33.15 80.37 55.63 20.11 33.61 81.42 54.89
CRS + Protocol.Avg 21.48 31.54 75.79 56.46 20.67 33.09 79.24 56.76 20.09 32.62 83.10 54.91

Table 6: The evaluation results for all configurations of schemas and pipelines on different LLMs. "Direct"
represents direct summarization without a protocol, while "Protocol" signifies the summarization method utilizing
the protocol-guided prompting approach. ↑ represents that the higher score the better and ↓ means the opposite.

Schema & Pipeline
GPT-3.5-turbo-16k

R-L ↑ Red ↓ NIC ↓ Con ↑
Single-turn Summaization (STS)
None + Direct 17.60 30.31 85.01 49.52
KIS-only + Direct 19.60 30.82 86.26 55.58
KIS-then-CLP + Direct 21.25 30.91 82.05 59.02
None + Protocol 19.12 31.39 89.42 44.20
KIS-only + Protocol 19.00 30.91 87.87 55.47
KIS-then-CLP + Protocol 21.17 31.63 80.01 54.01
Chronological Recurrent Summarization (CRS)
None + Direct 18.45 31.58 84.26 53.63
KIS-only + Direct 20.76 33.67 78.03 52.68
KIS-then-CLP + Direct 21.92 34.29 74.35 56.45
None + Protocol 19.47 29.46 82.72 53.94
KIS-only + Protocol 21.46 31.05 75.51 56.62
KIS-then-CLP + Protocol 22.06 32.30 70.09 59.11

Table 7: The evaluation results of ablation studies on
KIS-then-CLP stage.

We observe in Table 7 that GPT-3.5-turbo-16k400

exhibits a noticeable performance decline in sum-401

marization when either the KIS or CLP steps are402

omitted. This also indicates that relying solely on403

the ability of LLMs themselves to handle long-text404

and multi-lingual inputs may not be an appropriate405

solution at present, highlighting the necessity of406

pre-emptively explicit text compression and cross-407

language alignment for LLMs.408

5.2 Error Analysis409

We further present the average error rates of LLMs410

for each type of conflict as a proportion of the total411

errors in Figure 3.412

The results illustrate that conflicts caused by di-413

verse perspectives account for the majority of errors414

 

Figure 3: Average error rates of LLMs for each type of
conflict as a proportion of the total errors.

in LLMs’ practical performance. This also reflects 415

the ongoing challenge faced by current LLMs in 416

efficiently processing and integrating information 417

originating from a wide array of viewpoints and 418

perspectives in complex real-world scenarios. 419

5.3 LLM’s Scale-Effect on PGP 420

The sensitivity observation (Section 4.3) prompts 421

our study into the llama2 (Touvron et al., 2023) 422

series models with varying sizes (Appendix 3.3). 423

We compare the performance of Direct Summa- 424

rization and Protocol-guided Prompting (Table 11, 425

12), the ∆ results shown in Table 11 exhibit fa- 426

vorable changes in both omission and conflict as- 427

pects as the model size increases (NIC ↓: 13.96 → 428

5.01 → 4.36; CRE ↑: −4.96 → 0.61 → 3.32). 429

This indicates that with the growth of model scale, 430

protocol-guided prompting outperforms direct sum- 431

marization, but redundancy remains an issue. 432

7



 

en

es fr

pt

ca ro

da de he

nl

fi sq it

sv cs bg

uk

tr pl mk

ar

ru

hu

ko el

hi

high

high

low

low

en

es ca

ro pt

fr it

fi

de nl bg

mk tr sq

ru

uk pl cs

sv

hu

ar

el ko

he hi

da

high

high

low

low

en

ca es

pt fr

ro de da

nl

bg it uk

ru sv sq

fi

tr cs mk ar

pl

hu

ko el

hi he

high

high

low

low

GPT-3.5-turbo-16k

Vicuna-7b-v1.5-16k
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Figure 4: The average proportion of content in sum-
maries generated by LLMs that is entailed in different
source documents across 26 languages.

5.4 Apathy towards Low-Resource Languages433

Within MCMS, we undertake several experiments434

to investigate LLM’s prejudices across various lan-435

guages (details can be found in Appendix 3.3).436

The results on GPT-3.5-turbo-16k, Vicuna-7B-437

v1.5-16k in Figure 4 all indicate a tendency to pri-438

oritize content from documents in high-resource439

languages like English and Spanish, with only a440

small part from documents in low-resource lan-441

guages, like Hindi, Greek, and Hebrew. This pref-442

erence poses a challenge for current LLMs to be443

fair summarizers across all languages.444

6 Related Work445

6.1 Multi-lingual and Cross-lingual446

Summarization447

Multi-lingual summarization (MLS) aims to pro-448

cess documents in multiple languages and gener-449

ate their summaries in the corresponding language.450

The MultiLing-2015 dataset (Giannakopoulos et al.,451

2015) initiates interest in this task, leading to in-452

creasing subsequent studies (Vanetik and Litvak,453

2015; Litvak et al., 2016; Cao et al., 2020b). Re-454

cently, with the availability of many large-scale455

MLS datasets (Varab and Schluter, 2021; Hasan456

et al., 2021; Feng et al., 2022), notable progress457

is achieved one after another. Cross-lingual sum-458

marization (CLS) summarizes given documents in459

one language into summaries in another target lan-460

guage. The early work mainly focuses on pipeline461

methods (Yao et al., 2015; Ouyang et al., 2019;462

Wan et al., 2010), leading to error propagation. The463

recent large-scale CLS datasets (Zhu et al., 2019;464

Wang et al., 2022; Zheng et al., 2023b) are shifting465

the research attention to end-to-end studies (Cao466

et al., 2020a; Liang et al., 2022). Considering the467

close relation between MLS and CLS, Feng et al. 468

(2022) evaluate the MLS models on CLS to show 469

their zero-shot CLS ability, Wang et al. (2023) uni- 470

fies MLS and CLS into a more general setting of 471

many-to-many. Unlike typical MLS and CLS tasks, 472

MCMS involves multi-document summarization 473

across multiple languages in a single input round, 474

posing a greater challenge. 475

6.2 Multi-document Summarization 476

Multi-document summarization (MDS) refers to 477

the task of summarizing the text in multiple doc- 478

uments into a concise summary. Previous stud- 479

ies have delved into various approaches, encom- 480

passing extractive (Angelidis and Lapata, 2018; 481

Zheng et al., 2019; Mao et al., 2020) and abstrac- 482

tive techniques (Gehrmann et al., 2018; Lebanoff 483

et al., 2018; Zhang et al., 2018). And researchers 484

mainly focus on reducing the redundancy among 485

documents (Peyrard et al., 2017; Xiao and Carenini, 486

2020; Chen et al., 2021). Currently, there is a grow- 487

ing focus on MDS tasks in more diverse settings. 488

Zhou et al. (2023) highlights the challenge of open- 489

domain MDS, Amar et al. (2023) proposes aspect- 490

based summarization in MDS to better fit the needs 491

in real-world scenarios. Our MCMS extends typi- 492

cal MDS task by incorporating a multi-lingual us- 493

age. Unlike prior MDS efforts that targeted redun- 494

dancy reduction, MCMS also highlights the chal- 495

lenges of addressing omission and conflict between 496

multipe documents, which is crucial for real-world 497

information management across diverse sources. 498

7 Conclusion 499

To conclude, our study presents the task of MCMS 500

that unifies Multi-lingual, Cross-lingual and Multi- 501

document Summarization to align better with 502

the diverse needs in real-world scenarios. Our 503

benchmark, GLOBESUMM, serves this demand as 504

the first dataset for such scenario, offering high- 505

quality summaries generated through protocol- 506

guided prompting. Through experiments and anal- 507

ysis, conducted on outperforming LLMs, we unveil 508

the shortcomings of LLMs in MCMS and highlight 509

the challenges of addressing redundancies, omis- 510

sions and conflicts. Overall, we believe GLOBE- 511

SUMM holds the potential to be used for evaluating 512

the performance of LLMs in handling multi-lingual 513

and multi-document tasks and the way we utilize 514

protocol-guided prompting can serve as a practical 515

case for cost-effective annotation. 516
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Ethics Statement517

We utilize publicly available news data, which518

may contain viewpoints from different perspectives.519

The output results in the paper do not necessarily520

represent the views of the authors.521

Limitations522

While our dataset is constructed with GPT-4, bud-523

get constraints prevent us from exploring further524

experimental results on the GPT-4 model.525

Our work primarily focuses on addressing re-526

dundancies, omissions, and conflicts among docu-527

ments. However, in our attempts, we have found528

that while omissions and conflicts can be alleviated529

to some extent through our method, redundancies530

have not shown significant improvement.531

Due to the recurrent nature of CRS, our refer-532

ence summaries can cover any truncation length533

within the document set, as opposed to only pro-534

viding a single final summary for each document535

set in many typical MDS datasets. However, in this536

work, there has not been an extensive investigation537

into this particular aspect, such as the impact of538

document quantity and language diversity on the539

difficulty of MCMS.540

Gaining a profound understanding of a specific541

global news event involves more than the MCMS542

task discussed in our work. Exploring how to group543

news reports about the same event is also a worth-544

while research endeavour. However, in the data con-545

struction phase of this study, the effectiveness of546

this step is ensured through manual post-validation547

without delving into its methodology.548
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A GLOBESUMM Construction Details891

1.1 Source Data Construction892

Manual Verification "high relevance does not893

necessarily imply that they all present the same894

news event", here is a case for distinction:895

[Description] Date: 2023-10-18
The U.S. Treasury Department announced
the easing of certain oil, gas, and gold sanc-
tions on Venezuela.

(1) [News1] Date: 2023-10-19
After reaching an agreement, the
United States lifted sanctions on
Venezuelan oil and gold ... ✔

(2) [News2] Date: 2023-05-09
Maduro calls the US takeover of
oil company Citgo a violation of
Venezuela’s sovereignty ... ✘

896

Both the [News1] and [News2] are highly rel- 897

evant in overlapping terms (e.g. Venezuela, US, ...) 898

with the given description. Obviously [News1] 899

is the exact news event as described in the pro- 900

vided description, but it’s challenging for a BM25 901

retriever to distinguish between them. 902

Therefore, we incorporate a post-retrieval man- 903

ual verification. 5 annotators are invited to assess 904

the relevance of retrieved news reports based on 905

the specified event description. Only news meeting 906

at least one of the following criteria is retained: (1) 907

news that describes the same event as the given 908

query, (2) news that involves the causes and con- 909

sequences of the given query event and (3) news 910

that reflects diverse perspectives on the given query 911

event. 912

1.2 Reference Annotation Methodology 913

Key Information Split (KIS) In order to prevent 914

information from becoming overly fragmented af- 915

ter being splitted, thereby overlooking the contex- 916

tual connections, our prompt explicitly instructs 917

the model to employ specific entity names instead 918

of pronouns. The full request is formulated as fol- 919

lows: 920

Please split the key information of the given news article
into several simple sentences in {Source Language}
and use specific entity names instead of pronouns when-
ever possible.
Request: {Given news article X}

921

Cross-lingual Prompting (CLP) The prompt is 922

designed as: 923
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Error Type Definition Example (pair of sentences) Strategy & Explanation

Redundancy Same information or facts repeated in
both news reports.

A:

B:

No injuries have been reported in the explosion.

No one was hurt when the first bomb exploded remotely
near the car.

Remove the same information or facts repeated
in both news reports, avoid unnecessary dupli-
cation in summary.

Omission Additional information not present in
the other. /

Include the additional information that is not
present in the other, avoid potentially leading
to an incomplete understanding of the event.

Conflict Conflicts arise when there are contradic-
tory or incompatible details.

—- Time Updates
The inconsistencies arising from the
evolving updates over time between ini-
tial news reports and subsequently de-
veloping news.

A:

B:

The Rwandan Broadcasting Corporation announced, on
Wednesday, the death of 109 people as a result of land-
slides and floods in the west of the country.

The number of people killed in floods and landslides
in western Rwanda has increased to 129, according to
information provided by the local authorities.

Overwrite the original information with subse-
quent information and refrain from mentioning
the original information, avoid causing confu-
sion with information from different times.

—- Perspectives
The contradictions among news articles
regarding the same detail, arising from
diverse standpoints or differing view-
points.

A:

B:

Israeli soldiers carried out an operation this Thursday
that ended in the death of three Palestinian terrorists.

Prime Minister Mohammad Shtayyeh accused the
Israeli government of being "responsible for its
horrific crimes and continued violations against the
Palestinian people".

Coexist with these viewpoints and present
them in an appropriate manner, while main-
taining neutrality.
(Because the essence of the summarization is
to collect, organize and condense information,
without delving into judgments of "right or
wrong" values in this context)

—- Cultural

Discrepancies

The misunderstandings that may arise
from the multilingual nature of news
reports or cultural discrepancies, espe-
cially concerning the same details when
reported in different languages.

A:

B:

‘SOS Humanity’, a German relief organization that
operates a Mediterranean refugee rescue ship, an-
nounced on the 23rd that it has decided to receive
about 1.14 billion won in support from the German gov-
ernment.

The Italian government previously expressed reserva-
tions about the fact that the German government gave
790,000 euros funding to the SOS Humanity organiza-
tion in Berlin.

Reconcile the conflicts with the expertise of
LLMs, presenting them as reasonable state-
ments from the perspectives of all the lan-
guages involved.

—- Inherent Error
The conflicts arising from the inherent
errors within a specific news article it-
self.

A:

B:

Hurricane Otis made landfall with a strength of 5
on the Richter scale.

Hurricane Otis was rated category 5 on the hurricane
strength scale.

Correct the error with the potentially accurate
information deduced from the news or the com-
mon sense knowledge already acquired.

—- Other
The conflict caused by some other un-
known possible reasons. /

Unify the conflicts with a general statement,
minimizing the possibility of any misunder-
standing or contradiction.

Table 8: The protocol (English version), we formulated for MCMS task, includes definitions of all potential error
types, along with corresponding real-life examples for each type and approximate resolution strategies.

Please act as an expert in cross-lingual understanding
in {Source Language} .

Request: {Given content X}

Let’s understand the content in {Target Language}
sentence-by-sentence.924

Protocol-guided Prompting (PGP) The full925

prompt for [where], [strategies] and summa-926

rization process are provided in Table 14.927

B Quality Assessment Details928

2.1 Variations of Precision, Recall, and F1929

metrics930

We have made slight modifications to the tradi-931

tional precision, recall, and F1 metrics for evaluat-932

ing the performance of protocol-guided prompting933

with GPT-4. Here, we introduce the concept of934

False Positive Positive (FPP): predictions that do935

not align with the standard golden set but are still936

classified as correct answers after manual inspec-937

tion. The formulas are as follows:938

Precision∗ =
TP + FPP

TP + FP
939

Recall∗ =
TP + FPP

TP + FN
940

941

F ∗
1 =

2 ∗ Precision ∗Recall

Precision+Recall
942

Notably, the R∗ value here may exceed 1, as 943

GPT-4 has demonstrated the ability to detect addi- 944

tional redundancies, omissions, and conflicts over- 945

looked by human annotators in practical testing. 946

However, through manual verification, some of 947

these overlooked items are also confirmed as ac- 948

curate answers, thus contributing to the R∗ metric 949

numerator during calculation.. 950

2.2 Component-wise Analysis Details 951

The KIS step is introduced to shorten the cumu- 952

lative input length of a document set, preventing 953

excessive length. Summarizing each document 954

before generating an overall summary is also a 955

commonly used method for condensing. Thus, we 956

conducted comparative experiments on XQuAD, a 957

multi-lingual and cross-lingual QA dataset, explor- 958

ing these two methods of compression. Similarly, 959

CLP, aiming to achieve cross-lingual alignment 960
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Language # Docs Language # Docs Language # Docs
Bulgarian 230 Swedish 195 Hindi 50
Italian 254 Hungarian 170 Dutch 217
Portuguese 281 Russian 226 Arabic 202
Romanian 224 Danish 138 Macedonian 157
Turkish 211 Ukrainian 199 Catalan 79
Polish 217 Korean 127 Greek 109
Finnish 100 Spanish 307 Czech 58
German 230 French 281 Hebrew 9
Albanian 104 English 312 Total 4687

Table 9: Languages covered by GLOBESUMM dataset,
and the number of documents for each language.

Figure 5: The comparison on the quantities of redun-
dancies, omissions and conflicts identified by human
annotators and GPT-4.

between source and target languages, will be com-961

pared with the method of direct translation. The962

experiment assesses the impact of different process-963

ing methods on LLM’s comprehension in Question-964

Answering (QA) by applying them individually to965

contexts from XQuAD.966

C Experimental Details967

3.1 Pipeline Overview968

The detailed introductions to our pipelines are as969

follows:970

• Translate-then-Summarize first translates the971

documents into target language, then performs972

summarization on the translated documents.973

• Summarize-then-Translate first summarizes974

each document in the source language, then trans-975

lates the summaries into target language.976

• KIS-then-CLP (Section 2.3) first utlizes KIS977

step, then carries out CLP step.978

• Direct Summarization summarizes documents979

straightforwardly.980

• Protocol-guided Prompting (Section 2.3) sum-981

marizes documents under the guidance of our982

protocol.983

3.2 Metrics Formulation 984

We evaluate the quality of summaries generated 985

by different models and methods using following 986

metrics: 987

• ROUGE (Lin, 2004) measures the overlap co- 988

occurrence of n-grams between the candidate and 989

reference summaries. We reported the F1 scores 990

for ROUGE. 991

• Red (Chen et al., 2021) is a self-referenced met- 992

ric for redundancy evaluation. The summary 993

itself is engaged as the reference to evaluate the 994

degree of the semantic similarity between each 995

summary sentences. The averaged semantic sim- 996

ilarity result is used as the redundancy score. 997

BERTScore (Zhang et al., 2020) is employed 998

for similarity computation, and we use deberta- 999

xlarge-mnli (He et al., 2021) as its backbone with 1000

its default setting for rescaling: 1001

scorered =

∑
imaxj:i ̸=j Sim(xj ,xi)

|X|
, 1002

where “j : i ̸= j” means we do not consider the 1003

similarity between xi and itself. We use F1 in as 1004

the final redundancy score. Note that scorered ∈ 1005

[−1, 1] and lower is better. 1006

• Normalized Inverse of Coverage (NIC) cap- 1007

tures Omission, as the inverse of a coverage of 1008

key information from reference summary. We 1009

employ an NLI model t5_xxl_true_nli_mixture 1010

(Honovich et al., 2022) to ascertain whether cru- 1011

cial information from the reference is entailed in 1012

the candidate summary. 1013

coverage =
count(entailed)

count(sents)
1014

1015

NIC = 1− coverage

log(|cand|)
∗ 10 1016

where coverage represents the coverage rate of a 1017

candidate summary, count(entailed) means the 1018

number of sentences from reference summary 1019

entailed in candidate summary, count(sents) 1020

means the total number of sentences in refer- 1021

ence summary and |cand| means the word-level 1022

length of the candidate summary10. Note that 1023

lower NIC is better. 1024

• Conflict Resolution Effectiveness (CRE) met- 1025

ric evaluates how well a candidate summary ad- 1026

dresses conflict. We use GPT-3.5-turbo as a ref- 1027

eree to assess the conflict resolution strategies 1028

10The word-level length is calculated by nltk.
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Schema & Pipeline
GPT-3.5-turbo-16k

R-1 R-2 R-L
Single-turn Summaization (STS)
None + Direct 33.01 11.02 17.60
KIS-only + Direct 36.37 12.12 19.60
KIS-then-CLP + Direct 41.55 13.76 21.25
None + Protocol 35.01 12.16 19.12
KIS-only + Protocol 35.52 11.85 19.00
KIS-then-CLP + Protocol 41.58 14.33 21.17
Chronological Recurrent Summarization (CRS)
None + Direct 34.94 11.08 18.45
KIS-only + Direct 42.12 14.16 20.76
KIS-then-CLP + Direct 46.60 15.51 21.92
None + Protocol 37.40 12.40 19.47
KIS-only + Protocol 41.58 15.30 21.46
KIS-then-CLP + Protocol 47.97 16.41 22.06

Table 10: The full ROUGE results of ablation studies
on KIS-then-CLP stage.

presented in the candidate summary. We employ1029

conflicts identified by GPT-4 as the standard, as-1030

sessing the effectiveness of the candidate sum-1031

mary’s handling of conflicts based on the prompts1032

provided in Table 15 and the result is present in1033

a three-class classification of 1, 0, -1. In order to1034

minimize errors resulting from conflicts update,1035

we do not consider all conflicts identified in the1036

summarization process for evaluation. Instead,1037

we only select conflicts identified in the last 51038

rounds of the CRS iteration process. The Con1039

score is calculated as follows:1040

penalty = log(count(0) + e)1041
1042

scorecon =
count(1)

count(1/− 1) + α ∗ penalty
1043

where count(∗) represents the counting function,1044

penalty refers to the punitive consequence for1045

neglecting conflict resolution. The coefficient α1046

is set to 0.2 in our work.1047

3.3 Experimental implementations1048

Main experiments The results in Table 6 only1049

present the ROUGE-L scores, while the full1050

ROUGE results for the main experiment can be1051

found in Table 13.1052

Ablation study The results in Table 7 only1053

present the ROUGE-L scores, while the full1054

ROUGE results for the ablation study can be found1055

in Table 10.1056

LLM’s Scale-Effect on PGP As we only inves-1057

tigate the impact on protocol-guided prompting, in1058

order to reduce time and computational cost, we1059

utilize the results of the pre-steps (translate-then-1060

summarize, summarize-then-translate, and KIS-1061

then-CLP) from GPT-3.5-turbo-16k model. The 1062

llama2 series models are only employed in the fi- 1063

nal summarization step. Due to the The llama2 1064

models are running with the default settings in this 1065

project11. 1066

The Apathy towards Low-Resource Languages 1067

We employ an NLI model t5_xxl_true_nli_mixture 1068

(Honovich et al., 2022) to discern whether the sen- 1069

tences in the generated summary are entailed within 1070

the documents in the document set. If a sentence 1071

is entailed in a document, we consider it to be 1072

concluded from that document. Due to the NLI 1073

model’s lack of capabilities in handling lengthy 1074

texts and multiple languages, we consider the out- 1075

put of the original document after undergoing KIS- 1076

then-CLP as the premise. Each sentence from the 1077

generated summary is then treated as a hypothesis. 1078

The entail score for each language is calculated as 1079

follows: 1080

scorelang =

∑
S

count(entailed)
count(sents)

|S|
1081

1082

norm_scorelang =
scorelang∑

lang∈langs
scorelang

1083

where S represents the set of generated summaries 1084

involved with the language, count(entailed) 1085

means the number of sentences entailed in the doc- 1086

ument, count(sents) means the total number of 1087

sentences in generated summary. |S| means the 1088

number of summaries in S. 1089

D Expenses and Compensation 1090

The overall cost incurred for our reference annota- 1091

tion and experimental section utilizing GPT series 1092

models is approximately $900. 1093

In the manual annotation phase of post-retrieval 1094

verification (Section 2.2), annotators will be com- 1095

pensated with $0.1 for each "yes" or "no" anno- 1096

tation completed. We have invited a total of 5 1097

annotators, and they have collectively annotated 1098

18787 news articles regarding their relevance to 1099

the provided event descriptions, resulting in a total 1100

expenditure of $1878.7. As for the construction 1101

of our protocol and the annotation process in Sec- 1102

tion 3.1, they are all undertaken by us paper authors 1103

without extra payment. 1104

11https://github.com/notrichardren/
llama-2-70b-hf-inference/blob/main/inference.py
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Schema & Pipeline
Llama-2-7b-chat-hf Llama-2-13b-chat-hf Llama-2-70b-chat-hf

R-L ↑ Red ↓ NIC ↓ Con ↑ R-L ↑ Red ↓ NIC ↓ Con ↑ R-L ↑ Red ↓ NIC ↓ Con ↑
Chronological Recurrent Summarization (CRS)
Translate-then-Summarize + Direct 19.18 28.82 84.66 53.01 17.71 25.66 88.51 51.21 18.15 26.26 81.94 52.47
Translate-then-Summarize + Protocol 15.52 40.35 96.04 45.07 14.88 25.24 92.95 50.28 17.49 31.30 85.93 56.35
Summarize-then-Translate + Direct 19.32 27.03 93.34 51.98 17.85 26.44 88.81 47.74 17.85 25.38 85.93 53.81
Summarize-then-Translate + Protocol 16.06 37.56 94.92 50.65 14.66 27.00 93.51 51.07 17.19 35.23 86.09 58.53
KIS-then-CLP + Direct 20.67 29.62 74.53 51.83 19.33 26.60 83.44 50.94 20.39 29.15 75.03 53.75
KIS-then-CLP + Protocol 16.39 38.94 93.45 46.29 16.37 26.48 89.33 50.37 18.01 25.77 82.19 55.10

Direct.Avg 19.72 28.49 80.84 52.27 18.30 26.23 86.92 49.96 18.80 26.93 80.97 53.34
Protocol.Avg 15.99 38.95 94.80 47.34 15.30 26.24 91.93 50.57 17.56 30.77 85.33 56.66
∆ = Protocol.Avg - Direct.Avg - 3.73 10.46 13.96 - 4.94 - 3.00 0.01 5.01 0.61 - 1.24 3.84 4.36 3.32

Table 11: The evaluation results for Llama2 scale-effect analysis. "Direct" represents direct summarization without
a protocol, while "Protocol" signifies the summarization method utilizing the protocol-guided prompting approach.

Schema & Pipeline
Llama-2-7b-chat-hf Llama-2-13b-chat-hf Llama-2-70b-chat-hf
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

Chronological Recurrent Summarization (CRS)
Translate-then-Summarize + Direct 41.34 13.03 19.18 34.05 10.70 17.71 35.72 11.19 18.15
Translate-then-Summarize + Protocol 29.73 7.13 15.52 28.65 8.41 14.88 35.42 10.44 17.49
Summarize-then-Translate + Direct 51.45 13.04 19.32 34.55 10.42 17.85 35.65 11.08 17.85
Summarize-then-Translate + Protocol 31.09 7.74 16.06 28.18 7.68 14.66 35.07 9.59 17.19
KIS-then-CLP + Direct 43.56 15.19 20.67 38.31 13.39 19.33 40.45 14.39 20.39
KIS-then-CLP + Protocol 31.34 8.46 16.39 32.18 9.71 16.37 36.41 11.16 18.01

Direct.Avg 45.45 13.75 19.72 35.64 11.50 18.30 37.27 12.22 18.80
Protocol.Avg 34.40 9.27 16.92 31.16 9.33 16.05 36.04 10.85 17.87
∆ = Protocol.Avg - Direct.Avg -11.05 -4.48 -2.80 -4.48 -2.18 -2.25 -1.23 -1.37 -0.93

Table 12: The ROUGE results for Llama2 scale-effect analysis. "Direct" represents direct summarization without a
protocol, while "Protocol" signifies the summarization method utilizing the protocol-guided prompting approach.

Schema & Pipeline
GPT-3.5-turbo-16k Vicuna-7b-v1.5-16k Chatglm3-6b-32k

R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L
Single-turn Summaization (STS)
Translate-then-Summarize + Direct 38.63 12.35 19.86 37.35 11.20 18.49 40.32 11.64 18.98
Summarize-then-Translate + Direct 37.94 12.36 20.07 37.72 11.25 19.08 39.90 11.94 19.45
KIS-then-CLP + Direct 41.55 13.76 21.25 38.53 11.52 18.96 40.49 11.59 19.27
Translate-then-Summarize + Protocol 37.12 11.95 19.41 38.14 11.35 19.07 38.34 11.50 18.76
Summarize-then-Translate + Protocol 36.35 11.62 19.18 38.23 11.44 18.69 38.33 11.23 18.76
KIS-then-CLP + Protocol 41.58 14.33 21.17 39.57 11.59 18.82 39.50 12.04 19.29
STS.Avg 38.86 12.73 20.16 38.26 11.39 18.85 39.48 11.66 19.09
Chronological Recurrent Summarization (CRS)
Translate-then-Summarize + Direct 41.6 13.09 20.27 42.89 13.02 20.14 44.87 13.87 20.08
Summarize-then-Translate + Direct 41.59 13.18 20.15 42.21 12.90 19.62 44.31 13.12 20.13
KIS-then-CLP + Direct 46.6 15.51 21.92 44.75 13.74 20.59 45.57 13.62 20.12
Translate-then-Summarize + Protocol 42.78 14.45 21.14 44.46 13.77 20.85 43.90 13.42 20.48
Summarize-then-Translate + Protocol 42.68 14.29 21.24 43.10 13.09 20.21 42.52 12.80 19.60
KIS-then-CLP + Protocol 47.97 16.41 22.06 46.64 14.56 20.94 43.86 13.55 20.19
CRS.Avg 43.87 14.49 21.13 44.01 13.51 20.39 44.17 13.40 20.10

Translate-then-Summarize.Avg 40.03 12.96 20.17 40.71 12.34 19.64 41.86 12.61 19.58
Summarize-then-Translate.Avg 39.64 12.86 20.16 40.32 12.17 19.40 41.27 12.27 19.49
KIS-then-CLP.Avg 44.43 15.00 21.60 42.37 12.85 19.83 42.36 12.70 19.72
STS + Direct.Avg 39.37 12.82 20.39 37.87 11.32 18.84 40.24 11.72 19.23
STS + Protocol.Avg 38.35 12.63 19.92 38.65 11.46 18.86 38.72 11.59 18.94
CRS + Direct.Avg 43.26 13.93 20.78 43.28 13.22 20.12 44.92 13.54 20.11
CRS + Protocol.Avg 44.48 15.05 21.48 44.73 13.81 20.67 43.43 13.26 20.09

Table 13: The ROUGE F1 scores for all configurations of schemas and pipelines on different LLMs. "Direct"
represents direct summarization without a protocol, while "Protocol" signifies the summarization method utilizing
the protocol-guided prompting approach. ↑ represents that the higher score the better and ↓ means the opposite.

16



Prompt for [where] & [strategies]

From news report 1
Request: {Given new1 X1}

From news report 2
Request: {Given new2 X2}

The above is the key information from two different news reports about the same event. Please clearly indicate if there are any
redundancies, omissions and conflicts between each numbered sentence.
Definitions for "Redundancy", "Omission", "Conflict".
1. Redundancy: The instances where the same information or facts are repeated in both news reports, creating unnecessary
duplication.
2. Omission: Omissions occur when one news report provides additional information that is not present in the other, potentially
leading to an incomplete understanding of the event.
3. Conflict: Conflicts arise when there are contradictory or incompatible details between the two reports, leading to confusion or
doubt about the accuracy of the information.

{Response of [where]}

Regarding the conflicts above, kindly specify the respective conflict types and provide specific solution strategies for each
conflict.
- If you think the conflict arises from the updates of news events over time, please overwrite the original information with
subsequent information.
- If you think the conflict arises from the contradictions of diverse perspectives, please coexist with these viewpoints and present
them in an appropriate manner.
- If you think the conflict arises from linguistic misunderstandings or cultural discrepancies, kindly leverage your expertise to
reconcile it, presenting them as reasonable statements from the perspectives of the languages involved.
- If you think the conflict is caused by errors in the news report itself, please correct it with accurate information deduced from
the news or the common sense knowledge you already acquired.
- If you think the conflict is caused by some other unknown reasons or you can’t handle the conflict with your knowledge, please
use a general statement to unify them, minimizing the possibility of any misunderstanding or contradiction.

{Response of [strategies]}

Prompt for Summarization process

From news report 1
Request: {Given new1 X1}

From news report 2
Request: {Given new2 X2}

The above are the summarized key information from two different news reports about the same event. Please follow the given
[Rules] and helpful hints [where] and [strategies] to integrate the two different summaries into a overall fluent concise summary
of the event.
[Rules]
1. Redundancy: Remove the same information or facts repeated in both news reports, avoid unnecessary duplication in summary.
2. Omission: Include the additional information that is not present in the other, avoid potentially leading to an incomplete
understanding of the event.
3. Conflict: Harmonize contradictory or incompatible details in news reports in a judicious manner, there are several solution
strategies for dealing with different kinds of conflicts.
- If you think the conflict arises from the updates of news events over time, please overwrite the original information with
subsequent information and refrain from mentioning the original information.
- If you think the conflict arises from the contradictions of diverse perspectives, please coexist with these viewpoints and present
them in an appropriate manner.
- If you think the conflict arises from linguistic misunderstandings or cultural discrepancies, kindly leverage your expertise to
reconcile it, presenting them as reasonable statements from the perspectives of the languages involved.
- If you think the conflict is caused by errors in the news report itself, please correct it with accurate information deduced from
the news or the common sense knowledge you already acquired.
- If you think the conflict is caused by some other unknown reasons or you can’t handle the conflict with your knowledge, please
use a general statement to unify them, minimizing the possibility of any misunderstanding or contradiction.

[Where]
The hints guide you to identify redundancies, omissions, and conflicts.
Request: {Response of [where]}

[Strategies]
The hints offer proposed solution strategies for each conflict that you have to strictly follow.
Request: {Response of [strategies]}

Table 14: The prompts used in [where], [strategies] and summarization process.
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Prompt for Conflict Evaluation
You will be given a summary of multiple news articles and the summary aims to handle the conflicts between news articles.

Your task is to determine whether the summary has effectively addressed the given potential conflicts.

If the summary effectively addresses the conflict, answer with 1.
if the summary does not involve the conflict, answer with 0.
If the summary does not address the conflict, answer with -1.

Conflicts:
{Standard conflicts identified by GPT-4}

Summary:
{Candidate summary}

For each conflict in the given conflicts, please determine whether the given summary resolves the conflict according to the rules
mentioned above. Output the result in the format of a Python list, where each element in the list should be only one of the
numbers 1, 0, or -1.

Table 15: The prompts used for conflict evaluation.
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