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Figure 1. We propose a novel object-aware 3D inpainting method, Inpaint360GS, which flexibly enables object removal and inpainting
in 360° scenes. Our approach effectively handles occlusions in multi-object environments and achieves better geometric and appearance
consistency compared to existing state-of-the-art methods, including SPIn-NeRF [28], GScream [43], AuraFusion360 [48], and
GauGroup [53].

Abstract

Despite recent advances in single-object front-facing
inpainting using NeRF and 3D Gaussian Splatting
(3DGS), inpainting in complex 360◦ scenes remains
largely underexplored. This is primarily due to three key
challenges: (i) identifying target objects in the 3D field
of 360° environments, (ii) dealing with severe occlusions
in multi-object scenes, which makes it hard to define
regions to inpaint, and (iii) maintaining consistent and
high-quality appearance across views effectively.

To tackle these challenges, we propose Inpaint360GS,
a flexible 360◦ editing framework based on 3DGS that
supports multi-object removal and high-fidelity inpainting
in 3D space. By distilling 2D segmentation into 3D and
leveraging virtual camera views for contextual guidance,
our method enables accurate object-level editing and
consistent scene completion. We further introduce a new
dataset tailored for 360◦ inpainting, addressing the lack of
ground truth object-free scenes. Experiments demonstrate
that Inpaint360GS outperforms existing baselines and
achieves state-of-the-art performance. Project page:
https://dfki-av.github.io/inpaint360gs/

1. Introduction
Recent advances in 3D scene modeling, such as Neural
Radiance Fields (NeRFs) [27] and 3D Gaussian Splatting
(3DGS) [19], have enabled realistic view synthesis and
high-quality reconstruction. However, vanilla versions
of these methods are not designed for scene editing
tasks [41, 50] such as object removal or inpainting,
especially in complex 360◦ environments with multiple
objects and occlusions. Existing approaches often assume

front-facing, single-object setups, and struggle with
consistent geometry recovery, object segmentation, and
multi-view coherence.

Inpainting on 360◦ 3D scene, this task poses
three key challenges: (1) the need for an editable
scene representation that supports object segmentation
based on flexible prompts (e.g., via VLMs or clicks);
(2) defining the underlying never-before-seen (NBS)
regions after object removal, especially under occlusion;
and (3) ensuring fast and view-consistent inpainting
that preserves structural and virtual continuity across
multiple views. Addressing these challenges requires a
scene representation that is both editable and spatially
explicit. While several NeRF-based methods [6, 28,
40, 45] attempt 3D inpainting, the implicit nature of
radiance fields lacks explicit spatial boundaries, limiting
object-aware editing. By contrast, 3DGS discretizes
scenes into explicit Gaussian elements, supporting
localized modification. Nevertheless, despite recent
advancements in 3DGS-based approaches [29, 43, 53],
achieving efficient 360◦ multi-view consistent 3D object
inpainting remains an open challenge. Although some
methods [15, 37, 48] consider view consistency, they
typically rely on predefined single-object masks and
post refinements. These constraints significantly limit
their flexibility for interactive multi-object segmentation.
Moreover, the long optimization time required by such
methods makes rapid scene editing infeasible.

To address these issues, we propose Inpaint360GS, a
novel framework for multi-object, multi-view consistent
inpainting using 3D Gaussian Splatting. We distill
2D segmentation masks into a 3D Gaussian field
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to assign per-Gaussian object labels. To ensure
geometric consistency across views, we leverage the
depth information encoded in the Gaussians to guide
the inpainting process without requiring explicit depth
alignment. This enables fast convergence and high-fidelity
results. Unlike prior methods [28, 43, 48, 53] that rely
solely on given camera poses, our approach exploits
the view synthesis capability of the 3D Gaussian field
to generate virtual camera views centered around the
removed objects. These virtual views provide enriched
contextual information to guide the inpainting process.
Finally, to address the lack of datasets, we introduce
a new 360◦ benchmark dataset comprising indoor and
outdoor scenes with single/multiple objects, along with
corresponding object-free ground-truth sequences for
quantitative evaluation.
In summary, our key contributions include:
• A framework for consistent 2D mask association that

integrates 2D segmentation masks into the 3D Gaussian
scene representation. While existing works often focus
on single-object, our method is explicitly designed for
inpainting in 3DGS under multi-object scenarios.

• An efficient depth-guided inpainting method that
achieves multi-view completion with consistent
structure and texture via virtual camera poses.

• A new benchmark dataset featuring 360◦ indoor
and outdoor sequences containing single/multi objects
with varying complexity, along with corresponding
object-free ground-truth sequences.

2. Related Work
Efficient and flexible object-level 3D inpainting tasks
integrate multiple techniques. To highlight our
contributions, we focus the related work discussion
on segmentation and inpainting methods that are most
relevant to this task.
3D Scene Segmentation. Recent advances in
segmentation have been led by models such as SAM [21],
HQSAM [32], and SEEM [60], which enable zero-shot
2D segmentation. Building on this progress, temporal
methods [7, 8, 13, 22, 47] propagate masks across video
frames to maintain consistency over time. Meanwhile,
fully supervised 3D instance segmentation [35, 36, 38]
has shown promise results, but remains constrained by
limited annotated data and often lacks explicit object-level
representations due to the scarcity of densely annotated
3D datasets.

To achieve spatially coherent segmentation in
3D, several methods distill 2D masks [3, 4, 26, 52]
into radiance fields, while others leverage language
embeddings to ground semantics directly in 3D, either in
Gaussian Splatting [17, 33] or through transformer-based
visual grounding models such as MiKASA [5]. However,
these methods are computationally intensive and
unsuitable for interactive editing. In contrast, approaches

like DEVA [7] improve multi-object handling by
decoupling per-frame segmentation from temporal
association, benefiting better scalability to multi-object
scene applications such as semantic SLAM [58] and
Gaussian-based modeling [11, 53]. Still, this video-level
2D label propagation often leads to segmentation errors,
which degrade downstream tasks like inpainting and
editing in GauGroup [53]. To overcome these challenges,
our work proposes efficient segmentation association in
3D Gaussian field. By associating raw 2D segmentation
outputs and aligning 2D masks in the Gaussian field,
we ensure robust multi-view consistency and mitigate
the spatial inconsistencies inherent in purely 2D-driven
methods as shown in Fig. 2.
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Figure 2. Multi-View Segmentation Comparison. Compared
to GauGroup [53] our method has more consistent segmentation
results across different views.
Inpainting. Classical inpainting methods, such as
pixel diffusion [2] and patch-based approaches [9],
struggle with large or semantically complex regions.
Deep learning introduced generative inpainting
using context-encoder GANs [31, 55], though early
results were often blurry. Two-stage methods like
EdgeConnect [30] improve structure before texture,
and recent diffusion-based models [10, 25, 49, 56]
offer higher-quality results at significant computational
cost. Extending inpainting to 3D requires appropriate
scene representations. SPIn-NeRF [28] pioneered
front-facing 3D inpainting via implicit fields. However,
the more challenging 360° setting demands multi-view
consistency, which is hard to achieve with per-view 2D
inpainting. NeRF-based methods [6, 40, 45, 46, 54]
attempt to integrate multi-view 2D inpainting with 3D
optimization, but often suffer from inconsistency due to
diffusion output’s diversity and geometry misalignment,
limiting them to bounded or small-angle scenes [23].
Alternatively, Gaussian-based methods provide explicit
scene representations that are inherently more suitable for
flexible scene editing. Approaches such as InFusion [24],
AuraFusion360 [48], and GScream [43] rely on depth
foundation models [18, 51], leading to depth alignment
issues. GauGroup [53] injects semantics into Gaussians
but remains sensitive to initialization and 2D segmentation
quality. Recent works [15, 37, 48] have further improved
multi-view consistency and unseen region detection.
Nonetheless, these methods struggle with severe
occlusions in complex multi-object scenes, and editing
remains costly due to depth scale misalignment and
localized texture refinement. They also lack of strategies



for selecting informative inpainting views, operating only
on training poses. To overcome these limitations, we
define depth directly from the Gaussian field to eliminate
scale ambiguity and introduce a conditional virtual view
selection strategy, enabling high-fidelity inpainting and
efficient convergence in unbounded 360◦ environments.

3. Method
We propose an object-aware inpainting framework based
on 3DGS. In Sec. 3.1, we review the 3DGS representation.
We introduce 2D mask association across views via a Key
Object Management System in Gaussian field (Sec. 3.2).
These labels are distilled into 3D (Sec. 3.3). After
object removal, virtual views are rendered to expose
occluded regions (Sec. 3.4). We perform conditional 2D
inpainting followed by depth-guided 3D inpainting with
hybrid supervision (Sec. 3.5). A new benchmark dataset
for 360◦ inpainting is introduced in Sec. 3.6.

3.1. Preliminaries
3D Gaussian Splatting (3DGS) represents a 3D scene field
using a set of Gaussians G = {gi}Ni=1 and employs a
differentiable rasterizer [19] for efficient rendering, where
N is the total number of Gaussians. Each Gaussian gi =
{pi, si,qi,oi, ci} is defined by its 3D center position
pi ∈ R3, scaling factors si ∈ R3, a quaternion qi ∈ R4

representing 3D orientation and covariance, an opacity
value oi ∈ R, and color coefficients ci represented using
spherical harmonics (SH).

After projecting the 3D Gaussians onto the 2D image
plane, 3DGS utilizes the differentiable rasterizer to
compute the final pixel color through α-blending of
depth-ordered Gaussians. The color C at a pixel is
computed as:

C =
∑
i∈N

ciαiTi, (1)

where N is the set of Gaussians overlapping the pixel, αi

represents the influence of the i-th Gaussian, and Ti is the
accumulated transmittance defined as Ti =

∏i−1
j=1(1−αj).

3.2. 2D segmentation mask association via 3D
Gaussian

Our 3D scene is represented using Gaussians, as described
in Sec. 3.1. To support object-level editing, each
Gaussian must be assigned a unique and consistent
object ID across views. A naı̈ve approach projects
Gaussians onto 2D masks from models like SAM [21],
but these masks often produce inconsistent labels across
viewpoints. GauGroup [53] tackles this using DEVA [7]
to associate object masks across views by treating the
image sequence as a video. Specifically, it fails under
sparse-view settings.

To address this issue, we introduce the Key Object
Management System, a label association mechanism that
ensures consistent object ID assignment for 3D Gaussians.

Foreground points
Background points

Current 
view image

Figure 3. Projection of 3D Gaussians onto 2D Segmentation.
K-Means algorithm is employed to effectively distinguish
between the foreground (i.e., target object) and background
Gaussian points.
Fig. 2 shows the resulting ID assignment of our more
robust alternative. This mechanism is analogous to the
keyframe overlap check used in SLAM systems [16,
42, 59], which measures the shared visible content
between frames, but here it is adapted to assign view
consistent 2D object labels to 3D Gaussian sets. The
Key Object Management System maintains a Key Object
Database, denoted as DID, which maps object IDs to their
corresponding Gaussian sets. Suppose there are Q distinct
objects in the scene; then, we define the database as DID =
{P1, P2, . . . , PQ}, where each Pi represents the set of
Gaussians belonging to the i-th object. Specifically, Pi =
{g1i , g2i , . . . , gmi }, where gki denotes the k-th Gaussian
associated with the i-th object and m is the total number
of Gaussians for that object.
Key Object Database. To obtain the Pi set of Gaussians
belonging to the i-th object, we first project all Gaussians
into 2D image coordinates using the corresponding
camera poses (see Sec. 3.1). We then assign the 2D
object labels to these Gaussians. However, not every
projected Gaussian actually belongs to the object. As
shown in Fig. 3, only the red points correspond to
the truck’s foreground, while the blue points belong
to the background despite overlapping with the truck’s
segmentation. To differentiate these, we apply K-Means
clustering with K = 2 in Euclidean space to partition the
Gaussians into foreground (i.e., object) and background
groups. We assign 2D segmentation labels only to the
Gaussian cluster closer to the camera, ensuring accurate
foreground association. This process is repeated across
all training views to establish consistent object-Gaussian
correspondences.
Key Object Management System. The Key Object
Management System is used to merge and create new
Pi sets in the Key Object Database to ensure consistent
object ID assignments across all frames. For each view,
we first assign temporary object IDs to Gaussians based
on the 2D segmentation results. Then, the Gaussians
gi associated with each object in the current view are
compared with those stored in the Key Object Database
DID. To perform this comparison, we define the Gaussian
Set Intersection-over-Union (GS-IoU) metric to quantify
the overlap between Gaussian sets from different views.
Specifically, the GS-IoU between the i-th proposal and the
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Figure 4. Inpaint360GS Architecture Overview. Our framework takes a sequence of RGB images to construct a Gaussian Radiance
Field (GRF) and extract per-view object masks using a 2D segmentation foundation model. By associating these masks across views
within the GRF, we obtain multi-view consistent object masks and embed them into the Gaussian representation, assigning each
Gaussian an object ID. This object-aware GRF enables direct 3D object manipulation, such as click-based or prompt-based removal.
After removing target objects, we render at novel camera poses to obtain virtual views V . During 2D inpainting, we recursively perform
conditional RGB and depth inpainting, which is then used for depth-guided 3D inpainting.

j-th proposal is defined as:

GS-IoUij =
|Pi ∩ Pj |
|Pi ∪ Pj |

0 ≤ GS-IoUij ≤ 1, (2)

where Pi represents the set of Gaussian indices associated
with the i-th object in the current view, and Pj ∈ DID
denotes the set of indices for the j-th object stored in
the database. If the GS-IoU exceeds a threshold σ, the
object is matched to an existing entry in the database,
and its Gaussians inherit the corresponding object ID;
otherwise, it is treated as a new instance with a new ID.
After processing all views sequentially along a continuous
camera poses, the Key Object Database contains roughly
labeled Gaussians across viewpoints. We emphasize that
these rough ID of Gaussians need not be perfect–they
mainly serve to associate raw 2D segmentation masks
across views, yielding consistent object masks O that are
later used as ground truth for the object ID distillation
stage. For further corner case (bird-view dense objects
scenariom, sparse view case) analysis and visualization
results, please refer to Supp. Sec. 3.

3.3. Efficient Object ID Distillation in 3D
Directly mapping object IDs from the Key Object
Database often yields noisy or incomplete labels, resulting
in unreliable point clouds. To address this, we distill
the associated object mask from Key Object Database,
ensuring consistency across views.

We distill the 2D object masks into the Gaussian field
following the approach of GauGroup [53]. Each Gaussian
point is associated with a randomly initialized feature

vector f that represents its object ID embedding. Next,
we apply α-blending to obtain a feature map:

F =
∑
i∈N

fiαiTi, (3)

where αi denotes the influence of the i-th Gaussian,
and Ti represents the transmittance. Subsequently, a
linear transformation Φ(·) projects the feature dimension
to Q, corresponding to the total quantity of distinct
objects in the scene. The resulting feature vectors are
then processed with a softmax for identity classification,
i.e., Ô = softmax(Φ(F )), where Ô ∈ RH×W×Q,
with H and W representing the height and width
of the image respectively. We compute the 2D
classification loss using the multi-class cross-entropy, i.e.,
Lobj = CrossEntropy(Ô, O), where O ∈ RH×W×Q

is the associated 2D object mask with Q classes (see
Sec. 3.2). Additionally, we introduce 3D spatial
supervision loss to complement the 2D supervision, which
significantly accelerates convergence and enables more
efficient distillation, particularly around complex object
boundaries and fine structures. For a given Gaussian
point with feature vector fi, we consider its k-nearest
neighbors K(fi) = {f1

i , f
2
i , . . . , f

k
i } in Euclidean space

and encourage these neighboring features to be similar.
We then define the spatial similarity loss between fi and
its neighbors as:

Lspace = 1−
∑
i∈k

fi · fk
∥fi∥∥fk∥

. (4)

The overall loss function for this distillation process is



then given by

LDis = Lobj + λLspace, (5)

where λ is a balancing factor that regulates the
contribution of the spatial consistency loss to the total loss.

3.4. Virtual Camera Views for Inpainting
With each Gaussian assigned a unique object ID, object
removal via clicks or prompts becomes straightforward.
After removal, only occluded or never-before-seen (NBS)
regions(e.g., the base of the object), as most background
areas remain visible from other views. Accurately
identifying minimal NBS regions preserves valid content
and reduces unnecessary inpainting. Prior work [53] uses
SAM-Tracking (SAMT) [8] to detect NBS regions, but it
fails under discontinuous frames. Recent methods [15,
37] rely on iterative 3D-to-2D projections and learnable
masks, but they are often inaccurate, computationally
expensive, and limited to single-object scenarios.

In contrast, our method fully leverages the 3D Gaussian
field’s capability to synthesize novel views. We apply
PCA-based pose alignment to generate a virtual circular
trajectory centered on the removed object. Given an
optimized 3D Gaussian scene R, we first compute the
object center and define a virtual trajectory P = {pi}Li=1

based on the original camera poses, where pi denotes
the pose at frame i and L is the total number of views.
For each pose pi, we render an RGB image Ci and its
corresponding depth map Di.

V =
{
(Ci, Di,Mi)

∣∣ (Ci, Di) = render(pi,R),

Mi = SAMT(Ci)
}L

i=1

(6)

For multi-object scenes, object occlusion could be
addressed by leveraging lightweight object detectors
(e.g., YOLOv8 [34]) to identify overlapping instances.
Occluding objects around the target are temporarily
removed to facilitate reliable NBS region mask Mi

extraction using SAMT [8], enabled by the smooth
viewpoint transitions. The trajectory radius is adaptively
controlled to ensure sufficient coverage of occluded
regions without introducing extreme viewpoints. As
a result, we obtain a set of virtual views V =
{(Ci, Di,Mi)}Li=1, which serve as input for the inpainting
stage.

3.5. Depth Guided Multi-view Consistent
Inpainting

We address three key challenges in this module:
(1) inpainting never-before-seen (NBS) regions on 2D
images, (2) initializing inpainted content directly on
the 3D scene surface for efficient integration, and (3)
optimizing the inpainting process in 3D space.
Recursive Conditional Inpainting. A major challenge
in achieving 360◦ coherent rendering of the 3D Gaussian

field lies in maintaining multi-view consistency during
inpainting. Prior methods [28, 43, 48, 53] are limited to
fixed training camera views. For extreme viewpoints(e.g.,
oblique angles or views with very small NBS regions)
2D inpainting often results in poor textures and noticeable
artifacts.

To overcome this, we leverage a set of continuous
virtual frames V . To avoid hallucination artifacts, we
adopt Fourier convolutions LaMa [39] as the inpainting
model to fill the removed regions in the first virtual frame.
Starting from the second frame, we use the previously
inpainted frame as a conditional reference to guide the
inpainting of the current frame. This recursive process
ensures that each frame’s texture is guided by the previous
one, thereby maintaining temporal and visual consistency.
Specifically, both the inpainted frame Ct and the target
frame Ct+1 are encoded into a shared latent space via a
conditional encoder: ℓt, ℓt+1 = Encoder(Ct, Ct+1). The
resulting latent features are concatenated and optimized
jointly in the feature space. The inpainting loss is defined
as:

L2DInp =
∥∥∥(Ct − Ĉt)

∥∥∥
1
+

∥∥∥Mt+1 ⊙ (Ct+1 − Ĉt+1)
∥∥∥
1
.

(7)
The corresponding mask Mt+1 indicates the regions

to be filled. Ĉt, Ĉt+1 are decoded image after every
step. After 10 optimization steps, the completed
image is obtained by decoding the updated feature:
Ct+1 = Decoder(ℓt, ℓt+1). This strategy effectively
overcomes the issue of view discontinuity in the training
dataset. Moreover, the recursive conditional guidance
enforces temporal continuity of texture information, fully
leveraging the capability of novel view synthesis in 3D.
Depth-Guided Gaussian Initialization. Initializing
the 3D point cloud is critical for successful Gaussian
Splatting reconstruction. While Infusion [24] relies
on a depth completion model, AuraFusion360 [48] and
GScream [43] adopt Marigold [18] for zero-shot depth
estimation followed by scale alignment via diffusion
models. However, these methods introduce additional
dependencies and substantially increase training time.

Instead, we leverage the intrinsic properties of the
Gaussian field to define the depth as:

D =
∑
i∈N

ziαiTi, (8)

where zi is the z-coordinate of the i-th Gaussian in the
camera coordinate system, αi denotes the influence of
i-th Gaussian, and Ti is the accumulated transmittance.
Since missing depth regions typically exhibit low texture
complexity than color image, they can be effectively
inpainted using models like LaMa [39]. Given the
inpainted depth Dinp and the corresponding color image
Cinp, we fuse them with the inpainting mask M to obtain
a point cloud for the NBS region, which is then used to
initialize the Gaussians.
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Figure 5. Depth Completion. Leveraging the inherent structure
of the scene, our method performs depth inpainting without
requiring explicit depth alignment.

3D Inpainting. During the 3D scene inpainting phase, an
intuitive idea is to make the Gaussians in the remaining
(non-masked) regions non-trainable, and optimize only
those within the masked areas. However, empirical
observations indicate that this strategy tends to produce
noisy textures and unstable boundary transitions.To
address this, we propose a 3D hybrid supervision
scheme that combines localized and global objectives.
Specifically, we supervise masked regions using L1

and LLPIPS losses, while enforcing global structural
consistency with SSIM computed over the entire image:

L3DInp = (1− λ1)
∥∥∥M ⊙ (Cinp − Ĉ)

∥∥∥
1

+ λ1LD-SSIM(Cinp, Ĉ) + λ2LLPIPS(Cinp, Ĉ,M).
(9)

Here, M denotes the binary inpainting mask, Ĉ the
rendered image, and Cinp the inpainted result used as
reference. Unlike SSIM, which is sensitive to localized
inconsistencies when computed within small masks,
applying it over the full image stabilizes optimization and
improves boundary smoothness.

3.6. Dataset for 360◦ Inpainting
Existing radiance field datasets are unsuitable for 360◦

inpainting due to several limitations. Datasets like
NeRF2NeRF [12], MipNeRF360 [1], and LERF [20] lack
object-free(without object) scenes, making quantitative
evaluation infeasible. While SPIn-NeRF [28] offers
object-free ground truth, it is limited to front-facing
views and indoor scenes, with photometric inconsistencies
caused by varying camera settings. Other datasets [37,
48] lack multi-object scenarios and suffer from test-view
leakage in point clouds, further undermining the validity
of quantitative evaluations. To address these issues,
we introduce a new 360◦ inpainting dataset with
object-inclusive and object-free sequences. It contains
11 scenes: 7 single-object and 4 multi-object settings
with occlusions, covering diverse indoor and outdoor
environments. Camera parameters (exposure, white
balance, ISO) are fixed to eliminate photometric variation.
To ensure fair evaluation, test-view point clouds are
excluded from training. See Supp. Sec. 1 for details.

4. Experiments and Results
4.1. Experimental setup.
Datasets. We evaluate Inpaint360GS across multiple
benchmarks: (1) Inpaint360GS (ours): A new dataset

with 11 scenes (7 single-object, 4 multi-object). All
experiments are conducted at 1/4 resolution, and
evaluations are performed on object-free test images.
(2) Additional benchmarks: To demonstrate scalability,
we test on three extra scenes collected from Mip-NeRF
360 [1], Instruct-NeRF2NeRF [12], and LERF [20].
Metrics. We evaluate visual quality using PSNR,
SSIM [44], LPIPS [57], and Frechet Inception Distance
(FID) [14]. All metrics are computed on both full images
and NBS region in the Inpaint360GS test set. For external
datasets lacking object-free ground truth, we provide
qualitative comparisons.
Baselines and Implementation. We compare
our methods with four recent baseline methods:
SPIn-NeRF [28], GScream [43], AuraFusion360 [48] and
GauGroup [53]. We retrain and test the model using their
open-source code. All experiments are conducted on a
single NVIDIA H100 GPU. For more implementation
details, please refer to Supp. Sec. 2.

4.2. Evaluation against State-of-the-Art Methods

Qualitative comparisons. Results on the Inpaint360GS
dataset are shown in Fig. 1 and Fig. 6. Our
method demonstrates superior texture quality and achieves
the best FID score, which highlights the effectiveness
of our pipeline design. The virtual camera poses
enable accurate identification of NBS regions, while the
conditional virtual view inpainting ensures consistent
texture generation across multiple views. In Fig. 7, we
present inpainting results on the bear and kitchen
scenes. The rightmost column provides a reference
image containing the target object. Compared with
other baselines, our method achieves noticeably smoother
boundaries and more plausible texture synthesis. We
attribute this to our conditional inpainting guided by
virtual camera poses.
Quantitative Evaluation. In Tab. 1, we report PSNR,
SSIM, LPIPS, and FID metrics on the Inpaint360GS
dataset for both masked regions and full images. Our
method consistently outperforms all baselines across
all metrics. Front-facing inpainting baselines like
SPIn-NeRF [28] and GScream [43] are fundamentally
limited in 360° inpainting due to their lack of multi-view
awareness. Although AuraFusion360 [48] targets
360° scenes, it struggles in complex multi-object
scenarios, where depth misalignments arise from
unreliable NBS region identification as illustrated
in Fig. 1. GauGroup [53] supports multi-view inputs, but
inconsistent object IDs hinder reliable object removal. In
contrast, our method demonstrates robust performance
in both single-object and multi-object scenarios. This
robustness is primarily attributed to the consistent object
IDs maintained across views, which enable reliable
cross-view reasoning. Additionally, the use of virtual
camera poses allows accurate localization of the NBS



Methods PSNR ↑ masked PSNR ↑ SSIM ↑ masked SSIM↑ LPIPS ↓ masked LPIPS ↓ FID ↓
SPIn-NeRF [28] 19.71 34.53 0.5000 0.9854 0.5002 0.0140 229.95

GScream [43] 20.95 28.47 0.7380 0.9819 0.2715 0.0161 206.25

AuraFusion360 [48] 23.15 35.78 0.7923 0.9872 0.1915 0.0097 47.71

GauGroup [53] 23.20 35.73 0.7928 0.9862 0.1770 0.0102 65.87

Inpaint360GS (Ours) 24.40 36.29 0.8370 0.9886 0.1300 0.0078 35.93

Table 1. Quantitative comparison of 360° inpainting methods on the Inpaint360GS dataset.
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Figure 6. Inpainting Result Comparison on our Inpaint360GS dataset. We compare our method with the single-view inpainting
approach GScream [43] and the multi-view inpainting methods SPIn-NeRF [28],AuraFusion360 [48] and GauGroup [53]. The metric
FID is reported at the right corner. Our approach achieves superior inpainting performance across various scenarios. Please zoom in
for details. For per-scene multi-view results, please refer to Supp. Sec. 4.

regions, while the conditional virtual view inpainting
effectively enforces multi-view consistency.

In addition, Tab. 2 summarizes the runtime and
memory consumption of all methods, evaluated on
an NVIDIA H100 GPU using the kitchen scene
from Mip-NeRF 360 [1] and the bear scene from
Instruct-NeRF2NeRF [12]. For ours and GauGroup,
the vanilla model includes object ID information. The
reported inpainting time accounts for both 2D and 3D
inpainting stages. In terms of efficiency, our method
exhibits two major advantages. First, it maintains
consistent object identities across views, which facilitates
flexible scene editing. Compared to GauGroup, our
approach achieves higher rendering quality while using a
model that is 30% more compact. Second, the inpainting
stage is 5-10× faster than existing SOTA methods,
enabling interactive usage. This efficiency is primarily
attributed to accurate depth estimation, which removes the
need for explicit alignment, and significantly accelerates
the 3D inpainting process. Detailed runtime analysis can
be found in Supp. Sec. 3.

4.3. Design Choice and Ablation Study

Effectiveness of Object Mask Association. We
compare our object mask association strategy with that
of DEVA [7], which is adopted by GauGroup [53].
As shown in Tab. 3 a), using DEVA-generated masks
for scene reconstruction results in noticeably degraded
performance. In Fig. 2, we provide qualitative evidence
of the robustness and cross-view consistency of our
method. Moreover, we validate the reliability of our

Scene Method Object ID
Vanilla model Inpainting time↓ Total Time↓ Storage↓

training↓/Mins Mins Mins MB

be
ar

[1
2]

SPIn-NeRF [28] ✗ 79 196 275 336

GScream [43] ✗ – 52 52 73.2
AuraFusion [48] ✗ 25 26 51 448.9

GauGroup [53] ✓ 55 20 75 774.8

Ours ✓ 21.5 2.5 24 477.5

ki
tc

he
n[

1]

SPIn-NeRF [28] ✗ 59 148 207 336

GScream [43] ✗ – 30 30 67.9
AuraFusion [48] ✗ 20 43 63 183.5

GauGroup [53] ✓ 27 13 40 897.4

Ours ✓ 12 3 15 663.5

Table 2. Runtime and Model Size Comparison. All
unnecessary intermediate outputs are disabled to ensure fair
comparison across methods.

Method PSNR SSIM LPIPS FID

a) w/o obj. association 23.31 0.7921 0.1932 66.75

b) w/o depth guidance 24.15 0.8199 0.1256 35.75

c) w/o virtual camera pose 24.18 0.7987 0.1574 38.74

d) w/o cond. inpainting 24.23 0.8156 0.1420 37.57

e) w/o 3D hyb. supervison 24.01 0.7997 0.1398 38.42

f) Ours 24.40 0.8370 0.1300 33.93

Table 3. Ablation on Inpaint360GS dataset.

mask association under challenging scenarios, including
densely packed objects, bird’s-eye viewpoints, and sparse
input configurations. Additional visualizations and
analyses are provided in Supp. Sec. 3.
Effectiveness of Depth Guidance. Depth guidance
substantially contributes to the efficiency of the 3D
inpainting process. As reported in Tab. 3 b),
removing depth guidance leads to a noticeable decline in
reconstruction quality. This highlights the importance of
accurate geometric priors in accelerating convergence and
enhancing final performance.



GScreamSPIN-NeRF GauGrouping Ours GT Test with ObjectAuraFusion360
Figure 7. Inpainting Result Comparison on Instruct-NeRF2NeRF [12] and Mip-NeRF 360 [1]. Our method produces visually
plausible 3D inpainted textures with smooth and coherent boundaries.

Effectiveness of Virtual Camera Pose. Virtual camera
poses help mitigate the challenges introduced by extreme
viewpoints in the training data. In Fig. 8, we
demonstrate the detected NBS region. Moreover, our
method leverages flexible object identity to perform
occlusion-aware inpainting. Specifically, we detect
occluded instances using object detection and temporarily
remove them before inpainting. After the inpainting
process, the temporarily removed objects are reinserted
into the scene. This strategy allows the system to
better exploit contextual information from the surrounding
environment. Tab. 3 c) shows the ablation on it.

Given Training view Virtual Camera View
Figure 8. Ablation on virtual camera view. Compared to
the original training views, virtual camera views provide better
visibility for NBS regions by overcoming the limitations of
extreme viewing angles and occlusions.

Effectiveness of Conditional Inpainting. We adopt
a conditional inpainting strategy in which each 2D
inpainting step is guided recursively by the previously
rendered frame. The use of continuous camera poses
facilitates the propagation of consistent texture context
across views. As shown in Tab. 3 d) and Fig. 9, removing
this strategy leads to a noticeable decline in inpainting
quality.
Effectiveness of 3D hybrid supervision. In Tab. 3
e) and Fig. 10, we show that employing the proposed
3D hybrid supervision significantly improves inpainting
quality compared to the naive masking-only strategy.

Inpainting on Given
Training View

Inpainting w/o
Conditional Guidance

Inpainting w/ 
Conditional Guidance

Figure 9. Ablation on conditional inpainting.

Input w/o Hybrid Sup.  w/ Hybrid Sup. 
Figure 10. Ablation on 3D Hybrid Supervision.

5. Conclusion
Inpaint360GS is a novel object-aware inpainting
framework based on 3D Gaussian Splatting in 360◦

scenes. By distilling 2D segmentation masks into
3D space and leveraging a virtual-view, depth-guided
inpainting strategy, our method enables faster convergence
while ensuring structural and photometric consistency.
We also introduce a benchmark dataset for 360◦

inpainting with object-inclusive and object-free data,
and extensive experiments show that Inpaint360GS
significantly outperforms SOTA methods. Despite these
promising results, our approach occasionally exhibits
residual shadow artifacts cast by the removed objects
and struggles with inpainting irregular complex textures,
which remain to be explored in future work.
Acknowledgements: This work has been partially
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