© © N O O A W N =

20
21
22
23
24
25
26
27

28
29
30
31
32
33
34
35
36

Beware! The AI Act Can Also Apply to Your Al
Research Practices

Anonymous Author(s)
Affiliation
Address

email

Abstract

The EU has become one of the vanguards in regulating the digital age. A partic-
ularly important regulation in the Artificial Intelligence (AI) domain is the 2024
established EU AI Act. The Al Act specifies — due to a risk-based approach —
various obligations for providers of Al systems. These obligations, for example,
include a cascade of documentation and compliance measures, which represent a
potential obstacle to science. But do these obligations also apply to Al researchers?
This position paper argues that, indeed, the AI Act’s obligations could apply in
many more cases than the Al community is aware of. In our analysis of the Al
Act and its applicability, we contribute the following: 1.) We give a high-level
introduction to the Al Act aimed at non-legal Al research scientists. 2.) We explain
with everyday research examples why the Al Act applies to research. 3.) We anal-
yse the exceptions of the Al Act’s applicability and state that especially scientific
research exceptions fail to account for current Al research practices. 4.) We pro-
pose changes to the Al Act to provide more legal certainty for Al researchers and
give two recommendations for Al researchers to reduce the risk of not complying
with the Al Act. We see our paper as a starting point for a discussion between
policymakers, legal scholars, and Al researchers to avoid unintended side effects
of the Al Act on research.

1 Introduction

Discriminatory and harmful uses of Al have caught regulators’ attention [1} 2], with the EU passing
a pioneering Act on Artificial Intelligence [3]], which on the one hand, seeks to protect EU citizens
from the risks of Al, and on the other hand fosters the adoption and development of trustworthy Al on
the EU market. Unfortunately, despite its commitment not to interfere with scientific research (Rec.
25), the Al Act has not been drafted to account for the Al research practice of publishing alongside
scientific papers on platforms like GitHub, Hugging Face or Colab. As a consequence, Al researchers
who publish their research artifacts at conferences like ICML, NeurIPS, or ICLR may be held liable
under the Al Act.

Why should the Al and ML community care about the applicability of the Al Act to their research?
As we explain below, applying the Al Act to research may result in significant compliance obligations
for researchers, which they lack the time, budget and expertise to comply with. Researchers would be
required to adhere to the same regulations that apply to companies like Meta, Google, or Anthropic.
These requirements can create obstacles for researchers. The obstacles exist regardless of whether
researchers are working within the EU or outside of it, such as in the USA. Similarly to the General
Data Protection Regulation, the Al Act has an extraterritorial scope of application (Art. 2). Due to
this worldwide applicability of the Al Act and the resulting obligations, it is, in our view, crucial
for researchers to consider its applicability to their research practices. Where research practice
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is not protected by the Al Act’s research exceptions, the researchers must follow all compliance
regulations of the Al Act. Failing to follow the AI Act’s obligations is not a trivial matter, as fines for
non-compliance with rules on Al up to 35,000,00€ (Art. 99 (3)).

Different aspects of Al regulations in context of the Al Act have already been studied, such as
non-discrimination regulations [4-7]], deepfake regulations [8H10], the impact on fundamental rights
[L14112], research ethics [13] or lobbying efforts [14]. Few studies analyse the Al Act’s or its earlier
drafts’ research exceptions in detail [[15H20]. The Act’s research exceptions are usually discussed in
connection with another topic, such as copyright or data protection [21-H23]] or their relevance for a
specific application area or type of Al [24-26]]. Even the most in-depth study on the AI Act’s research
exceptions [16] gives limited attention to the problem of regular scientific research publication
practices triggering the application of the AI Act. Our position is that the AI Act’s obligations
apply in many more cases than the Al community is aware of. This leaves researchers in uncharted
waters and facing severe legal challenges and liabilities. Our contribution to these challenges:

* We will give a high-level introduction of the AI Act in 2] targeting Machine Learning
researchers with no prior knowledge of the Al Act, and show the severe implications of Al
Act applicability. Furthermore, we will provide examples of Al research that fall into the
categories of Al systems regulated by the AI Act.

* We will analyze in-depth the exceptions of the Al Act in favour of scientific research,
product-oriented research, and open source. Furthermore, we explain why, in many cases,
the AI Act does not account for Al research practices in Section

* Finally, we will reflect on legislative measures and interpretations that could mitigate the
challenges the AT Act poses on ML research, see Section [

2 Research and AI Act

We will first provide a high-level introduction to make the implications of the AI Act understandable
to all researchers.

2.1 A Primer on the AI Act

The Artificial Intelligence Act (Al Act) of the European Union came into force on 9 July 2024.
The AI Act creates a uniform legal framework for the development, placing on the market, putting
into service, and the use of Al systems in the EU (Rec. 1). The AI Act seeks to promote the
uptake of human-centric and trustworthy Al, ensuring a high level of protection of health, safety,
and fundamental rights, and against the harmful effects of Al while supporting innovation, including
science and research & development (R&D) (Art. 1, Rec. 25). To fulfil its regulatory objectives, the
Act sets numerous compliance obligations on the providers of the Al systems that should cover the
lifetime of the system (Recs. 69, 71). This raises the question of whether Al researchers also need to
comply with the Al Act.

To this end, the researcher must first assess whether they are dealing with an Al system or an Al
model regulated by the AI Act, and whether, through their actions, they qualify as providers of these.
We will cover both aspects next.

2.2 Categories and Processing of Al systems

The AI Act poses compliance obligations to to high-risk Al systems and general-purpose Al models.
Unfortunately, differentiating between what is an Al system and what is an Al model is challenging
and is subject to legal uncertainty. This is because the Al Act defines the Al system very broadly
(Art. (3)(1)) and in a manner that does not correspond to the language adopted in the Al research
community [27]. We will discuss this challenge in more detail in the Appendix [A.T|and get back to
the issue in section 4. What is essential is that combining Al models with other components, such
as user interface, qualifies them as Al systems (Recital 97; [27]) regulated by the Al Act. Similarly,
offering demos of their research output (for example, on a website) can be seen as an Al system.
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Three lines of regulations in the AI Act: prohibited AI systems, high-risk Al systems, and GPAI
models. To be on the safe side, Al researchers must evaluate whether their research concerns Al
categories regulated by the AI Act: prohibited Al systems, high-risk Al systems, or GPAI models [7_1

Firstly, research may involve practices that are prohibited by the Al Act, such as certain subliminal
techniques, systems for exploiting vulnerabilities of a natural person or a specific group, social
scoring systems, as well as systems for emotion or biometric recognition, as well as certain facial
databases (Art. 5). Examples for this type of research are for example Labeled Faces in the Wild
[ZSEI or Kosinski [29] who published a paper on facial recognition technology.

Secondly, the Al Act lays out detailed, technically and administratively laborious compliance obliga-
tions for high-risk Al systems. High-risk Al systems include those that represent products or safety
components to products covered by the New Legislative Framework, such as machinery and medical
devices (Art. 6(1); Annex III), and systems that are deployed for (Art. 6 (2); Annex III) biometrics;
critical infrastructure; educational and vocational training; employment; worker’s management or
access to self-employment, access to and enjoyment of essential private services and essential public
services and benefits; law enforcement; migration, asylum and border control management and
administration of justice and democratic processes. Examples from science can also be found for
high-risk systems [30-32]. Thus, if the AI Act applies to science, current research might be classified
as high-risk systems, triggering a cascade of obligations. In contrast to the example of an Al system
in the high-risk area mentioned above — which might sound a bit distant to reseachers — the Al
Act also regulates GPAI models. As a reminder, a GPAI model is an Al model that is trained with a
large amount of data using self-supervision at scale, displays significant generality, and is capable
of competently performing a wide range of distinct tasks (Art. 3(63)). Examples of GPAI might
include models such as GPT [33]] or Gemini [34]. Additionally, more open models like LLaMA [35]],
DeepSeeks-R1 [36], Falcon [37], or Bloom [38]] might also be considered GPAI models.

In contrast to high-risk systems, the regulation for GPAI models is still rather vague [5] since the EU
Al Office is currently working on a General Code of Practice that specifies GPAI model regulations.

Activities that trigger compliance obligations

If Al researchers are dealing with one of the regulated systems just explained, they must review
whether they are likely to engage in actions that trigger Al Acts’ compliance obligations for providers
over the course of their research activity. The term provider refers to an actor that develops an Al
system or a model. The key actions that trigger the providers obligations are "placing on the market"
and "putting into service" (Art. 3(3).

Generally, an Al system or model covered by the Al Act must comply with it the moment it is made
available on the Union Market for the first time (i.e. placed on the market) (Art. 3 (9)) [39]]. The term
making available on the market means the supply of an Al system or a GPAI model for distribution
or use on the Union market in the course of a commercial activity, whether in return for payment or
free of charge (Art. 3 (10)). In principle, offering the possibility to download or use an Al system
over the cloud could trigger the applicability of the Al Act.

Putting into service means the supply of an Al system for first use directly to the deployer or for
own use in the EU for its intended purpose (Art. 3(11)). Putting into service also covers Al systems
developed for in-house use [39], within the Al research institution. It can thus be established that
many usual activities of Al researchers could, in principle, qualify as putting into service or making
available on the market.

2.3 Legal Burdens of the AI Act to Researchers

Where Al researchers suspect that they are working on prohibited or high-risk Al systems or GPAI
models regulated by the Al Act, they must assess whether their research activity triggers compliance
obligations or liabilities under the Al Act. Providers must ensure that the high-risk Al systems and
GPAI models they place on the market or put into service comply with all the requirements of the
Al Act (Arts. 3 (3) 16, 53, 55). We will discuss examples of these severe requirements for high-risk
system and GPAI models in the following.

"Please also note that there is a fourth special category, certain Al systems in Article 50, with specific
transparency obligations (CU) which are not covered in this work.

>The most popular face-recognition database at Papers with Code https://paperswithcode.com/
datasets?task=face-recognition
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For high-risk systems, a risk management system must be implemented (Art. 9 AIA). This risk
management system must be planned in advance and maintained throughout the entire life cycle.
For research, this would also include maintenance after publication. According to Art. 10 AIA,
data governance practices need to be implemented. This includes documentation of design choices,
personal data, and bias mitigation techniques. Additionally, accuracy, robustness, and cybersecurity
issues must be addressed (Art. 15 ATA). This covers technical redundancy, backup, and fail-safe plans.
All requirements need to be documented throughout the entire lifespan of the system(Art. 11 AIA
and Art. 12 ATA). Under certain circumstances researcher must also register the high-risk-system
(Art. 71 AIA)

For GPAI models, similar requirements are established (Art. 53 AIA). However, these requirements
are currently being defined by the Code of Practice (see https://digital-strategy.ec.europal
eu/en/policies/ai-code-practice). The current draft of the Code of Practice includes roughly
50 pages of additional requirements, for example, on transparency, copyright, and safety. While
details are not yet negotiated, many of the rules focus on (internal) compliance [40] and checklists.
From our perspective, the Al Act’s requirements pose a substantial (documentation) burden for the
ordinary ML researcher. .

Non-compliance with the rules poses a risk of severe penalties. The Al Act defines in Article 99
and Article 101 fines for non-compliance with the Al Act. These penalties are primarily targeted at
companies (e.g., Art. 99 (3) AIA) but can also target public entities such as universities. The amount
of the fine depends on whether, for example, the ban on prohibited Al systems (Art. 99(3) AIA: up to
35,000,000 €) or specific high-risk system regulations (Art. 99 (4) AIA to 15,000,000 €) have been
violated.

3 Research Exceptions for Al

It should be noted that Al research concerning unregulated forms of Al does not need to comply with
the Act. However, as shown above, Al research may consist of regulated forms of Al: prohibited
systems, high-risk systems, and GPAI models. Where a researcher suspects that the AI Act applies to
their research, they must review whether their research activity benefits from the many exceptions of
the AT Act.

3.1 A Labyrinth of Exceptions

At first glance, the Al Act’s commitment to the freedom of science and its aim of not undermining
R&D Activity (Rec. 25) seems convincing — after all, it contains several exceptions in favour of
scientific research (Art. 2(6), Rec. 109), r&d (Arts. 2 (8), 3(63), 57-62) and open-source Al (Arts.
2 (12), 53(3)). In its Digital Strategy, European Commission considers the Al Act as one of the
policies promoting Al research and innovation, highlighting that "The regulation is not applicable
to any activities related to Al research, testing, and development before it is marketed or put into
operation."[41]. Mantelero shares this view, stating "that the AI Act is largely not applicable to
research activities". [13].

However, we argue that the research exemptions of the Al Act are not drafted to account for some Al
research practices, exposing researchers to a maze of exceptions, and considerable legal uncertainty
about their obligations under the AI Act. (see Figure This system of relevant exceptions for
researchers is explained in plain text in the following section.

Due to the misalignment of these exceptions with Al research practices, the act of publishing an Al
system or model may trigger compliance obligations — and legal liability under the Act. Without
legal measures and interpretations that create legal certainty for Al research, there is a risk that the
AI Act will hinder scientific research and the practice of publishing Al systems or models alongside
scientific publications.

The discrepancy between the expected effect of research exceptions and their fit with the research
practices of the Al research community may have originated from the lack of consideration for Al

3Please note that the Figure and our study does not account for rules on certain systems subject to transparency
obligations (Art. 50) or which concern researchers deployers of Al systems (Art. 3(4)) We do not reflect on the
Al Act’s exceptions for Al developed for military, defense, and security purposes (Art. 2(3)).
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research practices throughout the Al Act’s legislative process. The Act’s impact on academic research
was not reviewed [42]], and its earlier drafts were criticized for not containing research exemptions
[15,[18L[19]. The Act was refined throughout the legislative process to include the research exceptions
analysed below [43]].

3.2 Scientific Research

The AI Act establishes an exception for scientific research that covers Al systems or Al models,
including their output, specifically developed and put into service for the sole purpose of scientific
research and development (Art. 2(6); Rec. 25). However, this exception covers only the act of putting
the Al system or model into service.

Considering the networked nature of today’s research practice with many stakeholders and participants
[16]], this exception is very narrow in scope. It covers situations where the Al system is developed for
the sole purpose of in-house scientific research or the direct deployment by a research collaborator
(Arts. 2 (6); 3(11)). Al systems that may be used to carry out any product-oriented research,
development and testing do not fulfil the requirement of “sole purpose” (Rec. 25). In practice, it
is difficult for researchers to foresee whether and when their research crosses the boundary from
scientific research to research and development, especially in research partnerships that may include
private companies [[16]].

The main question is whether publishing a model belongs to the core research (or scientific) activity,
which is not part of placing it on the market or putting it into service. Uploading research artefacts
to repositories like GitHub, Hugging Face or Colab may simplify further research and initiate a
new development loop. Please note first that “making available on the market” does not require any
payment and can be done free of charge (Art. 3(10)). Thus, just because ML research artefacts can be
downloaded from repositories without any fee does not imply that they have not been placed on the
market (for a discussion of the open-source exception, see below).

Uploading code and models could be seen as an integral part of scientific research. Major machine
learning conferences such as NeurIPS — the primary research outlets for machine learning-related
research — encourage researchers to publish their models and codtﬂ It is the standard (recommended)
practice to publish code and models [44] when submitting a paper within the research community.

However, uploading the models and code might not belong to the core research activity. The Oxford
dictionary defines research as “systematic investigation or inquiry aimed at contributing to the
knowledge of a theory, topic, etc., by careful consideration, observation, or study of a subject’ﬂ
Still, one can argue that uploading research artefacts wouldn’t be necessary to perform the core ML
research activity. According to the wording of the Oxford dictionary, it can be argued that uploading
research artefacts is not part of “systematic investigation or inquiry aimed at contributing to the
knowledge”. See also Figure 1| for illustration.

The act of publishing a system, in other words, placing it on the market or making it available on the
EU market, might fall out of the scope of the scientific research exception.

3.3 Product-oriented research

The AI Act has a distinct exception for product-oriented research, testing, and development activity
for Al systems and models (Rec. 25). The Al Act does not apply to R&D prior to the Al system or
model being placed on the market or put into service (Art. 2(8)).The exception for product-oriented
research seems to protect the internal R&D activity of commercial Al providers. Similarly, R&D
partnerships are not carved out of the AIA, instead, the act seeks to offer Al providers with a relative
freedom to experiment in the R&D phase, under the condition that the product is compliant when
they seek to commercialize it. In practice, complying with the AIA requires Al providers to start
planning for AIA compliance already in the R&D phase (See [16]

Here too, product-oriented research at large companies with research units might be considered a bor-
derline case of science [45]. Research units at large companies like Google or Meta perform research
similar to that in academic institutions. Although they sometimes have a focus on product-oriented
research, it might be less clear how the product-oriented research exception should be interpreted with

4See https://neurips.cc/Conferences/2025/CallForPapers,
5https ://www.oed.com/dictionary/research_nil?tab=meaning_and_use#25922908,
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Figure 1: Al research lifecycle: Researchers start by downloading code, systems, models, and data
for their research. They adapt these resources to train, test, and validate their systems and models.
Afterwards, the results are evaluated. Papers are written and published at conferences and on arXiv.
Simultaneously, the code, models, and data are published to public repositories. We argue that
publishing code, models, and data (orange) is not always covered by the science and R&D exception
of the Al Act, such that legal obligations of the AI Act might apply.

respect to work conducted at the companies’ research-oriented units. Commentators have accepted
that the work conducted by units such as Google Health could, under certain circumstances, be
regarded to fall under the Al Act’s exception for scientific research rather than R&D [23]].

We recognize the necessity of not watering down the Al Act’s obligations for companies by overly
generous interpretation of the Act’s exceptions in favour of research and product development (Art.
2(6) and 2(8)) [116, 17, [19]. However, the absence of specific rules for publishing Al systems and
models in the course of research remains a serious problem. Al researchers working at companies
and universities risk their research activities triggering the Al Act’s applicability for the entire R&D
project involving the relevant system prematurely. This can occur also where actors in question have
genuine intentions to comply with the Al Act’s regulations in the event that the Al system in question
will be commercialized. This premature imposition of compliance obligations would serve neither
research community nor R&D in the field of Al

3.4 Real-Life Testing and Regulatory Sandboxes

Even when Al researchers benefit from the exceptions for product-oriented research, they must note
that the exception does not extend to real-world testing of high-risk AI (Recs. 25, 141). Where the Al
system is tested for its intended purpose outside a laboratory or otherwise simulated environment
(Art. 3 (57)), they must either comply with the AI Act’s conditions for real-world testing such as
compiling a real-world testing plan (Arts. 3 (53); 60) or conduct the testing in the context of a
regulatory sandbox (Arts. 3 (55); 58-59), see Buocz et al. [46] for details.

3.5 Research Exceptions for GPAI

Due to the inconsistent usage of the terms Al system and Al model in the AI Act, the applicability
of research exceptions for scientific (Art. 2(6)) and product-oriented research (Art. 2 (8)) to GPAI
models is subject to further uncertainty. Both exceptions refer to AI models but do not specifically
mention GPAIL Similar terminology is adopted in reference to some obligations associated with
high-risk Al (Arts. 10; 15). In our view, the rest of the Act and the recitals suggest that GPAI is
subject to distinct exceptions of its own.

The definition of a GPAI model includes its own product-oriented research exception. The exception
applies to (GP)AI models that are used for research, development, or prototyping activities before
they are placed on the market (Art. 3 (63)). The recitals affirm that compliance obligations for the
providers of GPAI models do not extend to the persons developing them for scientific purposes (Rec.
109).

The AI Act’s recitals also appear to carve out a distinct research exception for GPAI models with
systemic risks. The obligations for such systems should not cover GPAI models used before their
placing on the market for the sole purpose of research, development, and prototyping activities (Rec.
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97). It is notable that the research exception for GPAI with systemic risk is present only in the recitals,
which, unlike the text of the Act, are non-binding [47]].

Similarly to the research exception discussed above, the research exceptions for GPAI models are
vague. What does “research before placing on the market” indicate? When is a GPAI model used
for research? Again, uploading a model to a standard ML repository like GitHub or a service like
Hugging Face/ Colab can be seen as part of research. When we refer to the narrow research definition
from the Oxford Dictionary mentioned above, one can also question this assumption (see also section
@. Therefore, the scope of the exception is, again, unclear. Furthermore, in light of the narrow
definition of sole scientific research for high-risk AI (Art. 2(6), Rec. 25), how can prototyping activity
represent the sole purpose-use of a GPAI model with a systemic risk?

3.6 Exceptions for Open Source Al

The AI Act acknowledges the role of free and open source licenses for software and data for research
and innovation (Rec. 102). The Act does not apply to Al systems released under free and open source
licenses (Art. 2(12)). Could this exception protect researchers who want to publish their Al models
on GitHub? It should be noted that not all models published on the platform are released under a free
and open source license. However, more diligent habits of relying on free and open source licensing
will not mitigate Al researchers’ risk of becoming subject to the Al Act’s obligations: the exception
for free and open source Al does not apply to high-risk Al systems (Art. 2 (12)) or GPAI models with
systemic risks (Art. 54 (6)). Additionally, correct licensing on GitHub is currently rather challenging
for the computer science community [48) |49].

3.7 No Exceptions for Prohibited AI

The AI Act’s exceptions for research and open source do not cover prohibited uses of Al (Art. 5).
The legal consequences for prohibited uses of Al are triggered by placing the systems on the market,
putting them into service, or the use of the said systems. Against this background, even in-house
research on prohibited systems could trigger liability under the AI Act.

3.8 Summary of Exceptions: Substantial Legal Uncertainty

As we have shown, at first glance, many exceptions for Al researchers exist. However, taking a closer
look, we showed that the exceptions might not be as broad as expected, due to their disconnect from
the research practices of the field of Machine Learning. Therefore, we argue that the exceptions leave
researchers with substantial legal uncertainty.

3.9 Alternative Views

Our viewpoint that researchers might be covered by the Al Act, can be challenged by three different
arguments.

Firstly, freedom of science is a fundamental right of the European Union (Art. 13 [50]]). The AI Act
should not affect scientific research beyond what is specified in the Act (Rec. 25). The fact that the
Al Act does not refer to the publication of Al systems and models in the course of academic research
(Art. 2(6)) does not mean that it applies to this scientific research practice. Furthermore, scientific
research does not represent a commercial activity in the light of Art. 3(10).

We do not agree with this viewpoint since, as explained above, the Al Act directly includes research
exceptions and thus protects the freedom of science. Our stance is that these exceptions do not cover
all aspects of scientific research.

The second option would be to argue that publishing Al models or systems by scientific researchers
does not qualify as making them available to the public because this does not represent a “commercial
activity” (Art. 3 (10)). The Blue Guide clarifies the interpretation of EU’s product harmonization
legislation, which the AI Act is part of (Rec. 46). Commercial activity refers to providing goods
in a business-related context, the presence of which is evaluated on a case-by-case basis, taking
into account the regularity of supplies, the characteristics of the supplies, the characteristics of the
producer, the intentions of the supplies, etc. Also, non-profit organizations may be considered as
carrying out commercial activities if they operate in such a context. However, occasional supplies
by charities or hobbyists are not deemed to be part of the business context [39]. The fact that under
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Figure 2: This flowchart illustrates the (simplified) system of Al Act’s research-relevant exceptions,
which are explained in detail in section[3] It analyses whether researchers might need to comply with
the Al Act as providers for prohibited and high-risk Al systems and GPAI models.

the AI Act, a provider can be a natural or legal person, public authority, agency, or other body
(Art. 3(3)) suggests that a researcher could also be a provider [[15]. Under the Al Act, the concept
of commercial activity has a very broad meaning and also encompasses activities undertaken in a
professional context. This is consistent with the Act exempting non-professional use of Al from its
scope (Art. 3(4)). Furthermore, many of the high-risk uses of Al presume the use of a system by a
public authority (Annex III), which could either procure a system or develop it in-house.

Third, one can also argue that the EU AI Act can be seen, at least partly, as product safety law [51]].
Products are outputs of industries and not of research. Thus, while the intention of the EU AI Act is
to regulate products, science would be excluded from the scope. We agree that the Al Act focuses on
products. Many regulations of high-risk systems and GPAI models focus on industry-related output.
Nevertheless, it is important to note that the Al Act addresses technology’s impact on individuals,
such as their fundamental rights [[12} 146} 51} [52]. This speaks against a pure product safety regulation
and instead highlights Al Act’s broader scope. Thus, scientific research is covered by the EU AI Act.

4 Recommendations: Legal Certainty is Needed for Science

What at first glance seems like a range of exceptions in favour of research is a collection of norms
with complex systematics, such as differences between research exceptions in favour of high-risk
Al and GPAL The rules also contain numerous exceptions-of-exceptions. As a result, we argue
that the AI Act does not align well with Al research practices and risks exposing Al researchers to
compliance obligations — and liabilities. The legal uncertainty may hinder the publishing of Al
models, especially on behalf of Al researchers working at commercial companies.

We hold the position that the EU should either revise the AI Act or issue an authoritative interpretation
of the Act to ensure legal certainty for Al research. Recently, EU policy has displayed signs
of backtracking from heavy regulation of technology to spearhead competitiveness and further
investments in the R&D funding for AI [53[][54]. The withdrawal of the Al Liability Directive signals
a policy change [55]. We are not in favour of repealing the AIA, but position ourselves in favour of
legislative drafting and revisions that account for the actual practices of Al research. In the absence
of such actions, Al researchers worldwide walk on thin ice. Legal certainty should not depend on an
unfortunate researcher being held liable for breaching the Al Act, and dragging them through the
European judicial system to get an authoritative legal interpretation.
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First, the AI Act should be revised, or an authoritative interpretation should be issued to confirm
the AI researchers’ freedom to publish. Furthermore, similarly to SME’s and start-ups, public
research institutions have "limited legal and administrative capacities”" (Art. 58 (2) (g). Since research
institutions contribute to the development and innovation in the field of Al, they should enjoy the
same support of and consideration for the impact of compliance obligations as SMEs (recs. 109, 139,
143, 145, Art. 11 (1); 58 (2)-(3), 62 AIA) However, to protect consumer’s interests, it could make
sense to label these "as pre-compliant research publications" and also ensure that actors developing
commercial Al systems would not use this publication route to skirt from their compliance obligations
(see [16].

In the absence of such an initiative, two interpretations could bring the Al Act in closer alignment
with the Al research practices, albeit offer less legal certainty. First, the Al Act poses compliance
obligations to the providers of high-risk Al systems. Consequently, the Act can be interpreted as not
applying to the making available of high-risk Al models (Art. 2(6)AIA). Al researchers could attempt
to publish only Al models (for example, the weights of a neural network), as opposed to Al systems
(see above Section[A.T]in the appendix for the difference).

The second option is to stress that the model or a system was made available for the intended purpose
of scientific research. Under the Al Act, the concept of intended purpose refers to the use for which an
Al system is intended by the provider, including the specific context and conditions of use as specified
in the information supplied by the provider (Art. 3(12)). The intended purpose is determined by the
provider under conditions which can be reasonably foreseen [39]. The Al system’s intended purpose
determines whether the system is deemed high-risk (Art. 6, Annex III). The intended purpose also
qualifies the nature and scope of the provider’s compliance measures (Section 2; [39]). Consequently,
the provider is not liable for the consequences of a third party making significant changes either to a
high-risk system (Art. 25 (1)(b)) or the intended purpose of a previously non-high-risk system (Art.
25 (1)(©)).

Summary of Recommendation

To reduce likelihood being qualified as providers under the Al Act, Al researchers should aim 1.) not
to publish Al systems, and only models, and state that the modelE] 2.) is shared for the sole purpose
of scientific research, and 3.) is not intended to be used for high-risk purposes, and 4.) can only be
accessed and used for research purposes, and 5.) require that the person downloading it agrees that
its use for any other purposes constitutes a significant change of the intended purposes, which may
trigger provider’s obligations and liability under the AI Act.

This interpretation would be aligned with freedom of research and the Act’s objective not to interfere
with scientific research (Rec. 25). Nevertheless, this interpretation does not obliterate all legal
uncertainty. Firstly, the strength of contractual measures in limiting providers’ liability under the Al
Act would require further research. Secondly, the disclaimers should not be relied upon to escape
providers’ obligations for Al systems and GPAI models developed as commercializable products
[L6]. Thirdly, these interpretations do not apply well to GPAI Finally, the Al Act requires providers
to account for reasonably foreseeable risks and misuses. The interpretation does not hold where an
Al system or a model poses obvious risks to fundamental rights, health, or safety.

5 Conclusion

Al researchers taking part in academic conferences are required to publish their Al systems or models.
The act of publishing may qualify as making it available on the European market and trigger the
applicability of the AI Act. Generally, Al research may concern Al categories protected by the Al Act,
such as prohibited uses, high-risk Al systems, and General Purpose Al models. The AI Act’s complex
research exceptions do not provide a safe haven for publishing such Al systems or models. The Al
Act could be interpreted to not apply to high-risk Al models and to permit Al researchers to limit
their liability with disclaimers. However, the Al research community would need more legal certainty.
If the EU legislator aims to control the dissemination of “forbidden knowledge” [56], the Act’s
research exceptions should be accompanied by safeguards fitting the process of Al research instead
of exposing scientists to obligations tailored for product manufacturers. In the current state, the Act
risks chilling academic research practices at the expense of scientific research and innovation as well
as learning about the technology with a view of developing more trustworthy Al, thus undermining
values supported by the Al Act.

Sor where unavoidable, the Al system.
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A Appendix

A.1 Models vs. Systems in the AI Act

The AI Act differentiates between Al systems and models. The Al Act’s definition of an Al system
is very broad, covering a vast range of theoretical and applied Al research: “machine-based system
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that is designed to operate with varying levels of autonomy and that may exhibit adaptiveness after
deployment, and that, for explicit or implicit objectives, infers, from the input it receives, how to
generate outputs such as predictions, content, recommendations, or decisions that can influence
physical or virtual environments” (Art. 3(1)).

Besides Al systems, the Al act regulates GPAI models, which are defined as “Al model, including
where such an Al model is trained with a large amount of data using self-supervision at scale, that
displays significant generality and is capable of competently performing a wide range of distinct
tasks regardless of the way the model is placed on the market and that can be integrated into a variety
of downstream systems or applications” (Art. 2(63)).

If the AI Act regulates high-risk Al systems, can an Al model developed by an Al researcher also fall
under this definition? The challenge is that the Al Act defines Al system in a manner that does not
correspond to the language adopted in the Al research community [27ﬂ This exposes researchers to
considerable legal uncertainty because publishing a system is more likely to trigger liability under the
Al Act than publishing an Al model. Looking, for example, at the NeurIPS Call for Papersﬂ we note
that an ML model is the learned algorithmic structure itself (e.g. weights of a neural network). A
Machine Learning system also includes the hardware, libraries, etc. Al Models require the addition
of further components, such as, for example, a user interface, to become Al systems (Recital 97;
[27]). However, even if we assume a very narrow definition of an Al model, at least, research offering
demos of their research output (for example, on a website) can be seen as an Al system.

NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: We contribute to the debate on whether the AI Act applies to research.
Guidelines:
¢ The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.
2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We contribute to the debate on whether the AI Act applies to research.
Guidelines:
* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

"To add to the confusion, some of the AT Act’s obligations for high-risk systems refer to models that are part
of those systems (Art. 15 [27]).
$https://neurips.cc/Conferences/2025/CallForPapers,
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 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
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instructions for how to replicate the results, access to a hosted model (e.g., in the case

of a large language model), releasing of a model checkpoint, or other means that are

appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.
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* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:
Justification: [NA]
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification:

Guidelines:
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» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes],

Justification: We contribute to the debate on whether the AI Act applies to research and
discuss positive and negative impacts.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do

not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
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13.

14.

15.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects
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16.

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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