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ABSTRACT

Test-time adaptation in open-world scenarios (OWTTA), which addresses both
domain discrepancy and semantic variance, has gained increasing attention for en-
abling models to adapt dynamically during inference. Existing approaches mainly
rely on discriminative models, whose over-specialized knowledge restricts their
adaptability in open-world settings. In contrast, vision-language models (VLMs),
trained on diverse large-scale data, provide broader and more transferable knowl-
edge, yet their role in OWTTA remains underexplored. In this work, we propose
a framework empowered by vision-language models, termed Vision-Language
knowledge Boosted Open-world test-time adaptation (VLBO). Specifically, by
casting OWTTA into a probabilistic perspective, we first propose agreement-
boosted filtering (AF), in which the discriminative model assumes the primary
role of filtering out out-of-distribution samples, while the VLM provides a rein-
forcing signal to refine this process based on its agreement with the discrimina-
tive model. We then introduce semantics-boosted adaptation (SA), where VLM-
extracted representations serve as semantic guidance to enhance the discriminative
model’s adaptation to target domains. This unified framework leverages the com-
plementary strengths of vision-language models and discriminative counterparts,
enabling robust and effective adaptation in open-world scenarios. Extensive ex-
periments across multiple benchmarks demonstrate the consistent effectiveness of
the proposed method.

1 INTRODUCTION

Deep learning has witnessed rapid advances and demonstrated strong performance in diverse appli-
cations. These achievements are typically realized under the assumption that the training and test
data follow the same i.i.d. distribution (Gong et al.l |2022)). In open-world scenarios, however, this
assumption is often violated, as domain discrepancy (Qu et al.l 2024) and semantic variance (Zhao
& Leel, 2024) coexist, leading to performance degradation and rendering models unreliable in prac-
tice. For instance, in medical image analysis, domain discrepancy may arise from differences in
imaging equipment, while semantic variance can occur when the testing data include novel or un-
seen disease categories. This dual challenge implies that models should not only adapt to domain
shifts among in-distribution (ID) samples but also mitigate the negative impact introduced by out-of-
distribution (OOD) samples. To address this challenge, open-world test-time adaption (OWTTA) (Li
et al.,[2023) has been proposed as a promising paradigm, enabling models to adapt to the target do-
main without requiring label data or source statistics.

Conventional OWTTA methods (Gao et al., [2024) often rely on discriminative models, which can
learn task-specific representations but remain constrained by their limited adaptability. Recently,
vision-language models (VLMs) (Radford et al., [2021), pre-trained on large-scale and diverse data,
have been widely recognized for their zero-shot ability. By jointly modeling vision and language,
they learn powerful representations that capture rich semantics and establish effective alignment
between visual inputs and textual class names. This property inherently mitigates the impact of
domain discrepancy and makes VLMs a strong backbone for TTA (Shu et al., [2022; Karmanov
et al., 2024), providing richer semantic cues that enhance generalization across domains. Despite
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these advantages, their potential in open-world scenarios remains largely underexplored, since most
existing studies fail to consider domain discrepancy and semantic variance simultaneously.

In this paper, we focus on the critical yet underexplored challenge of empowering OWTTA with vi-
sion—language models. Specifically, we propose Vision-Language knowledge Boosted Open-world
test-time adaptation (VLBO) method, which formulates OWTTA as a probabilistic modeling prob-
lem. Based on similarity measures, we propose an agreement-boosted filtering (AF) module to
improve the effectiveness of data filtering. Building on this, we further leverage the product-of-
experts principle to harness the zero-shot capability of vision-language models, thereby facilitating
the adaptation of discriminative models through semantic-boosted adaptation (SA). By working in
synergy, AF and SA enable vision—language models to act as a powerful backbone for OWTTA,
effectively bridging zero-shot priors with the demands of open-world adaptation. The contributions
of this paper are summarized as follows:

* We investigate the challenging yet underexplored problem of empowering open-world test-
time adaptation with vision—language models. Building on a series of empirical observations,
we reveal the potential of vision—language models in this setting and introduce a probabilistic
formulation that serves as the foundation of our framework.

We develop an agreement-boosted filtering (AF) module that performs data filtering based
on both discriminative feature—prototype similarity and vision—-language image—text similar-
ity, where the latter is incorporated as weighted auxiliary evidence, providing a more reliable
strategy to mitigate the negative impact of OOD samples.

* We propose a semantic-boosted adaptation (SA) module that leverages the rich semantic knowl-
edge embedded in vision—language models as an auxiliary signal to reinforce and boost the
adaptation of discriminative models, thereby enabling more robust performance under open-
world scenarios.

2 RELATED WORK

Test-Time Adaptation. Test-time adaptation (TTA) (Su et al.,|2024a};[2022) has received increas-
ing attention as it enables models to adapt to target domains using only the source model and un-
labeled target data. A variety of strategies have been explored for test-time adaptation, including
entropy minimization (Liang et al., 2020; Bar et al., [2024; Zhang et al., [2025; Wu et al., [2025)),
distribution alignment (Wang et al., 2024b; [Zhang et al.||2024; |Su et al.,|2024b), and continual adap-
tation (Wang et al., 2022 |N1u et al.| |2022; Han et al.;2025]), which have shown strong effectiveness
in the closed-world setting. These methods, however, typically assume that the source and target
domains share the same label space, which restricts their applicability in more realistic scenarios.

Open-World Test-Time Adaptation. In open-world scenarios, domain discrepancy and semantic
variance coexist, making the adaptation task considerably more challenging. Recent attempts to
extend TTA into this setting often formulate the problem as a two-step process of OOD detection and
adaptation, typically relying on distribution alignment (Li et al.,2023) or entropy-based criteria (Gao
et al.; 2024;|Gong et al.,|2023)). While these studies still mainly rely on task-specific representations
learned by discriminative models, which limits their robustness and generalization ability under
open-world conditions.

Open-Set Domain adaptation. Compared with open-world test-time adaptation, open-set domain
adaptation (OSDA) (Busto & Gall, [2017} |Pham et al., 20255 (Choe et al.,2024) assumes access to the
entire target batch during adaptation and allows the target domain to contain novel categories absent
from the source. Recent advances in open-set source-free domain adaptation (OS-SFDA) (Yu et al.,
2025; [Liu et al.|, 2025; [Wan et al., [2024) further enable adaptation without accessing source data
or source statistics. However, under limited target data accessibility, these techniques may face
challenges in fully satisfying the needs of open-world scenarios.

Pre-trained Vision-Language Models. Large-scale vision—language models (VLMs), including
CLIP (Radford et al., 2021)), ALIGN (Jia et al., [2021)), and GroupViT (Xu et al, [2022), are trained
on massive and diverse image—text pairs through self-supervised contrastive learning (Chen et al.,
2020). Benefiting from the broad coverage of their pre-training data, these models exhibit strong
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Figure 1: Illustration of the open-world test-time adaptation setting, characterized by the joint pres-
ence of domain discrepancy and semantic variance under a single-pass constraint.

generalization ability across a wide range of downstream tasks. Building on this observation, several
works investigate their potential within test-time adaptation settings (Osowiechi et al., [2024; Wang
et al.| [2024a; |Phan et al.| 2024). In parallel, some recent studies have also explored leveraging
VLMs for OOD detection by finetuning the text encoder (Wang et al.,|2023)), introducing additional
prompts (Jiang et al.,2024)), or training a linear classifier (Cao et al., 2025).

3 BACKGROUND AND KEY OBSERVATIONS

In this section, we first introduce the protocol of open-world test-time adaptation to clarify the prob-
lem formulation and describe the zero-shot classification capability of CLIP. Then, through three
empirical observations, we reveal the respective advantages of discriminative models and vision-
language models.

3.1 BACKGROUND

Open-World Test-Time Adaptation. In open-world scenarios, models may encounter not only
domain discrepancy but also semantic variance. This requires them to adapt to domain shifts while
mitigating the negative impact of OOD samples, all within a single-pass test-time setting. An illus-
tration of this setting is shown in Fig.[T}

Formally, let Vs = {1,2,..., K} denote the label space of known classes, i.e., in-distribution (ID)
classes, and ) denote the label space of unknown classes, i.e., out-of-distribution (OOD) classes.
Given a discriminative OWTTA model hy = {fy, w, b}, where fy denotes the encoder and (w, b)
parameterize the linear classifier, the goal is to adapt the model to the target distribution while
reliably separating ID samples from OOD ones:

p(y,Blxihe) =p(y,8=1|z;hg) +p(y,B8=0]|2;hg)
=p(B=1|z;he)p(y|z,B=1hg),

where y € g is the ID class label variable and 8 € 0,1 is an indicator variable distinguish-
ing between ID and OOD samples, i.e., 5 = 1 for ID and 5 = 0 for OOD. It is trivial
to have p(y,8=0]|z,;hgp) = 0 since OOD samples cannot be classified into Ys. The first
term p (8 = 1| x; hg) corresponds to data filtering and the second term p (y, 8 = 1 | x; hy) models
the ID adaptation process.

(1)

Zero-Shot Classification with CLIP. By leveraging its dual-encoder architecture, CLIP can per-
form zero-shot classification directly with only class names. Let F' = {f;, fr} denotes CLIP with
image encoder f; and text encoder fr. Given a set of candidate categories, we first construct de-
scriptive text prompts e; for each class using a collection of natural language templates. These
prompts are encoded by the text encoder f7 to obtain the textual representation f7(e;). For an input
image z, its visual representation is extracted with the image encoder f(x). Zero-shot classification
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is then performed by computing the similarity between the visual and textual representations, i.e.,
exp (fr(e;) " fi(x)/k)
Yisy oxp (fr(e)T fr(x)/x)

where « stands for the temperature. Finally, the predicted label is obtained by selecting the class
with the maximum probability.
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Figure 2: (a) Observation 1 shows the t-SNE visualization of ResNet on the CIFAR10-C & MNIST
open-world dataset, revealing that the discriminative model has captured task-specific information.
(b) Observation 2 reports the classification accuracy on ID datasets, where CLIP consistently out-
performs ResNet under domain discrepancy, highlighting its superior semantic representations for
bridging domain gaps. (c) Observation 3 is derived from the cosine similarity analysis of CLIP on
the CIFAR10-C & MNIST open-world dataset, which reveals its ability to capture semantic devia-
tions.

3.2 KEY OBSERVATIONS IN OPEN-WORLD TEST-TIME ADAPTATION

In this section, we present empirical observations that characterize the behavior of discriminative
model ResNet (He et al., 2016)) and the vision-language model CLIP under the open-world test-time
adaptation setting, with the corresponding text prompts provided in Appendix

e Observation 1: Discriminative Model Encodes Task-Specific Features. We empirically
observe that discriminative models, such as ResNet pre-trained on the source domain, preserve
a well-formed geometric structure in the target domain, even under domain discrepancy and
semantic variance. As shown in Fig. the learned representations of ID samples cluster
around the classifier weights, which serve as prototypes of the source classes. In contrast,
OOD samples are located far from all prototypes. It indicates that discriminative models retain
task-specific features and provide a reliable backbone for open-world adaptation.

* Observation 2: Vision-Language Model Preserves ID Accuracy under Discrepancy. CLIP
is well known for its strong zero-shot classification ability, relying solely on class names to
generalize across diverse tasks. As shown in Fig. [2b} it outperforms the fully supervised ResNet
under domain discrepancy, suggesting that large-scale vision—language models offer superior
robustness and semantic generalization, enabling strong ID classification even in challenging
conditions.

* Observation 3: Vision-Language Model Captures Semantic Deviations. Benefiting from
pre-training on large-scale image—text pairs, CLIP acquires robust semantic representations
that help distinguish ID from OOD samples. As illustrated in Fig. OOD samples tend to
receive lower confidence scores, indicating that CLIP can partially capture semantic deviations
and thus contributes to OOD detection.

According to these observations, ResNet can serve as a task-specific backbone for OWTTA, while
CLIP exhibits strong generalization ability in both ID classification and OOD detection. This moti-
vates us to leverage the vision—language knowledge of CLIP to empower the adaptation of discrim-
inative models, achieving more effective open-world test-time adaptation.
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Figure 3: The overall framework of VLBO. Agreement-Boosted Filtering couldshib make OOD
samples more distinguishable; Semantic-Boosted Adaptation could corrects false predictions by
the VLM and the task-specific discriminative model through their agreement on the input image
semantics. See Fig.[5| Fig.[6] Fig.[7} Fig. [8} and Fig.[9]for empirical support.

4 METHODOLOGY

In this section, we propose Vision-Language knowledge Boosted Open-world Test-Time Adapta-
tion (VLBO), which is composed of two complementary components: agreement-boosted filter-
ing (AF) and semantic-boosted adaptation (SA). As shown in Fig. [3] VLBO extends the conven-
tional OWTTA framework with discriminative models by incorporating vision-language knowledge
from CLIP. Formally, the VLBO objective decomposes into the two complementary components:

p(y, B @ ho, F) =p(B=1|25he, F)-p(y | x,8=1;he, F), 3)

AF SA

where F' is the CLIP model. The AF module enhances OOD filtering by integrating task-specific
features from ResNet with auxiliary semantic cues from the vision-language model CLIP, enabling
more reliable separation of ID and OOD samples. The SA module further adapts ResNet to the
target domain using the filtered ID data, leveraging semantic guidance of CLIP to boost classification
accuracy and reinforce robustness against domain discrepancy.

4.1 AGREEMENT-BOOSTED FILTERING

In the following, we present the agreement-boosted filtering (AF) module, defined by:
p(B | x; he, F'), where the discriminative model primarily performs OOD filtering, while the vi-
sion—language model provides auxiliary semantic signals that reinforces the process through agree-
ment with the discriminative model.

Confidence Aware Filtering. We start by estimating p(3 | x; hg) using the discriminative model,
which serves as the baseline for filtering OOD samples. According to Observation 1, the ID features
generated by the discriminative model tend to be distributed closer to their class prototypes than
OOD samples. This property motivates us to model the two types of samples with Gaussian-shaped
distributions, providing a principled way to filter out OOD samples.

To model p(8 | x; hg), we first define the confidence score s based on z and hy as the maximum
cosine similarity between a feature and the class prototypes:

-
z'¢cj
§ = max = _ 4)
i =l
where z = fo(x) is the feature embedding extracted from discriminative model and ¢ =
[c1,¢2,...,cx]T € REX denotes the prototypes initialized by the classifier weights w.

Based on Observation 1, we utilize the confidence score to distinguish ID and OOD. With its
unsupervised manner, we formulate a simple 1D clustering task with two classes. Specifically,
s is viewed as drawn from a mixture of two Gaussian distributions with the same variance o:
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sentN(ut,0%) + 7" N(u=,02), where 7 and 7~ are the mixing coefficients, ¥ is the mean
for ID samples and .~ is the mean for OOD samples. Consequently,

mexp (—55 (s — ph)?)

et o )

p(B=1]sp",pu 70,7 ’U)iﬁrexp(—%( pt)?) + 7 eXP( 56 (s = 17)?) ©
B L mrexp(—5 (s — pn7)?)

p(B=0|sp",pu 7,1, 0) = 7t exp(— (5—u+)2)+7r exp(—55 (s — pu7)?) ©

Based on the connection between k-means and mixtures of Gaussians (Kulis & Jordan, 2012)), when
o — 0, we can have the following k-means based clustering loss:

1 1
a;%glin N (si— %)+ N Z (si — )% (M
€St 1€ST

where 7 is the index of the sample z; and s; is its confidence score, ST = {i| B; = 1} is denoted as
the ID cluster with N* = |ST|and S~ = {i | 8; = 0} as the OOD cluster with N~ = |S~
and (i~ are the corresponding means, namely it = < 3. cov 8i A7 = 7= D je5- Si

Agreement-Boosted Filtering. To improve OOD filtering, we propose the agreement-boosted fil-
tering module p(8 | x; hg,, F), which augments the discriminative model’s confidence with seman-
tic cues from CLIP. Following Observation 2, CLIP can capture semantic deviations between ID and
OOD samples. We therefore define its confidence as the maximum cosine similarity between image

and text features: .
_ frley) fi(z) g
X (e T @) ®

Since the two confidence scores, s from ResNet and s from CLIP, are not directly comparable in
scale, we transform them into calibrated evidences to ensure a consistent contribution via a weighted
average:

>

. s+as
5= , &)
1+«
+As+
where « is instantiated as o = |S| Smfﬂ L to quantify the consistency between the discriminative

model and CLIP on ID predictions. The boosted confidence score s can then be directly substituted
into Eq. (7) to improve the estimation of f3.

4.2 SEMANTIC-BOOSTED ADAPTATION

In this subsection, we introduce the semantic-boosted adaptation (SA) module, which leverages
vision—language knowledge to enhance the discriminative model’s adaptation to the target domain.
Formally, SA is modeled as: p(y | 2,8 = 1;hy, F), where F' provides semantic guidance from
vision—language models to boost classification performance and improve robustness against domain
discrepancy.

Specifically, for the discriminative model, the likelihood for class k is given by the exponential of
the model output:

p(y="k|z B =1;hg) xexp (w] fo(z)+by), (10)

where wy, and by denote the weight and bias of the classifier for class k. For the vision—language
model, we define its knowledge of class k& as the exponential of the similarity between the corre-
sponding text and image embeddings:

ply=Fk|z.6="1F) <exp (frier) fi(e)). (11)

Unlike the discriminative model in Eq. (I0), restricted to knowledge learned from a specific source
domain, the vision-language knowledge originates from large-scale vision—language pre-training.
As a result, it encodes broad semantic knowledge and exhibits stronger generalization ability under
domain discrepancy, thereby providing complementary guidance to the discriminative model.
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In order to boost the adaptation process of the discriminative model, we employ the product-of-
experts (PoE) (Hinton, |2002)) principle, where the vision-language model provides semantic knowl-
edge to strengthen mutually reinforcing predictions and suppress conflicting ones. Correspondingly,
the semantic-boosted adaptation module is defined as:

_ ply=k|z.f=1h) ply="k|z.f=LF)
Yiply=ileB=Lh) ply=jlzB=0LF)  (

= G‘(’w;;rfe(l‘) + by + fT(ek)TfI(CE))-

ply=Fk|xz,8=1;he F)

In this way, the discriminative model contributes task-specific decision boundaries, while the vi-
sion—language model empowers the adaptation process with complementary semantic knowledge
derived from its strong zero-shot generalization capability, leading to more robust performance un-
der distribution shifts.

Lett € {1,2,...,T} denote the time index. The overall training objective is defined as:

L = Lcg + Lmse + ALpiy, (13)
where cross-entropy loss drives adaptation with pseudo-labels over S*:
1 .
Lo =~ Y logply=14; | 2f,8 =15 by, F), (14)
ieSt

where §f = argmax; p(y = j | 2f, 8 = 1; hy,, F') denotes the pseudo-labels of z;, Vi € S at
time ¢.

The second term encourages feature compactness of the discriminative model with prototypes up-
dated in an exponential moving average (EMA) manner (Pan et al., [2024):

K
1
LyMsg = N Z Zfl;”zg‘ — i3, (15)

€St j=1
where &/, € {0,1} is a one-hot indicator that assigns each feature z! to its nearest prototype c.
ij ) g i p ype ¢;

In addition, Lp;, = Zszl p'(k)log p' (k) serves as a regularization term to penalize collapsed
predictions, controlled by trade-off parameter A, where p(k)! = <+ >, q: p(9! = k | 2!, 8 =
1; hg, ) denotes batch-averaged prediction.

The details of the proposed method are shown in Algorithm T}

Algorithm 1 VLBO

Require: Test samples x from the target domain Sp, pre-trained discriminative model hy, vision-
language model F’, test prompts e.
Initialization: Calculate text embeddings by fr(e)

1: fort < 1to 7 do

2: Filter out OOD samples by > Agreement-boosted filtering (AF)
3: Update 0 by (13)), and update ¢ by EMA > Semantic-boosted adaptation (SA)
4 Obtain §* = argmax; p(y = j | 2,8 =1;hy,, F) o> Inference
5: end for

5 EXPERIMENTS

5.1 EXPERIMENT SETUP

Datasets. We conduct evaluations on blur corruption and style transfer benchmarks. For blur cor-
ruption, CIFAR10-C, CIFAR100-C, and ImageNet-C (Hendrycks & Dietterich, [2019) are used as
ID datasets, while for style transfer, ImageNet-R (Hendrycks et al.,[2021)) and VisDA-C (Peng et al.,
2017) are adopted as ID datasets. The OOD datasets include Gaussian Noise together with five
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real-world datasets that exhibit distributions different from the corresponding ID datasets, including
MNIST (Dengl [2012), SVHN (Netzer et al., [201 1)), Tiny-ImageNet (Le & Yang, 2015), CIFAR100-
C, and CIFAR10-C. The open-world datasets are constructed by maintaining an equal number of ID
and OOD samples. Further dataset specifications are provided in Appendix[A.2]

Evaluation Settings. Following recent OWTTA studies (Li et al., 2023)), we evaluate the models
using three complementary metrics: ACCr, ACCp, and ACCp. Specifically, ACCr denotes the
classification accuracy on ID samples, AC'C'o measures the detection accuracy on OOD samples,
and ACClyy is their harmonic mean. Formal metric definitions are given in Appendix

Baselines. We introduce two-types of baselines for comparison: discriminative model-based base-
lines and vision-language model-based baselines. The discriminative model-based baselines adopt
ResNet50 as the representative architecture, which includes: TEST, BN (loffe & Szegedyl [2015)),
TENT (Wang et al., 2021), SHOT (Liang et al.l [2020), OSTTA (Lee et al.| [2023)), EATA (Niu
et al., [2022)), CoTTA (Wang et al., 2022), UniEnt (Gao et al., 2024), OWT3 (Li et al., [2023)). The
vision—language model baselines are constructed upon CLIP, including CLIP-ViT-B/16 (Radford
et al.| 2021}, C-TPT (Yoon et al.| 2024), CLIPN (Wang et al., |2023)), NegLabel (Jiang et al.,|2024),
WATT (Osowiechi et al., [2024). More baseline details can be found in Appendix

5.2 EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we conduct extensive experiments on five open-world datasets to validate the ef-
fectiveness of the proposed method under the OWTTA setting. The results are summarized in Ta-
bles [T[2]3] and ] with the best performance highlighted in bold and the second best underlined.
From these tables, we can draw the following key observations:

Table 1: Open-world test-time adaptation results on CIFAR10-C and CIFAR100-C.

CIFAR10-C Noise MNIST SVHN Tiny CIFAR100-C
ACCr ACCo ACCy ACCr ACCo ACCy ACC; ACCo ACCy ACC; ACCo ACCy ACC; ACCo ACCH
TEST 69.19  99.96 81.78 63.61 91.11 74.92 63.54 9091 7480  61.09  77.48 6832  61.27 76.58 68.07
BN 39.44  60.57 47.77 60.19  69.56 64.54 69.21 80.17 74.29 69.02  75.15 71.95 68.83 73.33 71.01
TENT 42.75 61.99 50.60 63.21 72.80 67.67 70.84 82.92 76.41 69.70  76.23 72.82 69.22  74.07 71.56
SHOT 4271 60.72 50.15 64.57 7351 68.75 71.12 84.37 77.18 69.51 77.06 73.09 69.10 7476 71.82
OSTTA 5343 13.69 21.80 53.88  36.94 43.83 62.76  41.20 49.74  74.85 3238 4520 7639  29.80 42.87
EATA 40.65 64.14 49.76 58.04  72.63 64.52 66.62 82.29 73.63 66.72  77.37 71.65 66.83 75.00 70.68
CoTTA 35.89 6820 47.03 60.20  69.25 64.41 69.20  80.11 74.26 69.07  75.14 71.98 68.67 73.65 71.07
UniEnt 3929 59.97 47.48 59.70  69.79 64.35 68.47 80.33 73.93 68.58  75.46 71.86 6880  73.50 71.07
OWT3 69.41 99.96 81.93 63.89  91.10 75.11 63.72  90.97 7494  61.05 7756 68.32 61.37 76.47 68.09
CLIP-ViT-B/16  57.82  99.97 73.27 62.31 99.69 76.69 66.05 96.70 78.49 7276 81.27 76.78 65.17 75.68 70.03
+C-TPT 68.36  99.97 81.20 61.89  99.69 76.37 65.50  96.70 78.10  71.32 81.27 75.97 6522  75.68 70.06
+CLIPN 2039 7472 32.04 20.41 78.84 3242 2048  77.15 3237 20.52 79.97 3266  20.53 79.38 32.62
+NegSample 4552 10000 6256 4552  99.86 62.53 4552 96.08 61.77 4552 9447 61.44 4552 9129 60.75
+WATT 5749  99.97 73.00 62.23 99.69 76.63 66.69  96.70 7894 7270  81.27 76.75 65.71 75.68 70.34
+Ours 85.83  100.00  92.37 86.69  97.52 91.79 83.98 9545 89.35 71.03 84.76 7792 7141 78.78 74.91
CIFAR100-C Noise MNIST SVHN Tiny CIFAR10-C
ACCr ACCo ACCy ACC; ACCo ACCy ACCr ACCo ACCy ACCr ACCo ACCy ACC; ACCo ACCy
TEST 2530  99.99 40.38 2476 46.81 3239 2634 91.65 40.92 2620  86.68 40.24 2579  87.86 39.88
BN 21.22 9329 34.58 26.09 9321 40.77 30.60 9542 46.34 3141 89.69 46.53 31.95 89.93 47.15
TENT 24.45 95.75 38.95 27.50 9149 42.29 32.05 95.17 47.95 31.33 89.64 46.43 32.08 89.93 47.29
SHOT 25.98 96.62 40.95 28.26 87.36 42.71 3242 95.14 48.36 31.18 89.71 46.28 3207  90.10 47.30
OSTTA 1220 40.58 18.76 17.97  46.56 25.93 3333 6259 43.50 36.81 52.15 43.16 4275 43.67 4321
EATA 22.73 94.06 36.61 25.58  92.08 40.04 29.57  96.20 45.24 3035 90.03 45.40 3144 89.79 46.57
CoTTA 20.93 93.25 34.19 25.23 92.85 39.68 30.09  95.26 45.73 31.17 89.85 46.28 3186 89.90 47.05
UniEnt 20.05 94.48 33.08 2554 92.86 40.06 3136 94.48 47.09 31.20  89.19 46.23 3252 89.03 47.64
OWT3 25.54  99.99 40.69 24.51 45.51 31.86 2648 9170 41.09 2634  86.68 40.40 25.93 87.82 40.04
CLIP-ViT-B/16  33.67 2.99 5.49 31.14  99.29 47.41 31.57 9488 47.38 37.81 66.30 48.16 3113 68.01 42.71
+C-TPT 6.21 2.99 5.62 21.33 99.29 35.12 21.63  94.88 35.23 29.86  66.30 41.18 21.80  68.01 33.02
+CLIPN 12.55 74.95 21.51 1279 76.43 21.91 12.80  73.87 21.82 12.77 74.48 21.80 1280  73.63 21.81
+NegSample 28.33 96.19 43.77 28.33 92.19 43.34 28.33 51.53 36.56 2833 79.01 41.71 28.33 64.74 39.41
+WATT 37.07 2.99 5.53 33.25 99.29 49.82 3327  94.88 49.27 41.38  66.30 50.96 33.21 68.01 44.63
+Ours 5378  99.91 69.92 4682  95.68 62.87 4444  81.66 57.56 39.84  74.37 51.89 3592 76.02 48.79

(1) The proposed VLBO consistently outperforms all baselines, validating its effectiveness for
OWTTA. In particular, on the ImageNet-C open-world dataset as shown in Table 2] our method
achieves consistently higher ACCyy, with a margin of at least 11% over the second-best method,
demonstrating its robustness and reliability.

(2) The discriminative model effectively captures task-specific information. In particular, the TEST
method employs a pre-trained ResNet-50 for OWTTA. As reported in Table (I} its performance can
even surpass certain vision-language model-based baselines. This is attributed to the task-specific
knowledge learned in the source domain, which enables the model to maintain a degree of stability
under domain discrepancy, consistent with our Observation 1.
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Table 2: Open-world test-time adaptation Table 3: Open-world test-time adaptation
results on ImageNet-C. results on ImageNet-R.
ImageNet-C Noise MNIST SVHN ImageNet-R Noise MNIST SVHN

< ACCr ACCo ACCy ACCT ACCo ACCy ACCT ACCo ACCyH ACC; ACCo ACCy ACCp ACCo ACCy ACCp ACCo ACCh
TEST 11.79 40.85 1830 11.33 59.57 19.04 11.62 82.04 2036 TEST 24.71 100.00 39.63 23.60 99.81 38.17 22.46 98.89 36.61
BN 9.73  66.50 16.98 1520 7424 2523 16.24 77.93 2688 BN 1638 89.76 27.70 18.70 8297 30.52 19.03 86.08 31.17
TENT 9.31 6849 1639 1526 72.67 2522 17.28 7879 2834 TENT 16.87 9323 28.57 19.81 8472 32.11 20.09 87.99 3271
SHOT 9.70 64.57 1687 14.76 71.69 24.48 17.70 79.63 2896 SHOT 17.27 9624 29.28 19.70 81.43 31.72 2044 89.61 3329
OSTTA 13.90 6534 2292 20.54 57.34 3025 2193 5943 3204 OSTTA 2546 5859 3550 2246 49.67 30.93 25.66 58.02 35.58
EATA 1592 8886 27.00 20.72 9321 3390 20.69 93.14 3386 EATA 16.21 91.71 27.55 1895 86.24 31.07 1895 88.37 31.21
CoTTA 8.75 6748 1549 13.78 82.82 23.63 14.13 74.66 23.76 CoTTA 15.58 8541 2635 17.40 86.71 2898 17.51 83.04 28.92
UniEnt 829 7344 1490 14.13 79.71 24.00 14.81 8288 25.13  UniEnt 10.56 72.46 1843 15.01 79.59 2526 15.84 83.72 26.64
OWT3 9.76 68.03 17.07 1541 7529 25.58 1645 78.67 2721 OWT3 16.56 92.13 28.07 19.13 83.75 31.15 1942 86.93 31.75
CLIP-ViT-B/16 27.88 100.00 43.61 29.94 99.96 46.08 29.75 96.39 4547 CLIP-ViT-B/16 4643 100.00 6342 55.14 99.85 71.05 60.98 99.16 75.52
+C-TPT 15.62 100.00 27.02 11.85 99.96 21.19 1322 96.39 23.25 +C-TPT 43.86 100.00 60.98 52.66 99.85 68.95 59.20 99.16 74.14
+CLIPN 776 7491 14.07 7.76 77.07 1411 7.76 7524 14.08 4+CLIPN 16.75 92.83 2838 19.16 87.04 3141 19.20 8532 31.35
+NegSample 3457 99.88 5136 34.57 60.70 44.05 34.57 21.86 2678 4NegSample 63.29 100.00 77.52 63.29 96.32 76.39 6329 89.98 7431
+WATT 2873 100.00 44.64 30.99 99.96 47.31 3080 9639 46.68 +WATT 4591 100.00 6293 5484 99.85 70.80 60.65 99.16 7527
+Ours 46.01 100.00 63.03 4685 99.00 63.60 45.58 98.20 62.26  +Ours 66.48 99.04 79.56 64.30 97.63 77.53 64.83 97.76 77.96

(3) The proposed agreement-boosted filtering Table 4: Open-world test-time adaptation
module effectively mitigates unreliable out- results on VisDA-C.
comes. For instance, as reported in Tablem CLIP

alone exhibits limited reliability in distinguishing  vpa.c Noise MNIST SVHN
. ACC; ACCp ACCy ACCr ACCo ACCH ACCr ACCo ACCy
NOlse OOD Samples on the CIFARIOO_C Open_ TEST 41.27 100.00 5843 43.12 97.41 59.78 42.06 99.46 59.12
BN 4548 99.64 6245 42.06 79.96 55.12 4280 88.77 57.75
World dataset In contraSt’ our methOd reduces TENT 51.57 100.00 68.05 41.50 79.96 54.64 44.57 88.40 59.26
SHOT 4239 9994 5953 42.69 68.08 52.48 4345 72.69 5433
the ]nﬂuence Of dlsagreements between mOdels’ OSTTA 39.60 54.33 4581 4641 29.81 3630 4491 4555 4523
thereby ensuring more stable and reliable adapta_ EATA 43.12 99.68 60.20 41.49 81.13 5490 4175 89.25 56.89
. CoTTA 44.01 99.56 61.04 40.71 8391 54.82 40.89 89.86 56.20
tion. UniEnt 54.84 9599 69.80 4192 80.13 55.04 42.83 88.53 57.73
OWT3 46.1299.99 63.12 42.14 77.39 54.57 43.04 91.60 58.56

- . . CLIP-VIT-B/6 4851 10000 6533 5981 99.71 7477 60.08 9735 7430
(4) The update of vision representations is €s- . crpr 65.15 100.00 7890 60.16 99.71 75.04 60.17 97.35 7437

. - : . +CLIPN 2164 7288 3337 2166 7261 3337 2164 7704 3379
sential. Existing CLIP-based baselines primar-  [Xosampie 3950 10000 S6.63 3950 9997 5663 3950 9940 5654

ily rely on the image—text alignment property of (§aT o e ol s w2 e o v K
CLIP. Most of them focus on modifying the text

encoder, such as introducing additional prompts,

calibrating prompt embeddings, or adding extra

branches, while leaving the vision representation unchanged. Consequently, the absence of visual
representation update limits their robustness under domain discrepancy. In contrast, our method em-
ploys CLIP as auxiliary semantic guidance to enhance the discriminative model, explicitly updating
its representation and thereby enabling more reliable adaptation.

In conclusion, our approach introduces a vision—language—empowered paradigm that effectively
exploits the complementary strengths of CLIP and discriminative models, yielding consistently su-
perior performance on open-world datasets.

5.3 ABLATION STUDY

In this subsection, we conduct comprehensive ablation studies to assess the contributions of
agreement-boosted filtering (AF), semantic-boosted adaptation (SA), the MSE loss Lysg, and the
regularization term Lp;,. Specifically, experiments are performed across all open-world datasets,
with performance evaluated using the ACCy metric. The results on ImageNet-C and VisDA-C
open-world datasets are summarized in Table [5] while the remaining results are deferred to Ap-
pendix @ From these tables, we draw three main observations: (1) The proposed SA module
brings substantial performance gains. For example, as reported in Table 5} ACCy improves by
26.73%, 55.77%, and 28.6% on Noise, MNIST, and SVHN, respectively. These results highlight
that leveraging vision—language knowledge significantly strengthens the adaptation ability of dis-
criminative models in open-world scenarios. (2) The incorporation of the MSE loss encourages
features to align more closely with their class prototypes, yielding compact and well-structured fea-
ture spaces. This alignment stabilizes adaptation and enhances the robustness of the discriminative
model. (3) The complete VLBO framework consistently achieves superior results across all open-
world datasets, validating the soundness of our overall design.

5.4 COMPUTATIONAL OVERHEAD ANALYSIS

In this subsection, we evaluate the computational overhead of CLIP-based methods. We use a
batch size of 128 and measure both the average running time (s) and the average memory consump-
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Table 5: Ablation study on ImageNet-C Table 6: Ablation study on VisDA-C

open-world dataset. open-world dataset.
AF SA Lusg Lpyw Noise MNIST SVHN AF SA Lusg Lpyw Noise MNIST SVHN
X X X v 5.24 4.57 591 X X X v 14.58 51.78 51.86
X X v v 35.25 6.79 33.28 X X v v 70.20 63.63 71.00
v X v v 55.34 12.83 55.20 v X v v 71.02 66.59 71.78
X v v v 61.98 62.56 61.88 X v v v 83.93 82.21 86.77
v v v v 63.03 63.60 62.26 v v v v 85.04 83.16 87.05

tion (MB) on all the open-world datasets. The results on ImageNet-C are reported in Table [/} while
the remaining results are provided in Appendix[A.8] As shown in these results, the proposed method
achieves a more favorable trade-off between computational overhead and adaptation performance.

Table 7: Computational overhead comparison on ImageNet-C open-world dataset.

ImageNet-C ) Noise ) MNIST ) SVHN

° Time Memory ACCy Time Memory ACCy Time Memory ACCy
CLIP-ViT-B/16  0.2031 59591 43.61 0.1965 595.91 46.08 0.1961 59591 45.47
+C-TPT 1.3012 1387.16 27.02 1.2929 1387.16 21.19 1.0890 1387.15 23.25
+CLIPN 0.3053 408.46 14.07 0.3054 408.46 14.11 0.3060 408.46 14.08
+NegSample 0.1262 598.33 51.36 0.1246 598.33 44.05 0.1177 598.33 26.78
+WATT 17.8515 1102.08  44.64 18.3008 1102.08  47.31 18.7525 1102.08  46.68
+Ours 1.0993 134936  63.03 0.9591 1337.59  63.60 0.9623  1353.19  62.26

5.5 PARAMETER ANALYSIS

In this subsection, we analyze the effect of the trade-off parameter A, which controls the
weight of the regularization loss Lpiy. The Lp;, term encourages prediction diversity and pre-
vents the model from collapsing to trivial solutions. Specifically, we vary A over the range
{le-4, 5e-4, 1e-3, be-3, le-2, 5e-2, le-1, 5e-1} and report the results in Fig. 4l As shown in the
figure, VLBO maintains stable performance across all open-world datasets, demonstrating its ro-
bustness to the choice of .

95. 65

900 ot s—s—o—s 6501 6401 3 8801

- _ oo .
79.0]
=850 =600 = 63.0| e—e—o—e—o—o—o""| = =860
IS IS 1 eee | S S sl IS ——— e
< —— Noise Q —— Noise Q —————— | O e
< 80.01 MNIST < 55.01 MNIST < 6201 < 280! < 84.01
—e— SVHN o —e— SVHN  —e—o—o— —— Noise —— Noise —— Noise
75.0{ —e= Tiny o 50.01 —e— Tiny s 6101 MNIST 7751 MNIST 8201 MNIST
—o— CIFARIOC —e— CIFARIO-C —e— SVHN —e— SVHN —e— SVEN
led 5e4 1e3 5e3 le2 52 le-l Se-l 05 163 503 162 562 1o el led 5e4 1e3 5e3 le2 52 le-l Se-l 70 54 163 563 102 562 11 5o led 5e4 1e3 5e3 le2 52 le-l Se-l
A A A 2
(a) CIFAR10-C (b) CIFAR100-C (c) ImageNet-C (d) ImageNet-R (e) VisDA-C

Figure 4: Ablation study on the trade-off parameter A, showing that VLBO maintains stable perfor-
mance across all open-world datasets.

5.6 CONCLUSION

In this paper, we tackled the challenging problem of open-world test-time adaptation (OWTTA),
where both domain discrepancy and semantic variance coexist. We proposed Vision-Language
knowledge Boosted OWTTA (VLBO), a unified framework that leverages the complementary
strengths of discriminative models and vision-language models (VLMs). VLBO integrates two
key components: agreement-boosted filtering (AF), which refines OOD detection by reinforcing
discriminative predictions with VLM guidance, and semantic-boosted adaptation (SA), which ex-
ploits semantic representations from VLM to improve the adaptation of discriminative models. This
paradigm empowers discriminative models with transferable vision—language knowledge, leading
to more robust and effective adaptation under open-world conditions. Extensive experiments across
diverse benchmarks verify the effectiveness of the proposed VLBO framework.

10
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ware are provided in Appendix [A.5] and pseudo-code is included in Algorithm [T|for clarity.

REFERENCES

Yarin Bar, Shalev Shaer, and Yaniv Romano. Protected test-time adaptation via online entropy
matching: A betting approach. In NeurlIPS, 2024.

Pau Panareda Busto and Juergen Gall. Open set domain adaptation. In ICCV, pp. 754-763. IEEE
Computer Society, 2017.

Chentao Cao, Zhun Zhong, Zhanke Zhou, Tongliang Liu, Yang Liu, Kun Zhang, and Bo Han. Noisy
test-time adaptation in vision-language models. In ICLR, 2025.

Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey E. Hinton. A simple framework
for contrastive learning of visual representations. In ICML, volume 119, pp. 1597-1607, 2020.

Seun-An Choe, Ah-Hyung Shin, Keon-Hee Park, Jinwoo Choi, and Gyeong-Moon Park. Open-set
domain adaptation for semantic segmentation. In CVPR, pp. 23943-23953. IEEE, 2024.

Li Deng. The MNIST database of handwritten digit images for machine learning research [best of
the web]. IEEFE Signal Process. Mag., 29(6):141-142, 2012.

Zhengqing Gao, Xu-Yao Zhang, and Cheng-Lin Liu. Unified entropy optimization for open-set
test-time adaptation. In CVPR, pp. 2397523984, 2024.

Taesik Gong, Jongheon Jeong, Taewon Kim, Yewon Kim, Jinwoo Shin, and Sung-Ju Lee. NOTE:
robust continual test-time adaptation against temporal correlation. In Sanmi Koyejo, S. Mohamed,
A. Agarwal, Danielle Belgrave, K. Cho, and A. Oh (eds.), NeurlIPS, 2022.

Taesik Gong, Yewon Kim, Taeckyung Lee, Sorn Chottananurak, and Sung-Ju Lee. Sotta: Robust
test-time adaptation on noisy data streams. In NeurIPS, 2023.

Jisu Han, Jaemin Na, and Wonjun Hwang. Ranked entropy minimization for continual test-time
adaptation. CoRR, 2025.

Kaiming He, Xiangyu Zhang, Shaoqging Ren, and Jian Sun. Deep residual learning for image recog-
nition. In CVPR, pp. 770-778, 2016.

Dan Hendrycks and Thomas G. Dietterich. Benchmarking neural network robustness to common
corruptions and perturbations. In /ICLR, 2019.

Dan Hendrycks, Steven Basart, Norman Mu, Saurav Kadavath, Frank Wang, Evan Dorundo, Rahul
Desai, Tyler Zhu, Samyak Parajuli, Mike Guo, Dawn Song, Jacob Steinhardt, and Justin Gilmer.
The many faces of robustness: A critical analysis of out-of-distribution generalization. In ICCV,
pp- 8320-8329, 2021.

Geoffrey E. Hinton. Training products of experts by minimizing contrastive divergence. Neural
Comput., 14(8):1771-1800, 2002.

Sergey loffe and Christian Szegedy. Batch normalization: Accelerating deep network training by
reducing internal covariate shift. In ICML, volume 37, pp. 448-456, 2015.

11



Under review as a conference paper at ICLR 2026

Chao Jia, Yinfei Yang, Ye Xia, Yi-Ting Chen, Zarana Parekh, Hieu Pham, Quoc V. Le, Yun-Hsuan
Sung, Zhen Li, and Tom Duerig. Scaling up visual and vision-language representation learning
with noisy text supervision. In /JCML, volume 139, pp. 4904—4916, 2021.

Xue Jiang, Feng Liu, Zhen Fang, Hong Chen, Tongliang Liu, Feng Zheng, and Bo Han. Negative
label guided OOD detection with pretrained vision-language models. In ICLR, 2024.

Adilbek Karmanov, Dayan Guan, Shijian Lu, Abdulmotaleb El-Saddik, and Eric P. Xing. Efficient
test-time adaptation of vision-language models. In CVPR, pp. 14162-14171, 2024.

Brian Kulis and Michael I Jordan. Revisiting k-means: new algorithms via bayesian nonparamet-
rics. In Proceedings of the 29th International Coference on International Conference on Machine
Learning, pp. 1131-1138, 2012.

Ya Le and Xuan Yang. Tiny imagenet visual recognition challenge. CS 231N, 7(7):3, 2015.

Jungsoo Lee, Debasmit Das, Jaegul Choo, and Sungha Choi. Towards open-set test-time adaptation
utilizing the wisdom of crowds in entropy minimization. In /CCV, pp. 16334, 2023.

Yushu Li, Xun Xu, Yongyi Su, and Kui Jia. On the robustness of open-world test-time training:
Self-training with dynamic prototype expansion. In /CCV, pp. 11802-11812, 2023.

Jian Liang, Dapeng Hu, and Jiashi Feng. Do we really need to access the source data? source
hypothesis transfer for unsupervised domain adaptation. In JCML, volume 119, pp. 6028-6039,
2020.

Weiming Liu, Jun Dan, Fan Wang, Xinting Liao, Junhao Dong, Hua Yu, Shunjie Dong, and Liany-
ong Qi. Distinguish then exploit: Source-free open set domain adaptation via weight barcode
estimation and sparse label assignment. In CVPR, pp. 4927-4938, 2025.

Yuval Netzer, Tao Wang, Adam Coates, Alessandro Bissacco, Bo Wu, and Andrew Y. Ng. Reading
digits in natural images with unsupervised feature learning. In NIPS Workshop on Deep Learning
and Unsupervised Feature Learning 2011, 2011.

Shuaicheng Niu, Jiaxiang Wu, Yifan Zhang, Yaofo Chen, Shijian Zheng, Peilin Zhao, and Mingkui
Tan. Efficient test-time model adaptation without forgetting. In ICML, volume 162, pp. 16888—
16905, 2022.

David Osowiechi, Mehrdad Noori, Gustavo Adolfo Vargas Hakim, Moslem Yazdanpanah, Ali
Bahri, Milad Cheraghalikhani, Sahar Dastani, Farzad Beizaee, Ismail Ben Ayed, and Christian
Desrosiers. WATT: weight average test time adaptation of CLIP. In NeurIPS, 2024.

Yuangang Pan, Yinghua Yao, and Ivor W. Tsang. PC-X: profound clustering via slow exemplars. In
CPAL, volume 234, pp. 1-19, 2024.

Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor
Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas Kopf, Ed-
ward Z. Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy, Benoit
Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. Pytorch: An imperative style, high-
performance deep learning library. In NeurIPS, pp. 8024-8035, 2019.

Xingchao Peng, Ben Usman, Neela Kaushik, Judy Hoffman, Dequan Wang, and Kate Saenko.
Visda: The visual domain adaptation challenge. CoRR, 2017.

Thai-Hoang Pham, Yuanlong Wang, Changchang Yin, Xueru Zhang, and Ping Zhang. Open-set het-
erogeneous domain adaptation: Theoretical analysis and algorithm. In AAAI pp. 19895-19903,
2025.

Viet Hoang Phan, Tung Lam Tran, Quyen Tran, and Trung Le. Enhancing domain adaptation
through prompt gradient alignment. In NeurIPS, 2024.

Sanqing Qu, Tianpei Zou, Lianghua He, Florian R6hrbein, Alois Knoll, Guang Chen, and Changjun
Jiang. LEAD: learning decomposition for source-free universal domain adaptation. In CVPR, pp.
23334-23343, 2024.

12



Under review as a conference paper at ICLR 2026

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agar-
wal, Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, Gretchen Krueger, and Ilya
Sutskever. Learning transferable visual models from natural language supervision. In ICML,
volume 139, pp. 8748-8763, 2021.

Manli Shu, Weili Nie, De-An Huang, Zhiding Yu, Tom Goldstein, Anima Anandkumar, and
Chaowei Xiao. Test-time prompt tuning for zero-shot generalization in vision-language models.
In NeurIPS, 2022.

Yongyi Su, Xun Xu, and Kui Jia. Revisiting realistic test-time training: Sequential inference and
adaptation by anchored clustering. In NeurIPS, 2022.

Yongyi Su, Xun Xu, and Kui Jia. Towards real-world test-time adaptation: Tri-net self-training with
balanced normalization. In Michael J. Wooldridge, Jennifer G. Dy, and Sriraam Natarajan (eds.),
AAAL pp. 15126-15135, 2024a.

Yongyi Su, Xun Xu, Tianrui Li, and Kui Jia. Revisiting realistic test-time training: Sequential
inference and adaptation by anchored clustering regularized self-training. IEEE Trans. Pattern
Anal. Mach. Intell., 46(8):5524-5540, 2024b.

Fuli Wan, Han Zhao, Xu Yang, and Cheng Deng. Unveiling the unknown: Unleashing the power
of unknown to known in open-set source-free domain adaptation. In CVPR, pp. 24015-24024,
2024.

Dequan Wang, Evan Shelhamer, Shaoteng Liu, Bruno A. Olshausen, and Trevor Darrell. Tent: Fully
test-time adaptation by entropy minimization. In /CLR, 2021.

Hualiang Wang, Yi Li, Huifeng Yao, and Xiaomeng Li. CLIPN for zero-shot OOD detection:
Teaching CLIP to say no. In ICCV, pp. 1802-1812, 2023.

Qin Wang, Olga Fink, Luc Van Gool, and Dengxin Dai. Continual test-time domain adaptation. In
CVPR, pp. 7191-7201, 2022.

Ran Wang, Hua Zuo, Zhen Fang, and Jie Lu. Towards robustness prompt tuning with fully test-time
adaptation for clip’s zero-shot generalization. In ACM MM, pp. 8604-8612, 2024a.

Zigiang Wang, Zhixiang Chi, Yanan Wu, Li Gu, Zhi Liu, Konstantinos N. Plataniotis, and Yang
Wang. Distribution alignment for fully test-time adaptation with dynamic online data streams. In
ECCYV, volume 15082, pp. 332-349, 2024b.

Xiangyu Wu, Feng Yu, Yang Yang, Qing-Guo Chen, and Jianfeng Lu. Multi-label test-time adapta-
tion with bound entropy minimization. In /CLR, 2025.

Jiarui Xu, Shalini De Mello, Sifei Liu, Wonmin Byeon, Thomas M. Breuel, Jan Kautz, and Xiaolong
Wang. Groupvit: Semantic segmentation emerges from text supervision. In CVPR, pp. 18113—
18123, 2022.

Hee Suk Yoon, Eunseop Yoon, Joshua Tian Jin Tee, Mark A. Hasegawa-Johnson, Yingzhen Li, and
Chang D. Yoo. C-TPT: calibrated test-time prompt tuning for vision-language models via text
feature dispersion. In ICLR, 2024.

Zhiqi Yu, Zhichao Liao, Jingjing Li, Zhi Chen, and Lei Zhu. Dynamic target distribution estimation
for source-free open-set domain adaptation. In AAAL pp. 22254-22262, 2025.

Qingyang Zhang, Yatao Bian, Xinke Kong, Peilin Zhao, and Changqing Zhang. COME: test-time
adaption by conservatively minimizing entropy. In /CLR, 2025.

Zhen-Yu Zhang, Zhiyu Xie, Huaxiu Yao, and Masashi Sugiyama. Test-time adaptation in non-
stationary environments via adaptive representation alignment. In NeurlPS, 2024.

Na Zhao and Gim Hee Lee. Robust visual recognition with class-imbalanced open-world noisy data.
In AAAL pp. 16989-16997, 2024.

13



Under review as a conference paper at ICLR 2026

A APPENDIX

A.1 LIST OF PROMPTS

The text prompts utilized in our experiments are directly adapted from the template collection intro-
duced in CLIP (Radford et al., [2021):

List of prompts utilized in this paper

a bad photo of a {class}, a photo of many {class}, a sculpture of a {class}, a photo of the
hard to see {class}, a low resolution photo of the {class}, a rendering of a {class}, graffiti of
a {class}, a bad photo of the {class}, a cropped photo of the {class}, a tattoo of a {class}, the
embroidered {class}, a photo of a hard to see {class}, a bright photo of a {class}, a photo of
aclean {class}, a photo of a dirty {class}, a dark photo of the {class}, a drawing of a {class},
a photo of my {class}, the plastic {class}, a photo of the cool {class}, a close-up photo of
a {class}, a black and white photo of the {class}, a painting of the {class}, a painting of a
{class}, a pixelated photo of the {class}, a sculpture of the {class}, a bright photo of the
{class}, a cropped photo of a {class}, a plastic {class}, a photo of the dirty {class}, a jpeg
corrupted photo of a {class}, a blurry photo of the {class}, a photo of the {class}, a good
photo of the {class}, a rendering of the {class}, a {class} in a video game, a photo of one
{class}, a doodle of a {class}, a close-up photo of the {class}, a photo of a {class}, the
origami {class}, the {class} in a video game, a sketch of a {class}, a doodle of the {class},
a origami {class}, a low resolution photo of a {class}, the toy {class}, a rendition of the
{class}, a photo of the clean {class}, a photo of a large {class}, a rendition of a {class}, a
photo of a nice {class}, a photo of a weird {class}, a blurry photo of a {class}, a cartoon
{class}, art of a {class}, a sketch of the {class}, a embroidered {class}, a pixelated photo
of a {class}, itap of the {class}, a jpeg corrupted photo of the {class}, a good photo of a
{class}, a plushie {class}, a photo of the nice {class}, a photo of the small {class}, a photo
of the weird {class}, the cartoon {class}, art of the {class}, a drawing of the {class}, a photo
of the large {class}, a black and white photo of a {class}, the plushie {class}, a dark photo
of a {class}, itap of a {class}, graffiti of the {class}, a toy {class}, itap of my {class}, a
photo of a cool {class}, a photo of a small {class}, a tattoo of the {class},

A.2 DATASETS

Our experimental setup follows OWT3 (Li et al.| 2023)), using the same set of datasets. The details
of the ID datasets, including test-set size, number of classes, and corresponding target domains, are
summarized in Table

Table 8: In-distribution Datasets Information.

Datasets #Images #Classes Target Domain
CIFAR10-C 10,000 10 Corruption
CIFAR100-C 10,000 100 Corruption

ImageNet-C 50,000 1,000 Corruption
ImageNet-R 30,000 200 Style Transfer
VisDA-C 55,388 12 Style Transfer

A.3 EVALUATION METRIC

Since the OWTTA task consists of both domain discrepancy and semantic variance, we adopt three
complementary evaluation metrics, ACCj, ACCp, and ACCy, to provide a more precise assess-
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ment of performance. Their definitions are as follows:

; 1(9: =y
ACC] :Z{Hyieys} (y y)

{ily: € Vs}|
ACC, _Z{ilinyo} 1(4; € Vo)
¢ [{ilyi € Yo} ’
ACCy - ACCo
A _o. Ay Atto
cen ACCr + ACCo

Here, Vs denotes the set of in-distribution (ID) classes and Yo the out-of-distribution (OOD) class.
ACCj evaluates classification accuracy on ID samples, AC'Cp measures OOD detection accuracy,
and AC'Cyy provides a balanced evaluation through their harmonic mean.

A.4 DETAILS OF BASELINES

In the main text, we compare our approach against nine representative baselines built upon dis-
criminative models and four recent methods based on vision-language models. Their details are
summarized as follows:

e TEST: Direct inference with the pre-trained discriminative model, without any adaptation to the
target distribution. This baseline reflects the model’s raw generalization ability under OWTTA.

* BN (loffe & Szegedyl 2015): Batch normalization statistics are updated online during inference,
while the rest of the network parameters remain frozen. This allows the model to partially adjust
to distribution shifts.

e TENT (Wang et al.| [2021): The affine parameters (scale and bias) of batch normalization layers
are optimized by minimizing the entropy of predictions on test samples, enabling lightweight
adaptation through confident predictions.

e SHOT (Liang et al} 2020): SHOT fix its classifier during the adaptation, while the feature en-
coder, pre-trained by source domain data, is updated with self-supervised objectives. It promotes
transferable and discriminative representations on target data.

* OSTTA (Lee et al., |2023): Low-confidence predictions are filtered as potential OOD samples,
and adaptation is performed by entropy minimization on confident ID data, which reduces the
risk of error propagation.

* EATA (Niu et al.,2022): High-confidence target samples are chosen for adaptation, while Fisher
information regularization constrains drastic parameter changes. Together, these mechanisms
balance adaptation plasticity and stability.

* CoTTA (Wang et al}2022)): Pseudo-labels are averaged across augmentations and weight trajec-
tories to stabilize adaptation, and stochastic restoration of source weights periodically anchors the
model to its pre-trained state.

* UniEnt (Gao et al., 2024): A Gaussian mixture model is applied to feature—prototype similarities
to separate ID and OOD samples. Adaptation is guided by minimizing entropy for ID predictions
and maximizing entropy for OOD predictions.

* OWT3 (L1 et al.,|2023): Originally designed to align target distributions with source statistics and
construct new OOD prototypes. In the OWTTA setting, it is adapted by replacing prototypes with
normalized classifier weights and removing the source-alignment loss.

For vision-language model-based baselines, we have:

e CLIP (Radford et al.| [2021)): A vision—language model trained on large-scale image—text pairs
with contrastive learning. It performs zero-shot classification by matching image features with
text embeddings of class names, providing a strong foundation for open-world adaptation.

* C-TPT (Yoon et al.| [2024)): Builds upon CLIP by refining textual prompts at test time. It opti-
mizes context tokens to better align with target-domain distributions, thereby improving zero-shot
generalization under distribution shifts.
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e CLIPN (Wang et al.|2023): Extends CLIP by introducing an additional text encoder trained with
noise-injected supervision on large-scale data. This design explicitly enhances CLIP’s capacity
for OOD detection, enabling it to better separate in-distribution and out-of-distribution samples.

* NegSample (Jiang et al 2024): Augments CLIP with negative sampling in the joint feature
space, where mismatched image—text pairs are explicitly penalized. By enforcing stronger con-
trast between matched and mismatched pairs, it sharpens the decision boundary between ID and
OOD data, thereby enhancing OOD detection capability.

* WATT (Osowiechi et al., [2024): Performs test-time adaptation for CLIP by leveraging multiple
prompt templates to generate diverse text embeddings. For each template, CLIP produces pseudo
labels that are used to update the model. The resulting parameters from different templates are
then consolidated through weight averaging, which stabilizes the adaptation process.

In our experiments, some discriminative model baseline methods are not originally tailored for the
OWTTA setting. To ensure fair comparison, we follow the protocol in OWT3 (Li et al., [2023)).
Specifically, we employ ResNet-50 and use Eq. (7)) to distinguish ID samples. The compared meth-
ods are then applied to the filtered ID subset for subsequent adaptation.

CLIP-based adaptation methods, which were originally developed for the TTA setting, are extended
to OWTTA by first detecting OOD samples using CLIP-derived confidence scores and then apply-
ing adaptation only to the identified ID subset. CLIP-based OOD detection methods are evaluated
in their original form. We report their OOD detection performance directly and compute the ID
classification accuracy using either the corresponding trained encoder or the zero-shot CLIP model
with updated prompts, depending on the design of each method.

All baseline methods are implemented following the settings and recommended hyperparameters
provided in their original papers to ensure a fair and consistent comparison.

A.5 IMPLEMENTATION DETAILS

All experiments are conducted on a workstation with Ubuntu 22.04.5, Python 3.7.16, and PyTorch
1.13 (Paszke et al., 2019), equipped with an NVIDIA RTX 6000 Ada Generation GPU (48GB
memory) and an AMD Ryzen Threadripper PRO 5965WX 24-core CPU. In the proposed VLBO
framework, ResNet-50 serves as the backbone and SGD is used as the optimizer. We use SGD op-
tiomizer. For CIFAR10-C and CIFAR100-C open-world datasets, we use a learning rate of le — 3
with A = 0.1. For ImageNet-C, ImageNet-R, and VisDA-C open-world datasets, the learning rate is
reduced to le — 4 with A = le — 3.

A.6 ABLATION STUDY

The main text reports ablation results on the ImageNet-C and VisDA-C open-world datasets. For
completeness, we additionally provide the ablation results across all open-world datasets in this
section.

Table 9: Ablation study on CIFAR10-C open-world dataset.

AF SA Lumsg Lpw Noise MNIST SVHN Tiny CIFAR100-C

86.09  78.47 82.48  74.00 72.71
90.34  89.35 80.51  70.56 72.71
90.33  89.73 87.71  76.51 74.51
9233 91.44 84.48  71.00 72.95
9237  91.79 89.35  77.92 7491

AX N X X
NAX X X
NN NP
AN NN

Table 10: Ablation study on CIFAR100-C open-world dataset.

AF SA Lwmsz Lpyw Noise MNIST SVHN Tiny CIFARIO-C

49.11 4339 46.39  46.13 46.79
61.43 5247 51.35 47.28 45.78
62.15  55.05 53.82  49.44 48.09
68.04  61.21 50.47 4893 48.24
69.92  62.87 57.56  51.89 48.79

AX N X X
NAX X X
NN S
ENRNRNE NN
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Table 11: Ablation study on ImageNet-R open-world dataset.

AF SA ﬁMSE ﬁDiV Noise MNIST SVHN
X X X v 4441 4039 37.02
X X v v 5537  33.17 56.95
v X v v 5599 4412 57.05
x v v v 1866  75.04 76.89
v v v v 7956 7753 77.96

A.7 BOOST WITH DIFFERENT BACKBONES

In this subsection, we evaluate the proposed method with different backbone architectures to verify
the general effectiveness of the VLBO paradigm. Results are reported in Table [I2] Table [I3] Ta-
ble[T4] Table[I3] and Table[T6] From these tables, we observe that VLBO consistently outperforms
existing methods when using CLIP with a ResNet-50 backbone. Moreover, as shown in Table
and Table [I3] the vanilla CLIP method fails to reliably filter OOD samples, leading to degraded
performance, whereas our method remains effective. These results demonstrate the robustness and
effectiveness of VLBO across different architectures.

Table 12: OWTTA results on CIFAR10-C with CLIP ResNet-50 backbone.
CIFAR10-C Noise MNIST SVHN Tiny CIFAR100-C
ACC; ACCo ACCy ACC; ACCo ACCy ACC; ACCo ACCy ACC; ACCo ACCy ACC; ACCo ACCy
CLIP-RN50 32.36 0.04 0.08 29.96 72.49 42.40 32.66 84.68 47.14 50.26 68.88 58.11 33.54 76.47 46.63
+C-TPT 31.34 0.04 0.08 29.99 72.49 4243 31.44 84.68 45.85 48.24 68.88 56.74 31.76 76.47 44.88
+NegSample  26.01 99.99 41.28 26.01 77.95 39.00 26.01 75.86 38.74 26.01 92.66 40.62 26.01 89.75 40.33
+Ours 82.41 100.00 90.36 82.42 96.67 88.98 79.89 90.87 85.03 67.70 82.32 74.30 69.80 77.19 73.31
Table 13: OWTTA results on CIFAR100-C with CLIP ResNet-50 backbone.
CIFAR100-C Noise MNIST SVHN Tiny CIFAR10-C
ACC; ACCo ACCy ACC; ACCo ACCyx ACC; ACCo ACCy ACC; ACCop ACCyx ACC; ACCo ACCH
CLIP-RNS50 5.26 0.00 0.00 12.56 58.80 20.70 13.64 62.70 2241 18.72 58.89 28.41 13.87 57.48 22.35
+C-TPT 19.80 0.00 0.00 8.70 58.80 15.16 8.81 62.70 15.45 18.30 58.89 27.92 9.75 57.48 16.67
+NegSample 10.68 0.00 0.00 10.68 21.56 14.28 10.68 24.17 14.81 10.68 80.58 18.86 10.68 67.45 18.44
+Ours 46.65 99.94 63.61 3591 91.96 51.65 39.36 8143 53.07 37.31 74.32 49.68 34.39 74.25 47.01

Table 14: OWTTA results on ImageNet-C with CLIP ResNet-50 backbone.

ImageNet-C

CLIP-RN50
+C-TPT
+NegSample
+Ours

Noise MNIST SVHN
ACC; ACCop ACCx ACCr ACCo ACCx ACCr ACCo ACCH
9.26 100.00  16.95 1287 99.70 22.80 1375 98.20 24.13
7.38  100.00 13.75 1479 99.70 25.76 17.07  98.20 29.08
14.94 3.52 5.70 1494 7391 24.86 1494 4410 22.30)
3983  99.57 56.9 38.01  98.99 5493 3936 9831 56.22

Table 15: OWTTA results on ImageNet-R with CLIP ResNet-50 backbone.

ImageNet-R

CLIP-RN50
+C-TPT
+NegSample
+Ours

Noise MNIST SVHN
ACC; ACCop ACCx ACCr ACCo ACCx ACCr ACCo ACCH
41.12  100.00 5828  43.11 99.94 6024 4642  99.49 63.31
33.62  100.00 5032 2551 99.66 40.62 19.17 7621 30.63
4412 100.00 6123  44.12  99.94 6122 4412 9741 60.73
46.02  98.71 62.78 4530  98.64 62.09  47.30  99.56 64.13

Table 16: OWTTA results on VisDA-C with CLIP

ResNet-50 backbone.

VisDA-C Noise MNIST SVHN

ACC; ACCop ACCx ACC; ACCo ACCx ACCr ACCo ACCH
CLIP-RN50  39.77  99.97 56.90 48.67 9822 65.09 50.60 94.04 65.80
+C-TPT 37.64  99.97 54.69 3481 64.14 45.13 32.21 92.37 47.76
+NegSample 3123 100.00 47.60  31.23  99.99 4759 3123 99.38 47.53
+Ours 60.59  99.63 7535 5545  99.12 7112 62.73  98.36 76.61
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A.8 COMPUTATIONAL OVERHEAD ANALYSIS

The main text reports the computational overhead analysis on the ImageNet-C open-world dataset.
For completeness, we further provide the corresponding comparisons on CIFAR10-C, CIFAR100-C,
ImageNet-R, and VisDA.

Table 17: Computational overhead comparison on CIFAR10-C open-world dataset.

CIFAR10-C Noise MNIST SVHN Tiny CIFAR100-C
Time Memory ACCy  Time Memory ACCyH Time Memory ACCy Time Memory ACCy Time Memory ACCy

CLIP-ViT-B/16  0.1549  507.26 7327 0.1611  507.26 76.69 0.1573 507.26 78.49 0.1530 507.26 76.78 0.1593 507.26 70.03

+C-TPT 0.4697 122096  81.20  0.4789 122096  76.37 0.4843 122096  78.10  0.4948  1220.79  75.97 0.4899  1220.79  70.06
+CLIPN 03066  403.25 32.04 03184  403.25 3242 0.3171 403.25 32.37 0.3197 403.25 32.66 03187  403.25 32.62
+NegSample 0.1297  578.93 62,56 0.1130  578.93 62.53 0.1152  578.93 61.77 0.1153 578.93 61.44 0.1137 578.93 60.75
+WATT 7.8918 1099.38  73.00  8.8878 1099.38  76.63  10.0848 1099.38  78.94  13.8435 1099.38  76.75  13.0855 1099.38  70.34
+Ours 1.0102  877.44 9237 0.6569  782.32 91.79 1.0926 880.54 89.35 1.2972  940.21 77.29 0.9442  878.05 74.91

Table 18: Computational overhead comparison on CIFAR100-C open-world dataset.

CIFAR100-C Noise MNIST SVHN Tiny CIFAR10-C
Time Memory ACCy  Time Memory ACCH  Time Memory ACCH Time Memory ACCy Time Memory ACCy

CLIP-ViT-B/16 ~ 0.1555  508.36 549 0.1569  508.36 4741  0.1573  508.36 47.38  0.1556  508.36 48.16  0.1588  508.36 42.71

+C-TPT 0.5701 1235.24 5.62 0.4925 1235.68 3512 0.5178 1235.68  35.23 0.5527 123553 41.18 0.5387  1235.66  33.02
+CLIPN 0.3161 403.69 21.51 03154 403.69 2191  0.3188  403.69 21.82 0.3186  403.69 21.80 0.3191 403.69 21.81
+NegSample 0.1185 579.33 43.77  0.1147  579.33 4334 0.1142 57933 36.56 0.1168 579.33 41.71 0.1114  579.33 39.41
+WATT 21.5565  1099.60 5.53 7.0037  1099.60  49.82  7.4444 1099.60  49.27  13.5017 1099.60  50.96  10.9796 1099.60  44.63
+Ours 0.6530 863.94 69.92  0.5425 91222 62.87  0.5227  774.92 57.56 0.5583 824.13 51.89 0.5483 813.94 48.79

Table 19: Computational overhead comparison ImageNet-R open-world dataset.

Noise MNIST SVHN
Time Memory ACCH Time Memory ACCy Time Memory ACCy

CLIP-ViT-B/16  0.2026 ~ 593.34 63.42  0.1877  593.34 71.05 0.1924  593.34 75.52

ImageNet-R

+C-TPT 0.5452  1260.39  60.98  0.5438 1260.39  68.95 0.5496 126039  74.14
+CLIPN 0.3019  404.49 2838 03079  404.49 31.41 0.3087 404.49 31.35
+NegSample 0.1025  596.75 7752 0.1195  596.75 76.39 0.1160  596.75 7431
+WATT 7.5363 1100.16 6293  9.0740 1100.16 ~ 70.80  10.3173 1100.16  75.27
+Ours 1.2607 115620  79.56  0.9742 117248  77.53 0.9894 117529  77.96

Table 20: Computational overhead comparison on VisDA open-world dataset.

VisDA Noise MNIST SVHN
Time Memory ACCyH Time Memory ACCyH Time Memory ACCyH

CLIP-ViT-B/16  0.1829  580.69 65.33  0.1913  580.69 7477 0.1964  580.69 74.30

+C-TPT 0.4648 122133 7890 04686 1221.33  75.04 04734 122133 7437
+CLIPN 0.3049  403.56 3337 03041  403.56 3337 03043 403.56 33.79
+NegSample 0.1197  596.27 56.63  0.1143  596.27 56.63  0.1253  596.27 56.54
+WATT 6.7990 1099.68 6541  8.8650 1099.68  74.86  8.1327 1099.68  74.29
+Ours 0.6973  780.56 85.64  0.6106  770.25 83.16  0.6254  772.57 87.06

A.9 VISUALIZATIONS

In this subsection, we present the visualization results of the proposed VLBO method. To intuitively
demonstrate the effect of AF, we plot the confidence scores before and after boosting. The corre-
sponding results are shown in Fig. [5} Fig.[6] Fig.[7] Fig.[8] and Fig.[9] As ImageNet-C comprises
1000 classes, we plot a subset of 50 classes to ensure clearer visualization. These figures indicate
that AF substantially enlarges the margin between ID and OOD samples, thereby improving their
separability. In addition, heatmap visualizations of logits from ResNet and VLBO demonstrate that
SA effectively suppresses irrelevant classes while emphasizing the correct class. Overall, these vi-
sualizations confirm that AF and SA collaboratively enhance the reliability of adaptation under the
OWTTA setting.
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Figure 5: Visualization of OWTTA results on CIFAR10-C & MNIST open-world datasets.
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Figure 6: Visualization of OWTTA results on CIFAR100-C & MNIST open-world datasets.
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Figure 7: Visualization of OWTTA results on ImageNet-C & MNIST open-world datasets.
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Figure 8: Visualization of OWTTA results on ImageNet-R & MNIST open-world datasets.
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Figure 9: Visualization of OWTTA results on VisDA-C & MNIST open-world datasets.

A.10 ANALYSIS UNDER DIFFERENT OOD RATIOS

In this subsection, we evaluate the robustness of our method under different OOD ratios. Specifi-
cally, we vary the OOD ratio NJ\?I‘;D from 0.1 to 1. The corresponding results, including both ACC'y
and standard deviation, are presented in Table 21] Table 22] Table 23] Table 24] and Table 23] We
observe slight fluctuations when the OOD ratio becomes extremely low, which is expected since
ACCyp is particularly sensitive in the rare-OOD regime where only a few OOD samples are avail-
able. Overall, across all datasets and OOD ratios, the proposed method maintains consistently stable
performance, demonstrating strong robustness under varying OOD proportions in open-world sce-
narios.

Table 21: Performance under different OOD ratios on the CIFAR10-C open-world dataset.

CIFAR10-C 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 STD

Noise 86.87 91.01 91.69 91.88 92.14 92.17 9244 9246 9226 9237 1.6947
MNIST 91.13 9233 91.39 92.65 9259 9293 9238 91.27 9247 91.79 0.6437
SVHN 85.68 90.09 90.93 90.94 91.09 91.18 91.55 9134 91.51 89.35 1.7814
Tiny 76.40 7549 7394 75.14 7584 77.18 7830 78.89 79.48 77.92 1.7919
CIFAR100-C  74.31 7543 7530 7552 7576 7573 75.66 7595 7593 7491 0.5075

Table 22: Performance under different OOD ratios on the CIFAR100-C open-world dataset.

CIFAR100-C 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 STD

Noise 60.65 63.46 6497 6488 6838 6496 6741 6337 6444 69.92 2.6900
MNIST 5837 61.8 6326 60.82 6399 6459 64.19 63.68 63.46 62.87 1.8982
SVHN 52775 547 51.87 5397 564 5838 563 5589 5681 57.56 2.0966

Tiny 4746 4893 4899 49.65 50.01 51.16 51.03 52.03 522 51.89 1.5831

CIFARIO-C  45.65 4642 4734 4783 48.19 4855 4822 4882 49.18 48.79 1.1283
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Table 23: Performance under different OOD ratios on the ImageNet-C open-world dataset.

ImageNet-C 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 STD

Noise 62.05 6299 62.74 6293 6251 6274 62776 62.74 6275 63.06 0.2846
MNIST 6290 63.08 60.01 63.62 63.75 63.68 6372 63.61 63.87 63.60 1.1564
SVHN 62.28 6242 6245 6262 6246 6263 6260 62.64 6276 6226 0.1645

Table 24: Performance under different OOD ratios on the ImageNet-R open-world dataset.

ImageNet-R 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 STD

Noise 7798 78.08 7839 7891 7842 79.00 79.33 7936 79.45 79.56 0.5894
MNIST 7478 7588 76.00 7636 76.14 76.63 7659 7696 7695 77.53 0.7530
SVHN 76.47 7727 7718 7137 7752 7775 77.60 78.01 77.72 77.96 0.4502

Table 25: Performance under different OOD ratios on the VisDA open-world dataset.

VisDA 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 STD

Noise  79.43 79.06 80.60 81.37 8223 80.35 80.84 80.93 8098 85.64 1.8202
MNIST 79.78 79.66 79.32 8031 80.62 81.10 80.89 81.53 8196 83.16 1.1709
SVHN 8474 85.10 86.88 86.05 8594 8578 8549 8476 86.93 87.06 0.8725

B THE USAGE OF LARGE LANGUAGE MODEL

This paper was polished with the assistance of a large language model for language refinement. The
research content and conclusions are original contributions of the authors.
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